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Gangi
1485

A generalized modal impulse response and Fourier transform
approach to investigate acoustic transient Bessel beams and Bessel
bullets

Peter R. Stepanishen 1493

A multiple microphone recording technique for the generation of
virtual acoustic images

Yuvi Kahana, Philip A. Nelson,
Ole Kirkeby, Hareo Hamada

1503

An advanced boundary element/fast Fourier transform
axisymmetric formulation for acoustic radiation and wave
scattering problems

Stephanos V. Tsinopoulos, John P.
Agnantiaris, Demosthenes Polyzos

1517

Wave propagation in a viscoelastic medium containing fluid-filled
microspheres

A. M. Baird, F. H. Kerr,
D. J. Townend

1527

Acoustic eigenfrequencies in a spheroidal cavity with a concentric
penetrable sphere

Gerassimos C. Kokkorakis,
John A. Roumeliotis

1539

Three-pass mufflers with uniform perforations A. Selamet, V. Easwaran,
A. G. Falkowski

1548

A spatially averaged impulse response for an unfocused piston
transducer

Charles J. Daly, N. A. H. K. Rao 1563

Experimental study of a fractal acoustical cavity B. Hébert, B. Sapoval, S. Russ 1567
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DANIEL W. MARTIN
1918–1999

As this issue goes to press, we must report with sadness the death on Thursday, 7
January, of Dr. Daniel W. Martin, our Editor-in-Chief since 1985. His funeral in Cincin-
nati, Ohio was attended by our President and Vice President. He will be truly missed by
the Society both for the excellence of his many contributions, and for his friendship and
thoughtfulness. He will be most remembered for, and was most passionate about, his job
as Editor-in-Chief of the Acoustical Society of America. We extend our sympathy to
Mrs. Martha Martin and the family.

An obituary will appear in a future issue of JASA and a memorial session is planned
for the Fall 1999 meeting in Columbus.



SOUNDINGS
Section Editor: Richard Stern

This front section of the Journal includes acoustical news, views, reviews, and general tutorial or select-
ed research articles chosen for wide acoustical interest and written for broad acoustical readership.

ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, 500 Sunnyside Boulevard, Woodbury, New York 11797

Editor’s Note: Readers of this Journal are asked to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

New Fellows of the Acoustical Society of America

Rosalind Nissim retires

Rosalind Nissim, Chief Production Editor of theJournal, retired on 31
December 1998 after a 38-year career at the American Institute of Physics.
At the Editorial Board meeting held in October 1998, ASA Editor-in-Chief
Dan Martin presented a crystal clock engraved with the ASA logo to Roz in
appreciation for her service to theJournal ~see Fig. 1!.

Mrs. Nissim has held the positions of Editorial Supervisor and Chief
Production Editor in her 20 years of service to theJournal. She has fre-
quently attended ASA meetings to participate in Editorial Board and Publi-
cation Policy Committee meetings. Rosalind has also worked on other ASA
publications including the JASA 5-year Cumulative indexes, meeting pro-
grams, membership directories, and standards.

At a reception in honor of Rosalind’s retirement, held at the AIP
Woodbury Publishing Center, Rosalind was presented with a certificate
from the Acoustical Society of America which read: ‘‘The Executive Coun-
cil presents this certificate to Rosalind Nissim, in grateful recognition of her
dedicated service to The Journal of the Acoustical Society of America.’’

The Society extends its best wishes to Rosalind Nissim on the occa-
sion of her retirement.

IEEE Honors Guillermo Gaunaurd

Guillermo C. Gaunaurd was elevated to the rank of Fellow of the
Institute of Electrical and Electronic Engineers~IEEE! in November 1998.

FIG. 1. ASA Editor-in-Chief Dan Martin~l! presents crystal clock to Ro-
salind Nissim.

Alastair Cowley—For contributions to
self-noise reduction, bubble acoustics,
and ambient noise discrimination.

Gary Weismer—For contributions to
understanding disorders of speech motor
control.

Mei Q. Wu—For contributions to the
measurement and control of noise.
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The citation chosen for this distinction was: ‘‘For contributions to the direct
and inverse scattering interaction of acoustic, electromagnetic and elastic
waves with matter.’’

Dr. Gaunaurd, a Research Physicist at the Naval Surface Warfare
Center, Carderock Division in W. Bethesda, MD is also a Fellow of the
Acoustical Society of America, American Society of Mechanical Engineers
and the Washington Academy of Sciences.

Position Open

Assistant Professor of Physics (Audio Technology): The Department
of Physics invites applications for a tenure track faculty position beginning
Fall 1999 at the Assistant Professor level. The Audio Technology program,
located at the Physics Department, emphasizes the technology, systems, and
components of the recording industry as well as the needs of the communi-
cation industry and performing arts. Responsibilities include teaching
~Bachelor’s level!, research, student advising, and collaboration with the
School of Communication and the Department of Performing Arts. The
M.S. in Physics/Audio Technology is required and a Ph.D. is preferred.
Candidates with research interests in applicable, modern high-tech areas are
encouraged to apply. The Search Committee will begin reviewing applica-
tions on 1/15/99 and continue until the position is filled. Send letter of
application, resume, and letters from three references to: Prof. Romeo Seg-
nan, Chair, Faculty Search Committee, Department of Physics, American
University, 4400 Massachusetts Avenue, NW, Washington, DC 20016-
8058.

USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

1999
15–19 March Joint meeting: 137th meeting of the Acoustical Society

of America/2nd Convention of the European Acoustics
Association: Forum Acusticum, integrating the 25th
Anniversary DAGA conference, Berlin, Germany
@Acoustical Society of America, 500 Sunnyside Blvd.,
Woodbury, NY 11797, Tel.: 516-576-2360; Fax: 516-
576-2377; E-mail: asa@aip.org; WWW: asa.aip.org#.

10–12 May AIAA/CEAS Aeroacoustics Conference, Bellevue,
WA @Belur Shivashankara, The Boeing Company,
P.O. Box 3707, MS 67-ML, Seattle, WA 98124-2207;
Tel.: 425-234-9551; Fax: 425-237-5247; E-mail:
belun.n.shivashankara@boeing.com#.

6–7 June 1999 SEM Spring Conference, Cincinnati, OH
@Katherine M. Ramsay, Conference Manager, Society
for Experimental Mechanics, Inc., 7 School St., Bethel,
CT 06801; Tel.: 203-790-6373; Fax: 203-790-4472;
E-mail: meetings@sem1.com#.

27–30 June ASME Mechanics and Materials Conference, Blacks-
burg, VA @Mrs. Norma Guynn, Dept. of Engineering
Science and Mechanics, Virginia Tech, Blacksburg,
VA 24061-0219; Fax: 540-231-4574; E-mail:
nguynn@vt.edu; WWW: http://www.esm.vt.edu/
mmconf/#.

6–11 July 1999 Clarinetfest, Ostend, Belgium@International Clari-
net Association, Keith Koons, Music Dept., Univ. of
Central Florida, P.O. Box 161354, Orlando, FL 32816-
1354#.

7–10 Oct. Symposium on Occupational Hearing Loss, Philadel-
phia, PA @American Institute for Voice and Ear Re-
search, Attn: Barbara-Ruth Roberts, 1721 Pine St.,
Philadelphia, PA 19103, Tel.: 215-545-2068;
Fax: 215-735-2725. Deadline for submission of ab-
stracts: 1 May#.

1–5 Nov. 138th meeting of the Acoustical Society of America,
Columbus, OH@Acoustical Society of America, 500
Sunnyside Blvd., Woodbury, NY 11797, Tel.: 516-576-
2360; Fax: 516-576-2377; E-mail: asa@aip.org;
WWW: asa.aip.org#.

2–4 Dec. ACTIVE 99, Fort Lauderdale, FL@Institute of Noise
Control Engineering, P.O. Box 3206 Arlington Branch,
Poughkeepsie, NY 12603, Tel.: 914-462-4006;
Fax: 914-463-0201; E-mail: INCEUSA@aol.com;
/users.aol.com/inceusa/ince.html#.

6–8 Dec. INTER-NOISE 99, Fort Lauderdale, FL@Institute of
Noise Control Engineering, P.O. Box 3206, Arlington
Branch, Poughkeepsie, NY 12603, Tel.: 914-462-4006;
Fax: 914-463-0201; E-mail: INCEUSA@aol.com;
/users.aol.com/inceusa/ince.html#.
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OBITUARIES
This section of the Journal publishes obituaries concerning the death of Fellows of the Society and other
acousticians eminent in the world of acoustics. When notified, the Editor-in-Chief solicits a
summary of the person’s life and contributions from an ASA member thoroughly familiar with the
details, if possible. If a promised obituary is never received, a brief obituary notice may be published
later.

Jon R. Sank • 1934–1998
We regret to announce the

passing of Jon R. Sank on 25 August
1998. Jon was well known to the audio
community for his many articles on
microphone evaluations and history.
He wrote for and served with the edi-
torial boards of numerous periodicals,
including Audio, Sound & Communi-
cations, Sound & Vibration, Aviation
Consumer, and theJournal of the Au-
dio Engineering Society. As permanent
Secretary/Treasurer, Jon was the moti-
vating force behind the Delaware Val-
ley chapter of the Acoustical Society
of America for the last two decades.
His professional affiliations included
national memberships in ASA, AES,

NCAC and Eta Kappa Nu. In 1997, at the 50th Anniversary meeting of the
Audio Engineering Society, Jon was honored alongside such notables as
Bob Moog and Guy Woodward, as a ‘‘living legend’’ for his pioneering
work.

Jon received his BSEE from Drexel Institute in 1957 and took gradu-
ate studies at the University of Pennsylvania in Mathematics and Physics.
He was hired by RCA where he worked in the acoustical laboratories in
Camden, New Jersey from 1957 through 1970. His focus there was on
network television-oriented microphones, such as the BK-12 lavaliere, for
which he was the primary inventor. That transformerless microphone, which
used a Swiss-style four-layer winding, was unique to the time because of its
small size, and also because of its built-in predistortion to compensate for
human throat characteristics. Jon was also the primary designer of the
BK-11 bi-directional microphone, and the BK-15 miniature unidirectional
ribbon microphone~which never actually went into production but was
demonstrated successfully at an NAB show!. The BK-14 and BK-16 were
essentially also his, since they incorporated the BK-12 elements into a stick
~hand-held! housing.

One of Jon’s responsibilities at RCA was the factory follow for the
manufacturing of earlier microphone products. He assured the quality of the
BK-5’s, 44’s, and 77’s that were still being produced. In later years, Jon
used to fondly recall having performed repair work on Perry Como’s road
microphones. Those BK-10 mikes were actually based on Harry Olson’s
design that used two BK-5’s together in a hypercartioid fashion to accom-
modate Como’s soft voice. Sank made this concept work by painstakingly
hand-tuning the two ribbons to the same frequency. Other famous clients
included President Eisenhower, who required a special customized lectern,
and President Johnson, who did not like multiple mikes showing although
they were necessary for redundancy, so Jon placed two BK-613’s inside of
a BK-I body at the suggestion of RCA’s marketing department. At RCA,
Jon also helped maintain the anechoic, reverberant, and audiometric acous-
tical test facilities, and he developed phono pickups and amplifiers for
broadcast and professional audio applications.

Following his departure from RCA, Jon worked for Control Data Cor-
poration on noise control for tape and card equipment, and on the design of
magnetic heads. He then moved on to establish his own business, Cross
Country Consultants of Haddonfield, New Jersey. There, he primarily
worked in noise abatement, employed as an expert by a wide variety of
clients, including Goodrich, DuPont, M&M Mars, Sun Oil, OSHA, and
various schools and municipalities. Of special interest to Jon was the sound
work he did for radio and television stations, particularly WWDB-FM and
WHYY-TV and FM, as he maintained a fondness for radio throughout his
life. He was also recognized for his work in church sound reinforcement,
with permanent installations at the Bryn Athyn Cathedral and the Haddon-
field United Methodist Church, among others.

Jon’s many hobbies included astronomy and aviation, where~as a
private pilot! he tinkered with direction finding, altitude, and communica-

tions devices. He was also the proud owner of a vintage Plymouth Valiant,
which he enjoyed maintaining. He designed and built the Greenmount The-
ater in the basement of his home, and would entertain friends with a
monthly selection of classic movie presentations. There, during intermis-
sions, many of the attendees would peruse his collection of RCA and other
audio and early TV paraphernalia.

Through the years, many individuals and organizations relied on Jon’s
advice and knowledge. He was always happy to hear about an audio or
acoustics-related question and no one was ever left empty-handed, he either
had the answer, could point you to a reference on the subject, or would
generously loan you a piece of equipment to use. John Wiggins, of Com-
munity Light & Sound, recalled how their early outdoor loudspeaker propa-
gation measurement system had been calibrated by Jon using his own Na-
tional Bureau of Standards Western Electric 640AA microphone and
spherical sound source. In Jon’s usual meticulous fashion, he thus assured
the accuracy of Community’s results. Jim Kogen remembered meeting Jon
around 1964 when Shure & RCA worked together on a tone arm and some
cartridges. He notes: ‘‘Jon was an excellent engineer. I consulted with him
many times. I always received an honest answer, even if it was one I didn’t
want to hear. He evaluated many of our company’s products. If he said there
was a problem, I knew we had a problem. If he said it was OK, I knew we
had a winner. He never modified his view because we were ‘‘old friends.’’
As a friend, colleague, and resource to the audio and acoustics community,
Jon Sank will be greatly missed.

Jon is survived by his wife, Sandra, his children, Sharon, Jon Paul,
Stephen, and Jeffrey, and five grandchildren. Contributions can be made in
his memory to the United Methodist Church of Haddonfield, NJ, for the Jon
Sank Sound and Light Memorial Fund.

REBECCA MERCURI

Robin M. Towne • 1919–1998

Robin Max Towne, better known as ‘‘Buzz’’ to his many friends and
colleagues, died of a stroke on 1 August 1998. Born in Seattle, Washington,
Buzz attended public schools in Seattle and graduated from the University
of Washington in 1941 with a Bachelor of Science degree in Chemistry.
After a tour of duty in the Army during World War II as a commissioned
officer, he returned to the University and earned a degree in Mechanical
Engineering. He was a registered professional engineer in several states in
the western U.S.

From 1947 to 1959 Buzz was a partner in the Mechanical Engineering
firm of Stern & Towne. During this period Buzz became interested in solv-
ing noise and vibration problems in mechanical systems, an interest that
evolved into the areas of architectural acoustics, sound reinforcement sys-
tems and environmental noise. These interests culminated in the formation
of Robin M. Towne & Associates~later changed to Towne, Richards &
Chaudiere!, the first firm devoted exclusively to acoustical consulting in the
Pacific Northwest. He served as president of the firm until his retirement in
1995.

During his consulting years, Buzz was involved in thousands of
projects, covering all categories of building types and environmental noise
sources. Notable projects demonstrating the diversity of his consulting ef-
forts included research on the effects of freeway noise on hospitals, design
of a permanent noise monitoring system for Seattle-Tacoma International
Airport, a study of noise generation from large jet-powered electrical gen-
erator stations, and research on infrasound generation during the volcanic
activity in the Mt. St. Helens area.

For many years Buzz taught acoustics in the College of Architecture at
the University of Washington. He was the second President of the National
Council of Acoustical Consultants during its critical formative years, 1963–
64. Following his retirement, he organized a national effort to improve the
acoustics of primary and secondary school classrooms, with particular em-
phasis on the special needs of students with hearing impairments and other
learning disabilities.
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Buzz’s strong work ethic and commitment to engineering excellence
made him a highly respected member of both the architectural design com-
munity, and the fraternity of his colleagues in the acoustical consulting
profession. All who knew Buzz will remember him as a dedicated engineer
and teacher, whose enthusiasm for acoustics affected all those fortunate

enough to have been associated with him. The profession of acoustical con-
sulting in the Pacific Northwest would never have achieved the stature that
exists today without Buzz’s efforts. We will miss him.

ROY RICHARDS
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decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
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Reviewers for this issue:

DAVID A. PREVES, Micro-Tech, 3500 Holly Lane N., Plymouth, Minnesota 55447
D. LLOYD RICE, 11222 Flatiron Drive, Lafayette, Colorado 80026
KEVIN P. SHEPHERD, M.S. 463, NASA Langley Research Center, Hampton, Virginia 23681
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5,758,486

43.28.Dm METHOD AND APPARATUS FOR
KEEPING CLEAN AND/OR CLEANING A GAS
TURBINE USING EXTERNALLY GENERATED
SOUND

Mircea Fetescu, assignor to Asea Brown Bovari AG
2 June 1988„Class 60/39.02…; filed in Germany 9 December 1993

In a method for keeping clean and/or cleaning, during operation, the
inner surfaces affected by deposits of a gas turbine including a turbine part
2 and an upstream compressor part3, the ‘‘fouling’’ is effectively prevented

without disturbing the operating procedure by subjecting the inside of the
gas turbine1 to sound waves, at least at times, in particular from sound
transmitters (8a,...,13b) arranged on the gas turbine1.—DWM

5,785,012

43.28.Py ACOUSTICALLY ENHANCED
COMBUSTION METHOD AND APPARATUS

Jim Parsons et al., assignors to BHA Group Holdings,
Incorporated

28 July 1998„Class 122/235.11…; filed 15 December 1992

Combustion chamber12 has an acoustic energy generator34 posi-

tioned to transmit acoustic energy to excite particulate and gases flowing
therein to increase the combustion efficiency.—DWM

5,794,163

43.38.Si HEADSET FOR HANDS-FREE WIRELESS
TELEPHONE

Graeme S. Patersonet al., assignors to SpectraLink Corporation
11 August 1998„Class 455/568…; filed 27 July 1993

The patent addresses a number of problems relating to the use of a
detachable, wireless headset which may be used in place of the normal
cradle-type handset with a wireless telephone. A major concern is the use in
such telephones of time-division rf switching, which causes an audible dis-
tortion in a wireless headset. A special noise reduction processor addresses
this concern. Another such issue is solved by the ability of the base phone to
detect when the headset is attached, allowing it to automatically adjust op-
erating parameters such as ring volume.—DLR
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5,765,322

43.40.Ph SEISMIC ISOLATION APPARATUS

Takaharu Kubo et al., assignors to Bridgestone Corporation
16 June 1998„Class 52/167.7…; filed in Japan 29 September 1995

This seismic isolation device is multilayered, ‘‘comprising a plurality
of hard plates having rigidity and a plurality of soft plates having viscoelas-
tic property which are arranged to form alternating layers between an upper
flange and a lower flange.’’ A massive structure such as a single family
house is mounted on several of these devices, and is intended to have a
seismic resonance frequency in the horizontal direction in the range of
0.8–2 Hz. It is intended to prevent seismic disturbance to the structure and
to isolate the building from traffic vibration and shaking by the wind.—
DWM

5,781,373

43.50.Gf ACOUSTIC NOISE REDUCTION SYSTEM
FOR A DISK DRIVE

Nils Eric Larson and Ajit Fathailal Sancheti, assignors to Western
Digital Corporation

14 July 1998„Class 360/97.02…; filed 14 March 1997

A computer disk drive usually includes a housing formed by fitting a
cover to a base, thus creating a sealed chamber. This patent describes an
arrangement in which a layer of viscoelastic material and a soft metal layer
~aluminum foil! in the cover are used to damp vibration and hence reduce
acoustic radiation.—KPS

5,782,082

43.50.Gf AIRCRAFT ENGINE ACOUSTIC LINER

William H. Hogeboom and Gerald W. Bielak, assignors to The
Boeing Company

21 July 1998„Class 60/226.1…; filed 13 June 1996

An arrangement for acoustical liners within a turbofan aircraft engine
is described. The lining consists of two types, both made of honeycomb core
material sandwiched between a perforated face sheet and a solid backing
surface. Alternating rings or annuluses of absorptive liner51 and low resis-
tance liner53 are distributed in the engine exhaust duct. The low resistance

liner, having a low absorption coefficient~less than 0.5! and high ‘‘percent
open area’’ face sheet, serves to scatter low-mode order noise into high-
mode order noise which is subsequently absorbed by the absorptive liner.
Geometrical arrangements and fabrication methods are described which en-
able the depth of the liner to be varied using a buried septum layer.—KPS

5,783,780

43.50.Gf SOUND ABSORPTION STRUCTURE

Kyoichi Watanabe and Kouichi Nemoto, assignors to Nissan
Motor Company

21 July 1998„Class 181/229…; filed in Japan 27 November 1995

A muffler for the air intake of an internal combustion engine is de-
scribed which attenuates sound over a wide frequency range. Duct3 is of
larger diameter than inlet1 and serves as a cavity-type silencer to attenuate
low-frequency sound. Sound absorption material4 absorbs the medium and

high-frequency noise. The Helmholtz resonator2 is tuned to absorb the
sound that is amplified by the cavity silencer3. More than 40 geometrical
variations are described, including acoustical performance of each for low,
medium, and high frequencies.—KPS

5,783,782

43.50.Gf MULTI-CHAMBER MUFFLER WITH
SELECTIVE SOUND ABSORBENT MATERIAL
PLACEMENT

Dale E. Sterrett et al., assignors to Tenneco Automotive
Incorporated

21 July 1998„Class 181/272…; filed 29 October 1996

A muffler for the exhaust of an internal combustion engine is de-
scribed which consists of an inlet32 connected to an expansion chamber20.
A pipe 40 and chamber24 form a Helmholtz resonator. A second Helmholtz
resonator is formed by the cavity18 and the passageway38. These resona-

tors serve to attenuate the low-frequency sound. Exhaust gases flow though
the perforated pipe46 surrounded by sound absorbing material64, which
serves to attenuate high-frequency sound. Guidance is provided on effective
sizes for the various chambers and construction techniques.—KPS

5,788,594

43.50.Gf LOW NOISE BELT FOR CONTINUOUSLY
VARIABLE TRANSMISSION

Chung Seob Lee, assignor to Hyundai Motor Company
4 August 1998„Class 474/244…; filed in Korea 26 December 1996

This patent relates to continuously variable automatic transmissions
which consist of two pulleys, one attached to an input shaft and the other
attached to an output shaft, and connected by steel belts. A belt design is
described which increases surface area for frictional contact, thus increasing
the transmission of torque and reducing generated noise.—KPS
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5,791,141

43.50.Gf METHOD AND APPARATUS FOR
REDUCTION OF FLUID BORNE NOISE IN
HYDRAULIC SYSTEMS

Edward H. Phillips, assignor to Techno Corporation
11 August 1998„Class 60/327…; filed 18 June 1996

This patent addresses fluid borne noise found in automobile power
steering systems. The hose assembly10 consists of three volumetrically
compliant components12, 14, and16, and two inductive flow components

18 and20, thus forming a low-pass filter for the pressure fluctuations ema-
nating from the hydraulic pump. Equivalent electrical circuit theory is used
to illustrate the performance of the arrangement.—KPS

5,804,777

43.50.Gf SUCTION NOISE MUFFLER FOR
HERMETIC COMPRESSOR

Tae Min Kim and Sang Min Lee, assignors to LG Electronics,
Incorporated

8 September 1998„Class 181/229…; filed in Korea 2 November 1995

A suction noise muffler for a hermetic compressor is described which
consists of an inlet76connected to multiple passageways90, 91, 92, and93.

Refrigerant gas exits through94. Methods for design and construction of the
upper and lower casings are given, as are several geometrical variations.—
KPS

5,779,150

43.50.Lj AIRCRAFT ENGINE EJECTOR NOZZLE

Gary L. Lidstone et al., assignors to The Boeing Company
14 July 1998„Class 239/265.13…; filed 1 October 1996

An exhaust nozzle for a turbofan or turbojet aircraft engine is de-
scribed in which the exhaust duct shape may be altered through geometrical
changes. When noise suppression is required, such as at take-off, the con-

figuration consists of a plug assembly forming an ejector for entraining
ambient air into the nozzle for reduced noise. During cruise conditions the
plug is cleverly reconfigured to form a convergent/divergent nozzle for en-
gine propulsion efficiency.—KPS

5,791,138

43.50.Lj TURBOFAN ENGINE WITH REDUCED
NOISE

Robert W. Lillibridge et al., assignors to Burbank Aeronautical
Corporation

11 August 1998„Class 60/262…; filed 11 January 1996

This hush kit for the Pratt and Whitney family of JT3D engines com-
monly found on Boeing 707 and Douglas DC8 aircraft is aimed at reducing
noise while maintaining engine thrust levels. A common exit nozzle com-
bines the fan by-pass air with the engine exhaust, and also includes a multi-
lobed mixer. Various modifications to the engine inlet region are described
which include an acoustically treated inlet center body, reduced clearance
between the fan blades and the inlet duct, separation of the fan blade rows
and the inlet guide vanes, and the application of acoustical treatment to the
duct wall.—KPS

5,800,336

43.66.Ts ADVANCED DESIGNS OF FLOATING
MASS TRANSDUCERS

Geoffrey Ball et al., assignors to Symphonix Devices, Incorporated
1 September 1998„Class 600/25…; filed 3 January 1996

The patent describes magnetic and piezoelectric transducers whose
vibrations are ultimately conducted to the inner ear. In response to a signal
representing sound waves, the vibrations produced by the floating mass
relative to a counterblock inside the transducer are transmitted via a me-

chanical connection to the transducer housing. The transducers may be at-
tached to an ossicle in the middle ear or mounted externally on the wearer’s
skull or teeth.—DAP
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5,800,475

43.66.Ts HEARING AID INCLUDING COCHLEAR
IMPLANT

Fardeau Michel Gustave Jules, assignor to Bertin & Cie
1 September 1998„Class 607/57…; filed 29 May 1996

A microphone transduces the acoustical energy in incoming sounds
into an electrical output that is split up into several frequency bands. The
time distribution of the instantaneous energy in each band is determined
with wavelet analysis. After further customized processing, the resulting
output is sent via inductive coupling in cyclical order to an implanted multi-
electrode array.—DAP

5,802,183

43.66.Ts BTE ASSISTIVE LISTENING RECEIVER
WITH INTERCHANGEABLE CRYSTALS

Tom Scheller et al., assignors to Telex Communications,
Incorporated

1 September 1998„Class 381/69…; filed 6 December 1995

An rf-based assistive listening device is housed in a behind-the-ear
hearing aid case with transducers, amplification stages and controls typically
utilized in hearing aids. The rf signal is mixed with the acoustic signal

sensed by the hearing aid microphone in a ratio determined by the amount of
noise in the listening environment. Crystals may be easily removed by the
wearer and others inserted to alter the carrier frequency of the receiver.—
DAP

5,812,680

43.66.Ts HEARING AID APPARATUS

Douglas Glendon, North Reading, MA
22 September 1998„Class 381/69…; filed 8 July 1996

Details are given for an earring-style air conduction hearing aid in
which the ear canal remains substantially unoccluded. The microphone, am-
plifier and receiver are packaged in a housing that is attached to the earlobe,
and amplified sound is conducted to the ear canal via a detachable tubing
that terminates in a partial earmold. Acoustic feedback problems are said to
be avoided by the relatively large distance between microphone and sound
outlet in the ear canal.—DAP

5,811,681

43.66.Yw MULTIMEDIA FEATURE FOR
DIAGNOSTIC INSTRUMENTATION

Leroy Brown and Jack Foreman, assignors to Finnigan
Corporation

22 September 1998„Class 73/585…; filed 29 April 1996

This patent describes a digitally based automatic audiometer in which
the device automatically switches the output between test tones and sounds
signaling the beginning or end of a test or a test error. The device is distin-
guished from a conventional audiometer by inclusion of a multi-media com-
puter for generating audio messages and visual images.—DAP

5,794,203

43.70.Dn BIOFEEDBACK SYSTEM FOR SPEECH
DISORDERS

Thomas David Kehoe, Monte Sereno, CA
11 August 1998„Class 704/271…; filed 22 March 1994

Several forms of feedback of altered speech have been shown to help
a disfluent speaker to overcome the disability. This is particularly true in the
case of stuttering, where delayed feedback, pitch alteration, and other modi-
fications have been shown to help. This patented therapeutic biometric sys-
tem monitors and detects the onset of a speech disorder such as stuttering.
The patient’s speech is then altered~for example! by pitch lowering and
played back on earphones. Lasting effects are predicted even though the
introduction indicates that this is unlikely in most cases.—DLR

5,757,939

43.72.Ew METHOD FOR DEMONSTRATING SOUND
QUALITY DIFFERENCES BETWEEN AUDIO
SAMPLES

Lee Begejaet al., assignors to Lucent Technologies, Incorporated
26 May 1998„Class 381/98…; filed 22 December 1994

This method arises from the need to show a distinct difference be-
tween a ‘‘good’’ sound and a degraded sound in a broadcast such as a
television sound track. An obvious way to degrade a sound was by reducing
the loudness, but the broadcast system dynamic range compression nullified

the difference. The problem was solved by notch filtering at selected mid-
range frequencies to make a ‘‘bad’’ signal which remained bad as
broadcast.—DLR
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5,787,389

43.72.Gy SPEECH ENCODER WITH FEATURES
EXTRACTED FROM CURRENT AND
PREVIOUS FRAMES

Shin-Ichi Taumi and Kazunori Ozawa, assignors to NEC
Corporation

28 July 1998„Class 704/219…; filed in Japan 17 January 1995

It is desirable to reduce the signal delay imposed by a speech coding
system. However, as the analysis frame duration is shortened, short-term
variations in speech characteristics interfere with the coding accuracy. This
vocoder uses a relatively short frame time of 5 ms. Each frame is perceptu-
ally weighted and a set of features is extracted. Past frames are then used to
smooth the feature patterns before coding parameters such as frame voicing
are extracted.—DLR

5,787,392

43.72.Gy SPEECH SIGNAL PROCESSING CIRCUIT
AND METHOD FOR DECODING A CODED
SPEECH SIGNAL BY CONTROLLING OPERATION
OF A BAND SYNTHESIS FILTER

Hideto Takano and Yoshitaka Shibuya, assignors to NEC
Corporation

28 July 1998„Class 704/230…; filed in Japan 30 March 1995

Digital television and its related audio signals are compressed by the
relatively complex MPEG system. This MPEG speech decoder achieves a
reduction in the processing delay time affecting the speech output, allowing
a processed audio track to be synchronized to a video track in real time. The
method of speed-up involves a change in the handling of samples being
buffered between the inverse quantization and quadrature conversion
stages.—DLR

5,797,119

43.72.Gy COMB FILTER SPEECH CODING WITH
PRESELECTED EXCITATION CODE VECTORS

Kazunori Ozawa, assignor to NEC Corporation
18 August 1998„Class 704/223…; filed in Japan 29 July 1993

The patent describes a method for improving the quality of a code-
excited~CELP! vocoder by using a comb filter to ‘‘precondition’’ the exci-
tation waveforms based on the pitch interval. The improvement is most
noticeable for female speech, for which the shorter period begins to interfere
with the spectral shape. A first order comb filter uses a short codebook
excitation pattern and repeats that pattern with reduced gain at the pitch
interval, producing good quality excitation with a considerably smaller
codebook.—DLR

5,797,121

43.72.Gy METHOD AND APPARATUS FOR
IMPLEMENTING VECTOR QUANTIZATION OF
SPEECH PARAMETERS

Bruce Alan Fette and Shirley Hsiao-Mei Lee, assignors to
Motorola, Incorporated

18 August 1998„Class 704/230…; filed 26 December 1995

The vocoder described here uses vector quantization of the spectral
vector rather than the more commonly applied VQ of the excitation. The
coefficients of the initially extracted spectral vector are scalar quantized
according to the statistics of the codebook contents. This scalar quantization
thus provides a set of index values used by specialized hardware to search
the spectral codebook.—DLR

5,787,398

43.72.Ja APPARATUS FOR SYNTHESIZING
SPEECH BY VARYING PITCH

Andrew Lowry, assignor to British Telecommunications PLC
28 July 1998„Class 704/268…; filed in European Patent Office 18

March 1994

The patent describes a method of varying the pitch in a text-to-speech
synthesizer. An excitation component extracted from spoken voiced sounds
is modified using an arrangement of multiple, narrow windows. The result-

ing windowed excitation fragments are moved forward or backward in time,
then again added to produce a new synthetic excitation with a modified
pitch.—DLR

5,787,394

43.72.Ne STATE-DEPENDENT SPEAKER
CLUSTERING FOR SPEAKER ADAPTATION

Lalit Rai Bahl et al., assignors to International Business Machines
Corporation

28 July 1998„Class 704/238…; filed 13 December 1995

The patent describes a method by which a speaker-independent speech
recognizer adapts during usage to a particular speaker’s voice characteris-
tics. During training by multiple speakers, separate records are maintained
of each speaker’s patterns in the acoustic–phonetic classification space.
When a new person uses the system, that speaker’s patterns are ranked by
scores with the training patterns in each subspace, forming a new acoustic
model for that speaker.—DLR

5,787,395

43.72.Ne WORD AND PATTERN RECOGNITION
THROUGH OVERLAPPING HIERARCHICAL TREE
DEFINED BY RELATIONAL FEATURES

Katsuki Minamino, assignor to Sony Corporation
28 July 1998„Class 704/255…; filed in Japan 19 July 1995

A strategy is described for speeding up the computation of word
matching in a speech recognizer. Said to be applicable to a phonetic seg-
mentation type of recognizer, the method is more easily understood with
respect to an isolated word recognizer. Preliminary scores are computed by
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matching a new input item against each of a small set of standard reference
items. The resulting scores are used to bound the space searched during a
full word match.—DLR

5,787,396

43.72.Ne SPEECH RECOGNITION METHOD

Yasuhiro Komori et al., assignors to Canon Kabushiki Kaisha
28 July 1998„Class 704/256…; filed in Japan 7 October 1994

Improved speech recognition decoding with hidden Markov models
~HMMs! is possible by using mixtures of multiple probability density func-
tions. However, this results in large increases in decoding time. This pat-

ented method begins with single-density HMMs, then uses the resulting
recognition scores to limit the search using HMMs with multiple density
functions.—DLR

5,794,190

43.72.Ne SPEECH PATTERN RECOGNITION USING
PATTERN RECOGNIZERS AND CLASSIFIERS

Robert Linggard et al., assignors to British Telecommunications
Public Limited Company

11 August 1998„Class 704/232…; filed in the United Kingdom 26
April 1990

This speech recognition system uses a type of neural network consist-
ing of three layers of weighted summing nodes for word or utterance de-
coding. The input layer is presented with matching scores obtained from a

dynamic time warp acoustic alignment. An advantage is cited in that there is
no step of preselecting only the highest scores, but rather all scores are
considered as valid net inputs.—DLR

5,794,192

43.72.Ne SELF-LEARNING SPEAKER ADAPTATION
BASED ON SPECTRAL BIAS SOURCE
DECOMPOSITION, USING VERY SHORT
CALIBRATION SPEECH

Yunxin Zhao, assignor to Panasonic Technologies, Incorporated
11 August 1998„Class 704/244…; filed 29 April 1993

A method is presented for adapting a speech recognizer to the voice
and speech characteristics of a given speaker. A two-stage strategy involves
adjusting the acoustic features to normalize the spectral bias patterns and
adaptation of the HMM mixture density structures according to observed
phonological conditions in the speech signal.—DLR

5,794,197

43.72.Ne SENONE TREE REPRESENTATION AND
EVALUATION

Finelo A. Alleva et al., assignors to Microsoft Corporation
11 August 1998„Class 704/255…; filed 21 January 1994

This speech recognizer is said to offer improved performance by the
use of a tree representing triphone combinations of phonetic segments clas-
sified from the input feature vectors. The tree is built up using information
on neighboring segments such that, if a particular triphone is not present in
the training data, a close approximation is nevertheless available by travers-
ing the tree. The tree outputs are recognized by a typical HMM decoder.—
DLR

5,794,198

43.72.Ne PATTERN RECOGNITION METHOD

Satoshi Takahashi and Shigeki Sagayama, assignors to Nippon
Telegraph and Telephone Corporation

11 August 1998„Class 704/256…; filed in Japan 28 October 1994

This novel method of representing the state probability distributions in
a hidden Markov model speech recognizer reduces the number of distribu-
tions needed without degrading recognition performance. The method con-
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sists of tying the distributions on many levels, including individual feature
values, feature vector sets, and mixture density models. The tying saves
memory space by not storing all of the distributions and saves computation
because a tied state, once computed for a given input, need not be recom-
puted whenever its tied pair occurs.—DLR

5,797,116

43.72.Ne METHOD AND APPARATUS FOR
RECOGNIZING PREVIOUSLY UNRECOGNIZED
SPEECH BY REQUESTING A PREDICTED-
CATEGORY-RELATED DOMAIN-DICTIONARY-
LINKING WORD

Masayuki Yamada et al., assignors to Canon Kabushiki Kaisha
18 August 1998„Class 704/10…; filed in Japan 16 June 1993

Perhaps representing an interesting step toward general free-form
speech recognition, this system gleans information from any recognized
words or phrases surrounding an unrecognized item. Additional information

gathered from the context is used to select one or more additional dictionar-
ies. The previously unknown fragment is then re-evaluated using another
dictionary until a satisfactory match is obtained.—DLR

5,797,123

43.72.Ne METHOD OF KEY-PHASE DETECTION
AND VERIFICATION FOR FLEXIBLE
SPEECH UNDERSTANDING

Wu Chou et al., assignors to Lucent Technologies, Incorporated
18 August 1998„Class 704/256…; filed 1 October 1996

The hyphenated word in the title of this patent should read ‘‘key-
phrase.’’ Akin to a key-word recognizer, the patented system finds specific
target phrases embedded within unrecognized speech. In a first pass, phrases
are detected by matching against a set of active subgrammars. Initially

promising phrases are comfirmed by a second decoding pass. The various
recognized phrases are then combined using task-specific semantic con-
straints into complete, meaningful utterances.—DLR

5,780,759

43.75.Bc METHOD FOR PITCH RECOGNITION, IN
PARTICULAR FOR MUSICAL INSTRUMENTS
WHICH ARE EXCITED BY PLUCKING OR STRIKING

Andreas Szalay, assignor to Blue Chip Music GmbH and to
Yamaha Corporation

14 July 1998„Class 84/454…; filed in Germany 12 January 1995

The frequency of a tone produced by a musical instrument has often
been obtained by measuring its counterpart, the period of one complex vi-
bration. When the waveform is highly complex with numerous zero cross-
ings within a single waveform, reliable measurement is difficult because a
choice must be made among the zero crossings for the measurement. In this
patent ‘‘to this end, the magnitude of the gradient of the signal waveform is
in each case determined in the region of its zero crossings, and the magni-
tude of the gradient is used as an assessment criterion for the selection of the
zero crossings to be evaluated.’’—DWM

5,800,356

43.80.Vj ULTRASONIC DIAGNOSTIC IMAGING
SYSTEM WITH DOPPLER ASSISTED TRACKING OF
TISSUE MOTION

Alline Laure Criton and Thanasis Loupas, assignors to Advanced
Technology Laboratories, Incorporated

1 September 1998„Class 600/441…; filed 29 May 1997

A user identified tissue boundary such as a heart wall is traced and
tracked using velocity information derived from the tissue boundary.—
RCW

5,800,357

43.80.Vj ULTRASOUND DOPPLER POWER
IMAGING SYSTEM FOR DISTINGUISHING TISSUE
BLOOD FLOW FROM CHAMBER BLOOD
FLOW

Jerome F. Witt and Patrick G. Rafter, assignors to Hewlett-
Packard Company

1 September 1998„Class 600/455…; filed 24 December 1996

Ultrasonic echos are processed by two filters. One filter passes echo
signals that represent a velocity higher than those in the cardiac wall while
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another filter partially inhibits echo signals from low-velocity structures.
The filter outputs are used to show echo signals that exceed a threshold.—
RCW

5,800,358

43.80.Vj UNDERSAMPLED OMNIDIRECTIONAL
ULTRASONIC FLOW DETECTOR

Peter G. Webb and Hewlett E. Melton, Jr., assignors Hewlett-
Packard Company

1 September 1998„Class 600/454…; filed 31 March 1997

The time between any two pulses in this system is greater than the
largest dimension of the range cell divided by the slowest velocity of motion
in that range cell. A temporal variation between the envelopes of the pulses
is then determined to detect motion in the range cell. Application of this
process throughout a field of view can produce images that depict regions of
motion.—RCW

5,811,658

43.80.Vj ULTRASONIC DIVERSION OF MICROAIR
IN BLOOD

Michael R. Van Driel et al., assignors to Medtronic, Incorporated
22 September 1998„Class 73/19.02…; filed 29 April 1997

Microbubbles of air in a blood stream are diverted into a chamber by
ultrasonic energy. The diverted bubbles are then collected in a blood filled,

stasis column in which they can be counted. Bubbles of different sizes can
be separated by use of multiple stasis columns.—RCW
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In August of 1995 I left the sunshine of Austin, Texas
and was enveloped by the gray of Seattle. As the eighteenth
F. V. Hunt Postdoctoral Fellow I went to work with Profes-
sor Lawrence Crum at Applied Physics Laboratory~APL! at
The University of Washington. My task was to carry out
research in extracorporeal shock wave lithotripsy~ESWL!—
the medical procedure whereby shock waves are used to
break up kidney stones. This is a fascinating topic because,
despite the fact that lithotripsy has been successfully used in
the hospitals for more than 15 years, the mechanisms which
lead to stone destruction and collateral tissue damage are not
understood. Crum’s group at APL are involved in a collabo-
rative lithotripsy project with Indiana University Medical
School and CalTech and in addition have research ties with
the Nonlinear Acoustics Group at Moscow State University
~MSU! headed by Oleg Rudenko.

The original goal of my fellowship was to model the
propagation of lithotripsy shock waves through tissue. In the
process of modeling a clinical lithotripter we discovered
some interesting nonlinear effects in the propagation in water
that had not been discussed before. I also collaborated with
researchers from MSU on the propagation of shock waves in
relaxing fluids. The numerical work resulted in a manuscript
and two presentations.1–3

As my tenure progressed I became more involved in
experiments. The biologists in Indianapolis investigate the
effects of shock waves onin vitro cells. The cells are typi-
cally placed in a plastic vial before treatment and the effect
of the vial on shock waves was not known. We carried out
experiments in vials and found that the round ends associated
with certain vials led to refraction of the shock waves. The
results led to a publication and two presentations.4–6

At this point my focus turned once again to the pressure
wave inside the body. Some miniature PVDF membrane hy-
drophones~about the size of a quarter! were constructed to
measure shock waves. In collaboration with the group at In-

dianapolis, the hydrophones were surgically implanted inside
a pig and shock waves were measured around the kidney.
The results showed that the shape of thein vivo shock wave
was similar in nature to that measured in water; however the
amplitude was reduced by about 30% and the rise time of the
shock wave increased to 100 ns. The results were in fair
agreement with the calculations that had been performed.
The work was reported in a publication and at two
conferences.7–9

Meanwhile back in Seattle I installed a research litho-
tripter in APL with characteristics similar to that of the clini-
cal machine in Indianapolis. Larry Crum’s enthusiasm for
cavitation is infectious and towards the end of my Hunt year
the research progressed in that direction. Visits by Oleg Sa-
pozhnikov from MSU led to the development of a cavitation
detection new tool for lithotripsy.10

During my tenure as Hunt Fellow I was appointed to the
Technical committees of Biomedical Ultrasound/
Bioresponse to Vibration~formerly Bioresponse to Vibra-
tion! and Physical Acoustics. Following my Hunt year I was
appointed as a full-time researcher at APL and continued
work in lithotripsy with a growing emphasis on cavitation.
Eventually, two fruitful years of research, and many splendid
weekends spent in the mountains, were brought to an end in
the autumn of 1997 when I became a member of the faculty
of the Department of Aerospace and Mechanical Engineering
at Boston University.

1M. A. Averkiou and R. O. Cleveland, ‘‘Time domain numerical modeling
of an electrohydraulic lithotripter,’’ submitted to J. Acoust. Soc. Am.

2M. A. Averkiou, R. O. Cleveland, and R. A. Roy, ‘‘The small-amplitude,
continuous wave reflected field produced by a spherical source placed at
the focus of an ellipsoidal reflector,’’ J. Acoust. Soc. Am.100, 2748~A!
~1996!.

3O. A. Sapozhnikov, V. G. Andreev, V. A. Khokhlova, Y. A.
Pischal’nikov, and R. O. Cleveland, ‘‘Propagation of intense acoustic
pulses with shocks in relaxing fluids,’’ J. Acoust. Soc. Am.100, 2591~A!
~1996!.

4R. O. Cleveland, J. A. McAteer, S. P. Andreoli, and L. A. Crum, ‘‘Effect
of polypropylene vials on shock waves,’’ Ultrasound Med. Biol.23, 939–
952 ~1997!.

5R. O. Cleveland, M. A. Averkiou, L. A. Crum, and J. A. McAteer, ‘‘Mea-
surements of the effect of polypropylene vials on ultrasound propaga-
tion,’’ J. Acoust. Soc. Am.99, 2478~A! ~1996!.

6J. A. McAteer, S. P. Andreoli, A. P. Evan, D. D. Denman, C. Mallett, R.
O. Cleveland, M. A. Averkiou, L. A. Crum, J. E. Lingeman, and D.
Lifshitz, ‘‘Shock wave lithotripsy: A demonstration of experimental meth-
ods for in vitro shock wave exposure and analysis of cell injury,’’ J.
Acoust. Soc. Am.99, 2527~A! ~1996!.
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and L. A. Crum, ‘‘In vivo pressure measurement of lithotripsy shock
waves,’’ Ultrasound Med. Biol.24, 293–306~1998!.

8R. O. Cleveland, L. A. Crum, D. A. Lifshitz, B. A. Connors, and A. P.
Evan, ‘‘In vivo measurements of lithotripsy shock waves in pigs,’’ J.
Acoust. Soc. Am.100, 2617~A! ~1996!.

9A. P. Evan, D. A. Lifshitz, B. A. Connors, L. R. Willis, J. E. Lingeman, R.

O. Cleveland, and L. A. Crum, ‘‘In vivo measurements of lithotripsy
shock waves in pigs,’’ in 14th World Congress of Endourology and SWL,
Melbourne, Victoria, Australia~1996!.

10R. O. Cleveland and O. A. Sapozhnikov, ‘‘Localized detection of cavita-
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Acoustics of children’s speech: Developmental changes
of temporal and spectral parametersa)

Sungbok Lee,b) Alexandros Potamianos, and Shrikanth Narayanan
AT&T Labs–Research, 180 Park Avenue, Florham Park, New Jersey 07932-0971

~Received 11 December 1997; revised 30 September 1998; accepted 3 November 1998!

Changes in magnitude and variability of duration, fundamental frequency, formant frequencies, and
spectral envelope of children’s speech are investigated as a function of age and gender using data
obtained from 436 children, ages 5 to 17 years, and 56 adults. The results confirm that the reduction
in magnitude and within-subject variability of both temporal and spectral acoustic parameters with
age is a major trend associated with speech development in normal children. Between ages 9 and 12,
both magnitude and variability of segmental durations decrease significantly and rapidly,
converging to adult levels around age 12. Within-subject fundamental frequency and
formant-frequency variability, however, may reach adult range about 2 or 3 years later.
Differentiation of male and female fundamental frequency and formant frequency patterns begins at
around age 11, becoming fully established around age 15. During that time period, changes in vowel
formant frequencies of male speakers is approximately linear with age, while such a linear trend is
less obvious for female speakers. These results support the hypothesis of uniform axial growth of
the vocal tract for male speakers. The study also shows evidence for an apparentovershootin
acoustic parameter values, somewhere between ages 13 and 15, before converging to the canonical
levels for adults. For instance, teenagers around age 14 differ from adults in that, on average, they
show shorter segmental durations and exhibit less within-subject variability in durations,
fundamental frequency, and spectral envelope measures. ©1999 Acoustical Society of America.
@S0001-4966~99!03202-6#

PACS numbers: 43.10.Ln, 43.70.Ep@AL #

INTRODUCTION

In speech-development research, it is important to know
how acoustic parameters of speech such as fundamental fre-
quency, formant frequencies, and segmental durations vary
as a function of age and gender, and at what age the magni-
tude and variability of acoustic parameters begin to exhibit
adult-like patterns. When properly interpreted, such chrono-
logical knowledge of speech acoustics could provide insights
into the underlying development of speech organs and
speech-motor control in children, and help in creating an
accurate developmental model of the vocal tract~cf. Gold-
stein, 1980!. Previous studies have shown that children’s
speech, compared to adults’ speech, exhibits higher pitch and
formant frequencies, longer segmental durations, and greater
temporal and spectral variability~Eguchi and Hirsh, 1969;
Kent, 1976; Kent and Forner, 1980; Smith, 1978, 1992;
Smith et al., 1995; Hillenbrandet al., 1995!. However, due
to inadequate data in terms of either the total number of
subjects or the age range of the subjects, these studies pro-
vide only limited information on the acoustic patterns of
speech from early childhood through adulthood. A more
chronologically detailed acoustic database obtained from a
larger number of subjects with a wider age range is needed in
order to better understand developmental acoustic patterns in

children’s speech and their relation to the underlying ana-
tomical and neuromuscular development. This study repre-
sents an effort in that direction.

The study is also motivated by speech applications such
as automatic speech/speaker recognition and speech synthe-
sis. In recent years, the problem of automatic recognition of
children’s speech has gained attention~Palethorpeet al.,
1996; Potamianoset al., 1997!. Potamianoset al. ~1997!
have shown that the performance of a hidden Markov model
~HMM ! speech-recognition system trained on adults’ speech
degrades substantially when tested on the speech of children
age 12 and younger. In addition to the acoustic differences
between children’s and adults’ speech, the acoustic variabil-
ity inherent in children’s speech contributes to the degrada-
tion in recognition performance as demonstrated by the re-
sults of Palethorpe et al. ~1996!: Performance in
classification of vowels produced by children of 5 years of
age is much worse than for that of adults~60%–65% vowel-
classification accuracy for children versus over 90% for
adults!. Chronologically detailed acoustic data obtained from
a large number of speakers can be helpful in devising strat-
egies for dealing with the acoustic mismatch between differ-
ent age groups.

This paper reports on a set of temporal and acoustic
parameters measured from a speech database recently col-
lected from 436 subjects ages 5 through 18 and from 56
adults~Miller et al., 1996!. For vowels, magnitude and vari-
ability of durations, fundamental frequency (F0), and the
first three formant frequencies (F1 –F3) as well as spectral-
envelope variability are measured and analyzed as a function
of age and gender. Duration magnitude and variability are

a!‘‘Selected research articles’’ are ones chosen occasionally by the Editor-
in-Chief that are judged~a! to have a subject of wide acoustical interest,
and ~b! to be written for understanding by broad acoustical readership.

b!Present address: Lucent Technologies–Bell Labs, 700 Mountain Avenue,
Murray Hill, NJ 07974.
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also measured for the fricative /s/ as well as for the recitation
of sentence-length utterances. Results and findings are pre-
sented with a focus on age- and gender-dependent acoustic
changes occurring during the course of speech development.
The paper is organized as follows: In Sec. I, the database
used in the current study is described. In Sec. II, procedures
used for acoustic measurements and statistical analyses are
described. Results are presented in Sec. III, followed by a
discussion in Sec. IV.

I. SPEECH DATABASE

The database analyzed in this study was collected from
436 children, ages 5 through 18 with a resolution of 1 year of
age, and from 56 adult speakers~ages 25–50!. The data col-
lection was a joint effort of Southwestern Bell Technology
Resources and the Central Institute for the Deaf~CID!, and
was carried out over a period of approximately 6 months.
The recording site was located in the St. Louis Science Cen-
ter ~Missouri!, a popular attraction among children, which
enabled easy recruitment of subjects. The distribution of sub-
jects by age and gender is shown in Table I. Among the 492
subjects, 316 were born and raised in the two Midwestern
states of Missouri and Illinois.

The speech material consisted of ten monophthongal and
five diphthongal vowels in American English and five pho-
netically rich meaningful sentences~the diphthongs are not
analyzed in this paper!. Target words for the ten monoph-
thongs analyzed in this study werebead~/IY/ !, bit ~/IH/!, bet
~/EH/!, bat ~/AE/!, pot ~/AA/ !, ball ~/AO/!, but ~/AH/!, put
~/UH/!, boot ~/UW/!, andbird ~/ER/!. The target words were
produced in the carrier sentence ‘‘I say uh --- again’’ except
for children of ages 5 and 6, who produced target words in
isolation. A schwa-like sound@uh# was used as an attempt to
make subjects maintain a neutral vocal tract before produc-
ing target words. The five sentences were:~1! ‘‘He has a blue
pen.’’ ~2! ‘‘I am tall.’’ ~3! ‘‘She needs strawberry jam on her
toast.’’ ~4! ‘‘Chuck seems thirsty after the race.’’~5! ‘‘Did
you like the zoo this spring?’’

Recordings were made in a sound-treated booth located
inside a glass-panel enclosure, using a high-fidelity micro-
phone~Bruel & Kjaer model #4179! connected to a real-time
waveform digitizer with 20-kHz sampling rate and 16-bit
resolution. The target utterances were presented on a com-
puter monitortwice in random order. No specific instructions
were given to the subjects regarding the manner of produc-
tion. Prior to the recording session, any target utterances that
the speakers~mostly 5- and 6-year-olds! had difficulty read-
ing were identified and elicited through imitation of a sample
prerecorded by a female speech pathologist.

After the data collection, each waveform file was manu-
ally examined by listening to the recorded speech. Waveform
files that were truncated or of very low recording quality
were marked as ‘‘chopped’’ or ‘‘bad’’ and are excluded from
this study. From the initial 24 630 waveform files, 24 152
files were judged to be good and were included in the data-
base.

II. SPEECH ANALYSIS

A. Preprocessing of the database

In order to process the large number of speech samples,
an automatic procedure was utilized for the necessary
phoneme-level segmentation of each utterance. The AT&T
hidden Markov model recognition engine~Ljolje and Riley,
1991! was used for the purpose. Specifically, a set of hidden
Markov models~HMMs! of phonemes trained from adult
speakers was used to obtain initial phonemic segmentation of
the present children’s database. Next, in order to minimize
the initial phonemic-alignment error due to acoustic differ-
ences between adults’ and children’s speech, the initially
segmented children’s speech was used to retrain the HMMs.
Finally, the database was resegmented using the retrained
HMMs.

For each utterance, the automatic segmentation proce-
dure produced a label file in which the beginning and the end
of each phoneme and pause period were time-marked, ac-
cording to the entry time to the first state and the exit time
from the last state, respectively, of the corresponding HMM
phoneme unit. Time marks have a 10-ms resolution, or un-
certainty, which is half the length of the analysis window.

In order to examine the accuracy of the automatic seg-
mentation procedure, durations of 160 vowel utterances from
16 randomly selected subjects of ages 5, 8, 11, and adults
were manually measured. Mean segmentation difference be-
tween the automatically computed and the manually mea-
sured values was217.5 ms with a standard deviation of 37.0
ms. As indicated by the negative mean difference, vowel
durations were somewhat underestimated by the automatic
segmentation procedure. However, no appreciable age-
dependent trend was found in the mean segmentation differ-
ence across the four age groups investigated. Hence, age-
dependent durationtrends in the postsegmentation data are
preserved even though durationvalues may be somewhat
smaller. It should however be noted that second-order statis-
tics of duration measurements will be noisy~as indicated by
the high variance in the manual versus automatic segmenta-
tion differences! and should be interpreted with caution. Er-
roneous segmentation will have minimal effect on the statis-
tics of F0 and formant frequency values since comparative

TABLE I. Distribution of subjects by age~in years! and gender.

Age 5 6 7 8 9 10 11 12 13 14 15 16 17 18 5–18 25–50

Male 19 11 11 25 23 25 24 22 16 11 11 11 10 10 229 29

Female 13 16 24 11 25 14 19 21 13 10 11 11 9 10 207 27

Total 32 27 35 36 48 39 43 43 29 21 22 22 19 20 436 56
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analyses used global median values for each token, as dis-
cussed in the next section.

B. Duration

Durations of the ten monophthongal vowels, the frica-
tive portion of /s/ in the carrier sentence~‘‘I @s#ay–’’!, and
the five sentences were measured from the corresponding
label files produced by the automatic segmentation proce-
dure. Since each of the sentences was of different length, the
sentence durations were normalized with respect to the cor-
responding mean sentence duration of adult male speakers.

Since the automatic segmentation procedure sometimes
erroneously yielded excessively short or long vowel and /s/
durations, a crude effort was made to minimize the inclusion
of such outliers using duration histograms. First, vowels with
duration less than 80 ms were discarded along with their pair
~i.e., repetitions of the same vowel by the same subject!.
Among the initial 9424 tokens on which durations were suc-
cessfully measured, 4404 vowel pairs~8808 tokens! were
included in the data set. It was noted that correlation of du-
rations between the first and second productions was some-
what weak (r 50.69). Next, when difference in duration be-
tween two repetitions of the same vowel by the same speaker
was greater than 160 ms, that vowel pair was also discarded.
This yielded 3793 vowel pairs~7586 tokens! with substan-
tially enhanced correlation (r 50.83). These 3793 vowels
pairs are analyzed in the current study.1 In the case of /s/,
tokens with duration smaller than 90 ms or larger than 250
ms were discarded. Further, only /s/ tokens collected from
subjects with at least 30 repetitions were included in the
analysis. Out of the initial 16 897 /s/ tokens from 431 sub-
jects, 15 592 tokens from 396 subjects were included in the
final data set.

Duration data were organized by vowel, age, and gender
group and analyzed using theSPSSstatistical software pack-
age. Between- and within-subject variability and group
means were estimated and group mean comparisons were
performed.

C. Fundamental and formant frequencies

The fundamental frequency (F0) and the first three for-
mant frequencies (F1 –F3) of the ten monophthongs were
estimated using the automaticF0 and formant-tracking pro-
gram in theESPSsignal-processing package by Entropic Re-
search Laboratory. The software utilizes a dynamic program-
ming technique to select the best pitch and formant tracks
from raw pitch and formant estimates~Secrest and Dodding-
ton, 1983!. Each speech waveform was downsampled to 12
kHz and processed using a 12-ms Hamming window with
5-ms window update, a first-difference pre-emphasis factor
of 0.94, and a 12th-order linear-prediction analysis. The re-
sulting rawF0 and formant tracks were smoothed using a
3-point median filter. Global median values of the entire
tracks were computed and used as the representativeF0 and
formant frequencies for the tracks.

The performance of the automatic program was evalu-
ated using hand-measured pitch and formant values of 96
randomly selected vocalic segments from 16 subjects ages 5,

8, 11, and adults. The manual estimation was done as fol-
lows: ~1! three 20-ms segments were selected around the
steady-state portion of each vocalic segment,~2! the pitch
and formants of each segment were measured by visual in-
spection of the corresponding discrete Fourier transform
~DFT! spectrum, spectrogram, and the locations of formant
peaks in the linear predictive~LP! spectral envelope, and~3!
the hand-measured values of pitch and formants were aver-
aged over the three subsegments. The manually estimated
F0 and formant frequencies were compared to the automati-
cally computed ones. Mean differences~standard deviation!
between the automatically and manually estimated values in
Hz were 7.6~23.8! for F0, 43.6~87.2! for F1, 92.4~183.8!
for F2, and 193.1~400.7! for F3.

The automatic formant-tracking program yielded reason-
able estimates of the first formant frequency in most cases.
F2 andF3, however, were often inaccurate for vowels pro-
duced by young children due to poor spectral resolution at
high frequencies~partially caused by wider harmonic spac-
ing and breathy voicing!, spurious spectral peaks, and
formant-track merging. In such cases, manual estimation of
formants from the speech spectrogram was also difficult.
Therefore, in order to minimize statistical biases due to er-
roneously estimated formant frequencies, the raw formant
data were refined using the following procedure: the initial
formant data of all subjects were grouped according to
vowel, age, and gender~10 vowels315 age groups32 gen-
ders!. Next, two two-sigma ellipses were computed from
(F1,F2) and (F2,F3) data sets, respectively, and data points
that fell outside the region of either ellipse were removed.
After the removal of the outliers, the mean and standard
deviation were computed and each data file was visually ex-
amined: Whenever one of theF1 –F3 values was subjec-
tively judged to be too low or too high, the corresponding
formant set was discarded. From the initial set of 9424 vowel
tokens, 7631 tokens of the first three formant frequencies
were included in the final data set analyzed in this study.2

Despite our efforts to remove erroneous formant values, it is
possible that the refined formant-data set still includes some
underestimatedF2 and F3 values, especially for children
ages 7 and lower.

Pitch tracking by the automatic program was fairly reli-
able across age and gender except for occasional pitch-
halving. The large s.d.~23.8 Hz! of the mean difference be-
tween the automatically and manually measuredF0 data is
mostly due to such occurrences. Inclusion of such erroneous
F0 data was minimized using the two-sigma ellipse method
described above applied to individualF0 data.

TheF0 and formant data sets were organized by vowel,
age, and gender and analyzed using theSPSSsoftware pack-
age. Group means, between- and within-subject variations
were estimated. For the computation of within-subject varia-
tion of formant frequencies, formant data of only matched
vowel pairs ~3265 pairs! were considered. In addition,
between- and within-subject coefficients of variation~COV!
were computed by taking the ratio of s.d. to the correspond-
ing mean. The COV has been used by Eguchi and Hirsh
~1969! to minimize a possible positive correlation between
magnitude and variability.
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D. Spectral-envelope variability

Spectral distance measures using a set of cepstrum co-
efficients derived from a log-spectral envelope representation
are widely used in automatic speech recognition~Rabiner
and Juang, 1993!. In this paper, two spectral-envelope vari-
ability measures are computed from the cepstrum coeffi-
cients: ~1! spectral distance between two repetitions of the
same target vowel, and~2! spectral distance between the
first- and second-half portions of vocalic segments including
transitional regions from~to! the preceding~following! con-
sonants. The former is compared with the within-subject for-
mant variability in order to test whether the age-dependent
reduction of the formant variability is a general phenomenon
associated with speech development~Eguchi and Hirsh,
1969!. The latter is interpreted as a measure of spectral
movement, or transition, inside a vowel. An implicit assump-
tion is that a greater difference in the underlying articulatory
configuration between two vocalic segments induces a
greater distance between the corresponding spectral enve-
lopes.

The spectral envelope of a given vocalic segment was
computed using a mel-frequency filterbank of 29 frequency
bands spanning 100 to 6000 Hz~Davis and Mermelstein,
1980!. The 12 cepstrum coefficients were computed from the
log-spectral envelope using the inverse cosine transform.
The distance between two speech segments was computed
by first computing the average short-time cepstrum vector
for each of the segments using a 20-ms window, and then
taking the Euclidean distance between the two average cep-
strum vectors. The zeroth-order cepstral coefficient~energy
term! was not considered in the spectral distance computa-
tion since it does not affect the shape of the spectral enve-
lope.

III. RESULTS

A. Phoneme and sentence durations

1. Vowel durations

Since it was found that the effect of gender on vowel
duration is not significant, durations averaged across all vow-
els and subjects in each age group are shown in Fig. 1~a!.
Error bars denote between-subject variations. Effect of age is
significant@F(14,3778)536.2,p,0.005#.

Multiple a priori comparisons~Bonferroni test with sig-
nificance level 0.05! show that the groups of age 5~279 ms!
and age 6~264 ms! exhibit significantly longer averaged
vowel durations than older age groups. This may be partially
due to the difference in the mode of speech elicitation, since
the two age groups produced target words in isolation. The
multiple comparisons also show that the reduction of vowel
duration from age 10~199 ms! to age 12~178 ms! and from
age 11~191 ms! to age 15~168 ms! are significant, while no
significant difference in vowel duration exists among age
groups older than 12. On average, vowel durations reach
minima around age 15. Furthermore, difference in mean du-
ration between age 15 and adults is significant~t52.42,d f
5644, p,0.02). Therefore, it is possible that vowel dura-
tions increase again in the process of converging toward

adult range. As will be shown later, similar trends are also
observable for both /s/ and sentence durations as well as for
some spectral parameters.

In Fig. 1~b!, within- and between-subject variations are
shown as a function of age. The between-subject variation
shown is reduced by a factor of 2.0 in order to facilitate the

FIG. 1. ~a! Averaged-vowel duration across all vowels and subjects in each
age group.~b! Within- and between-subject variations. The between-subject
variation is reduced by a factor of 2.0.~c! Mean duration of individual
vowel averaged across all subjects in each age group is shown for several
age groups.
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comparison of within- and between-subject variability. It is
clear that both within- and between-subject variations de-
crease with age. For the within-subject variation, the effect
of age is significant@F(14,3778)518.5, p,0.001#. The
multiple comparisons indicate that the reduction of within-
subject variation from age 11 to age 13 is significant (p
,0.05), while no significant difference exists among the age
groups of 13 and older. Therefore, both duration and within-
subject variability may reach adult level almost simulta-
neously around age 12. Also note the remarkably similar
behavior of between-subject variability and duration.

Individual vowel durations averaged across subjects in
each age group are shown in Fig. 1~c! for several age groups.
The similar vowel duration patterns between 5-year-olds and
adults suggest that children as young as 5 years old have the
ability to control intrinsic vowel duration. However, 5-year-
olds show a tendency to exaggerate the duration of ‘‘long’’
vowels, e.g., /IY/, /AE/, /AA/, /ER/, when compared to the
other age groups. The fact that children of ages 5 and 6
produced vowels in isolation may be at least partially respon-
sible for this trend.

2. /s/ and sentence production durations

Results of duration and variability measurements are
shown in Fig. 2~a! and~b! for /s/ and in Fig. 2~c! and~d! for

sentence productions as a function of age. Since the effect of
gender is not significant, values averaged across gender are
shown in the figure. However, the effect of age is significant
@F(12,383)54.178, p,0.001 for /s/; F(14,469)523.1, p
,0.001 for sentences#. Note that in Fig. 2~a! and~b! no data
points are shown for ages 5 and 6 since target words were
produced in isolation~no /s/ tokens!.

The multiple comparisons indicate that the duration of
/s/ significantly decreases from age 10~170 ms! to age 12
~147 ms!. On average, the duration of /s/ reaches minima
around age 13 and increases again toward adult levels.
Adults’ mean duration~159 ms! is significantly different
from that of age 13~143 ms! ~t53.02,d f583, p,0.005).

The within- and between-subject variability of /s/@Fig.
2~b!# decrease gradually up to age 13 and then remain more
or less constant. The effect of age on the within-subject
variation is significant@F(12,383)519.3, p,0.001#. Mul-
tiple comparisons indicate that significant reduction of
within-subject variation occurs from age 10~23.6 ms! to age
12 ~18.4 ms! and from age 11~19.6 ms! to age 13~13.7 ms!.
After age 13, no significant change of the within-subject
variation is observed. Therefore, the within-subject variabil-
ity reaches adult level around age 13. Note that the signifi-
cant increase of /s/ duration from age 13~143 ms! to adult

FIG. 2. ~a! Duration of /s/.~b! Within- and between-subject variability of /s/ duration~unfilled circle: within-subject, filled circle: between-subject!. ~c!
Normalized duration of sentence.~d! Variability of sentence duration~unfilled circle: within-subject, filled circle: between-subject!.
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~159 ms! ~t53.01,d f582, p,0.03) is not accompanied by
a similar increase in within-subject variability. In addition,
the sudden and substantial reduction in between-subject vari-
ability from age 11 to age 13 is worth noticing.

It is likely that sentence duration shown in Fig. 2~c! is
mainly determined by the speaking rate, reading ability, and
pause duration. The effect of age on sentence duration is
significant@F(14,481)523.1, p,0.001#. It is observed that
sentence duration decreases almost linearly from age 7 to age
14, where it attains its minimum value. About a 45% reduc-
tion in duration occurs in that time period. The multiple com-
parisons indicate that the reduction of duration from age 10
to age 12 and from age 11 to age 14 are significant. Mean
durations at age 14 and for adults are also significantly dif-
ferent ~t52.17, d f575, p,0.05). Therefore, just as in the
case of vowels and /s/, sentence durations also reach a mini-
mum before converging toward adult levels.

Note that the relatively short average-sentence duration
for 5- and 6-year-old children@Fig. 2~c!# was not due to
measurement errors or the different elicitation method used
for some young children with reading problems~sentence
durations were very similar for both ‘‘repeat after me’’ and
‘‘read’’ elicitation methods!. From listening to the sentence
productions of young children, it was found that disfluencies
~phoneme deletions, mumbling of groups of sounds, mispro-
nunciations! were quite common, and are suspected to be the
main cause for shorter sentence durations, particularly in 5-
and 6-year-olds.

The effect of age on the within-subject variability is sig-
nificant @F(14,477)514.5,p,0.001#. Multiple comparisons
indicate that the reduction of within-subject variations from
age 8 to age 12 is significant, while there is no significant
change after age 12. An unexpected and interesting observa-
tion is the large between-subject variation for subjects older
than age 14.

B. Fundamental frequency

The meanF0 of male and female speakers averaged
across all vowels and subjects in each age group is shown in
Fig. 3~a! as a function of age. Vertical bars denote between-
subject variations. The meanF0 values for male and female
speakers, averaged across all subjects for each vowel and age
group, are provided in Tables II and III. A simple factorial
analysis of variance~ANOVA ! indicates thatF0 differences
between male and female speakers become significant begin-
ning from age 12. For male speakers, multiple comparisons
indicate that the drops inF0 from age 11 to age 13 and from
age 13 to age 15 are significant (p,0.05). About a 78%
drop inF0 occurs between age 12 (F05226 Hz) and age 15
(F05127 Hz) in male speakers, and there is no significant
pitch change after age 15. This suggests that, on average,
pubertal pitch change in male speakers starts between age 12
and 13, and ends around age 15. The relatively large
between-subject variation at ages 13 and 14 also suggests
that the onset time of puberty is different among speakers in
these age groups~cf. Hollien et al., 1994!. For female speak-
ers, multiple comparisons indicate that the pitch drop from
age 7 (F05275 Hz) to age 12 (F05231 Hz) is significant,

and there is no significant pitch change after that age. The
F0 change for female subjects is more gradual compared to
male speakers.

The within-subject variation of pitch is shown in Fig.
3~b! as a function of age and gender. The effect of age is
significant for both genders@F(14,242)511.9,p,0.001 for
male speakers;F(14,217)56.0, p,0.001 for female speak-
ers#. For male speakers, the multiple comparisons indicate

FIG. 3. ~a! Averaged fundamental frequency for male and female speakers.
Vertical bars denote between-subject variations~i.e., group standard devia-
tions!. ~b! Within-subject pitch variation as a function of age and gender.~c!
Mean pitch of individual vowels for male speaker as a function of age.

1460 1460J. Acoust. Soc. Am., Vol. 105, No. 3, March 1999 Lee et al.: Acoustics of children’s speech



TABLE II. Mean and standard deviation~in parentheses! of fundamental frequency and formant-frequency values for male speakers~# is the number of
tokens!.

Age aa ae ah ao eh er ih iy uh uw

# 26 20 25 28 22 26 23 18 26 22
F0 266 ~33! 260 ~37! 263 ~31! 263 ~35! 272 ~34! 260 ~35! 262 ~35! 264 ~32! 287 ~42! 277 ~35!

5 F1 1166 ~98! 1010 ~117! 824 ~129! 837 ~78! 835 ~101! 620 ~70! 636 ~74! 467 ~67! 656 ~59! 477 ~45!

F2 1750 ~165! 2534 ~163! 1669 ~195! 1226 ~99! 2475 ~216! 1705 ~154! 2608 ~171! 3071 ~145! 1434 ~98! 1508 ~285!
F3 3412 ~370! 3452 ~252! 3596 ~300! 3533 ~268! 3469 ~321! 2502 ~353! 3465 ~307! 3653 ~215! 3588 ~353! 3136 ~294!

# 21 18 18 19 17 15 14 14 18 18
F0 273 ~49! 256 ~40! 263 ~35! 264 ~39! 259 ~34! 257 ~39! 261 ~34! 267 ~30! 290 ~40! 279 ~42!

6 F1 1048 ~88! 962 ~84! 844 ~75! 813 ~84! 888 ~45! 661 ~41! 652 ~48! 411 ~83! 663 ~33! 457 ~60!

F2 1554 ~117! 2544 ~136! 1534 ~107! 1147 ~117! 2506 ~107! 1565 ~180! 2728 ~141! 3124 ~161! 1363 ~120! 1659 ~270!
F3 3292 ~322! 3316 ~131! 3635 ~176! 3410 ~273! 3417 ~262! 2132 ~194! 3510 ~287! 3728 ~216! 3587 ~277! 3241 ~216!

# 19 18 20 17 19 19 16 17 19 14
F0 265 ~44! 253 ~38! 264 ~40! 260 ~39! 258 ~37! 260 ~43! 268 ~42! 266 ~42! 281 ~61! 281 ~40!

7 F1 984 ~70! 882 ~78! 815 ~94! 812 ~76! 794 ~79! 634 ~59! 579 ~47! 425 ~46! 624 ~66! 449 ~82!

F2 1536 ~90! 2441 ~67! 1642 ~148! 1223 ~145! 2412 ~90! 1637 ~130! 2602 ~111! 3002 ~191! 1542 ~136! 1700 ~236!
F3 3137 ~378! 3344 ~147! 3515 ~128! 3354 ~235! 3440 ~214! 2253 ~195! 3533 ~192! 3618 ~219! 3499 ~224! 3205 ~151!

# 41 39 39 40 36 38 40 40 38 39
F0 247 ~32! 242 ~35! 248 ~38! 241 ~30! 249 ~30! 245 ~31! 251 ~29! 257 ~32! 270 ~40! 265 ~39!

8 F1 969 ~112! 873 ~73! 740 ~72! 766 ~72! 782 ~99! 600 ~51! 560 ~57! 414 ~60! 607 ~44! 458 ~52!

F2 1522 ~186! 2370 ~133! 1553 ~162! 1181 ~92! 2328 ~118! 1695 ~147! 2568 ~130! 3031 ~187! 1432 ~128! 1577 ~271!
F3 3188 ~312! 3254 ~199! 3421 ~209! 3392 ~307! 3409 ~282! 2212 ~187! 3420 ~321! 3626 ~285! 3331 ~216! 3165 ~261!

# 37 42 39 36 36 33 33 37 34 34
F0 255 ~37! 246 ~32! 253 ~40! 251 ~31! 253 ~33! 256 ~41! 264 ~39! 262 ~45! 279 ~46! 272 ~45!

9 F1 1011 ~77! 872 ~75! 793 ~75! 756 ~76! 797 ~77! 618 ~55! 583 ~58! 382 ~62! 626 ~54! 471 ~73!

F2 1601 ~126! 2319 ~143! 1529 ~137! 1170 ~98! 2287 ~93! 1577 ~142! 2522 ~133! 2979 ~147! 1472 ~124! 1603 ~225!
F3 3245 ~234! 3196 ~177! 3391 ~222! 3375 ~233! 3390 ~201! 2104 ~205! 3466 ~210! 3536 ~252! 3340 ~189! 3198 ~224!

# 42 41 38 39 37 40 39 43 41 37
F0 257 ~38! 243 ~34! 251 ~33! 241 ~34! 250 ~40! 242 ~33! 253 ~39! 254 ~33! 273 ~42! 268 ~37!

10 F1 970 ~89! 904 ~78! 751 ~66! 748 ~51! 758 ~69! 621 ~43! 590 ~53! 424 ~69! 631 ~59! 482 ~63!

F2 1558 ~189! 2269 ~103! 1628 ~147! 1162 ~101! 2254 ~139! 1644 ~149! 2401 ~132! 2959 ~167! 1501 ~174! 1656 ~268!
F3 3148 ~202! 3214 ~203! 3318 ~205! 3198 ~318! 3407 ~190! 2170 ~211! 3434 ~195! 3475 ~151! 3267 ~173! 3049 ~314!

# 38 38 39 41 39 40 37 42 37 37
F0 250 ~32! 244 ~32! 243 ~34! 241 ~36! 244 ~35! 239 ~33! 254 ~37! 250 ~33! 267 ~41! 265 ~38!

11 F1 900 ~76! 875 ~67! 741 ~55! 742 ~54! 725 ~58! 574 ~54! 540 ~37! 400 ~60! 589 ~37! 475 ~53!

F2 1436 ~146! 2170 ~88! 1525 ~129! 1086 ~76! 2136 ~98! 1539 ~121! 2406 ~93! 2894 ~133! 1479 ~179! 1704 ~232!
F3 3075 ~257! 3108 ~255! 3166 ~250! 3182 ~275! 3176 ~242! 2013 ~186! 3290 ~219! 3437 ~236! 3072 ~168! 2939 ~180!

# 40 37 41 39 37 38 32 36 38 34
F0 233 ~32! 221 ~34! 225 ~33! 220 ~32! 225 ~32! 225 ~34! 228 ~34! 232 ~35! 243 ~31! 239 ~37!

12 F1 891 ~76! 818 ~70! 718 ~63! 716 ~55! 714 ~66! 574 ~66! 517 ~36! 358 ~47! 581 ~54! 424 ~51!

F2 1432 ~146! 2090 ~137! 1484 ~149! 1083 ~88! 2026 ~188! 1530 ~124! 2207 ~152! 2755 ~155! 1450 ~157! 1576 ~223!
F3 2930 ~207! 3089 ~191! 3081 ~161! 3039 ~233! 3161 ~237! 2007 ~170! 3191 ~181! 3349 ~238! 3006 ~200! 2805 ~208!

# 26 25 25 28 29 23 22 25 26 23
F0 181 ~52! 182 ~49! 187 ~51! 180 ~50! 184 ~48! 184 ~50! 188 ~50! 189 ~53! 191 ~54! 190 ~52!

13 F1 793 ~58! 734 ~46! 660 ~39! 662 ~43! 657 ~46! 545 ~29! 512 ~27! 360 ~57! 542 ~24! 420 ~41!

F2 1324 ~120! 1959 ~116! 1388 ~164! 1032 ~72! 1923 ~135! 1392 ~122! 2067 ~100! 2523 ~159! 1396 ~120! 1418 ~238!
F3 2664 ~202! 2825 ~189! 2807 ~240! 2831 ~261! 2916 ~269! 1925 ~167! 2860 ~174! 3212 ~412! 2834 ~267! 2672 ~285!

# 20 20 19 19 18 15 20 21 17 16
F0 176 ~45! 166 ~43! 169 ~48! 167 ~47! 171 ~46! 170 ~46! 176 ~45! 177 ~42! 182 ~50! 179 ~45!

14 F1 844 ~88! 767 ~83! 665 ~61! 679 ~61! 673 ~56! 508 ~45! 513 ~34! 350 ~32! 559 ~35! 401 ~23!

F2 1379 ~122! 1982 ~177! 1376 ~71! 1052 ~75! 1955 ~157! 1484 ~118! 2188 ~190! 2671 ~220! 1379 ~86! 1537 ~255!
F3 2679 ~163! 2792 ~154! 2882 ~199! 2829 ~184! 2970 ~228! 1874 ~133! 3040 ~222! 3340 ~342! 2794 ~187! 2645 ~154!

# 19 18 18 18 15 16 16 20 15 17
F0 125 ~36! 122 ~30! 130 ~36! 124 ~34! 116 ~11! 126 ~35! 131 ~46! 128 ~32! 139 ~37! 130 ~37!

15 F1 731 ~57! 676 ~56! 600 ~51! 617 ~40! 609 ~38! 499 ~18! 478 ~37! 310 ~33! 519 ~34! 343 ~44!

F2 1316 ~68! 1728 ~91! 1385 ~134! 976 ~47! 1720 ~53! 1337 ~65! 1992 ~152! 2350 ~123! 1335 ~67! 1316 ~209!
F3 2507 ~139! 2573 ~111! 2657 ~132! 2634 ~246! 2648 ~105! 1755 ~133! 2757 ~142! 2964 ~268! 2556 ~160! 2433 ~134!
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that the within-subject pitch variation significantly decreases
during two periods: from age 6 to age 8 and from age 12 to
age 15~i.e., during puberty!. For female speakers, a signifi-
cant difference in within-subject variability exists between
age 10 and age 14~t52.95,d f522, p,0.01).

After puberty, the average within-subjectF0 variation
tends to increase again with age for both male and female
speakers. Therefore, overshoot of acoustic parameters before
reaching adult target levels may occur not only in duration
but also inF0 variability. An interesting finding is that for
subjects older than age 14, the within-subjectF0 variability
is significantly higher in female speakers than in male speak-
ers @F(1,138)537.3,p,0.001#.

The meanF0 of individual vowels is shown in Fig. 3~d!
for male speakers. It can be seen that male children as young
as 5 years exhibit adult-like vowel-dependentF0 patterns.
Similar observations can be made for female children~not
shown here!. This suggests that the capability of intrinsicF0
control in a given context is acquired earlier than age 5.3

C. Formant frequencies

Mean formant frequency values for the first three for-
mants, averaged across all subjects for each vowel and age
group, are provided in Tables II and III for male and female
speakers, respectively. Two-sigma ellipses for five vowels
are shown in Fig. 4~a! and~b! in theF1 –F2 space for male
and female speakers ages 10 to 12, and compared with re-
sults from similar studies in the literature. It is observed that
the vowel positions produced by children of ages 10 through
12 in the current database are slightly compressed or central-
ized, compared to children’s formant data in Peterson and
Barney4 ~1952!. This centralization of vowel space is most
possibly due to the context difference~i.e., /hVd/ vs /bVt/! as
well as dialect differences between the speaker population of
the two studies~i.e., midwestern vs Pacific eastern!. The

most noticeable difference in formant distributions between
the current study and the study by Hillenbrandet al.5 ~1995!
is the proximity of front vowels /IY/ and /AE/ in the latter. It
is also observed that despite the differences in vowel-class
centroid values in theF1 –F2 space, within-vowel variances
~i.e., orientation of ellipses! are consistent between these
studies and, clearly, the vowelF1 –F2 space is larger for
children than for adults.

Scatter plots of meanF1 andF2 of several vowels are
shown in Fig. 4~c! for male speakers and in Fig. 4~d! for
female speakers. Each point representsF1 and F2 values
averaged across all subjects in the 5–6, 7–8,..., 17–18 age
groups and adults. For instance, the rightmost circle in /IY/
represents meanF1 andF2 for children of ages 5 and 6, and
the leftmost circle represents adults. A linear-scaling trend of
male formant frequencies as a function of age is clearly ob-
servable from Fig. 4~c!, especially between age 11 and age
16. Therefore, the current formant data of male speakers
seem to support the notion of ‘‘uniform axial growth of the
vocal tract,’’ as discussed in Kent~1976!. Such a linear trend
is, however, not clear for female speakers@Fig. 4~d!#. These
trends can be more clearly observed in terms of the formant-
scaling factors shown in Fig. 6.

Formant variability in terms of the within-subject COV
is shown in Fig. 5~a! for male speakers and Fig. 5~b! for
female speakers. The age-dependent reduction of the normal-
ized formant frequency variability agrees with the trend
shown in Eguchi and Hirsh~1969!. Formant frequency vari-
ability may reach adult level around age 14 simultaneously
for all formants. It is also observed that the COV is different
for F1, F2, andF3 for subjects younger than age 12; spe-
cifically, the variability inF1 is greater than the variability
in F2 andF3. For male speakers, the COV ofF1, F2, and
F3 take similar values after age 12, while such a trend is not
observed for female speakers.

TABLE II. ~Continued.!

Age aa ae ah ao eh er ih iy uh uw

# 17 19 18 17 19 14 16 18 16 17
F0 126 ~30! 120 ~24! 122 ~26! 118 ~20! 122 ~24! 123 ~21! 131 ~26! 126 ~25! 134 ~29! 131 ~25!

16 F1 741 ~58! 684 ~60! 596 ~25! 600 ~35! 599 ~26! 472 ~52! 451 ~29! 296 ~20! 497 ~31! 348 ~40!
F2 1261 ~78! 1762 ~65! 1254 ~108! 935 ~56! 1766 ~105! 1354 ~80! 1944 ~152! 2334 ~177! 1296 ~81! 1368 ~231!
F3 2627 ~209! 2620 ~98! 2682 ~185! 2737 ~240! 2701 ~90! 1754 ~88! 2735 ~140! 3030 ~245! 2611 ~114! 2397 ~237!

# 17 16 16 16 16 10 15 17 15 12
F0 129 ~26! 122 ~21! 126 ~23! 126 ~22! 128 ~25! 125 ~21! 133 ~28! 131 ~23! 143 ~31! 132 ~23!

17 F1 713 ~43! 685 ~63! 585 ~20! 612 ~32! 581 ~25! 491 ~38! 457 ~28! 289 ~26! 514 ~28! 322 ~17!
F2 1221 ~126! 1759 ~83! 1341 ~136! 940 ~27! 1745 ~112! 1284 ~42! 1910 ~125! 2268 ~110! 1348 ~100! 1216 ~281!
F3 2637 ~127! 2541 ~77! 2600 ~89! 2689 ~187! 2651 ~122! 1704 ~89! 2724 ~154! 3092 ~212! 2573 ~140! 2468 ~242!

# 15 17 16 17 16 13 16 17 14 8
F0 124 ~27! 123 ~29! 122 ~28! 125 ~26! 120 ~27! 123 ~27! 136 ~29! 123 ~23! 142 ~42! 134 ~32!

18 F1 737 ~48! 686 ~49! 602 ~26! 599 ~40! 604 ~40! 490 ~25! 449 ~35! 283 ~20! 533 ~32! 337 ~19!
F2 1269 ~61! 1759 ~93! 1252 ~70! 881 ~52! 1776 ~69! 1282 ~61! 1955 ~117! 2289 ~118! 1297 ~75! 1144 ~169!
F3 2560 ~160! 2560 ~96! 2673 ~182! 2622 ~222! 2633 ~89! 1625 ~139! 2670 ~108! 3050 ~238! 2535 ~63! 2328 ~124!

# 47 47 44 43 46 30 39 49 43 32
F0 135 ~31! 123 ~27! 130 ~30! 127 ~30! 129 ~27! 134 ~30! 136 ~32! 132 ~28! 149 ~31! 144 ~33!

191 F1 723 ~48! 669 ~43! 610 ~32! 601 ~33! 590 ~32! 471 ~29! 458 ~26! 292 ~26! 501 ~35! 342 ~34!
F2 1204 ~68! 1725 ~100! 1288 ~119! 929 ~62! 1707 ~114! 1265 ~74! 1851 ~110! 2266 ~139! 1269 ~121! 1185 ~117!
F3 2496 ~176! 2532 ~151! 2557 ~156! 2599 ~165! 2549 ~134! 1612 ~108! 2588 ~105! 2930 ~184! 2466 ~156! 2411 ~160!
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TABLE III. Mean and standard deviation~in parentheses! of fundamental frequency and formant-frequency values for female speakers~# is the number of
tokens!.

Age aa ae ah ao eh er ih iy uh uw

# 14 16 15 19 16 20 11 13 12 17
F0 272 ~37! 263 ~32! 277 ~29! 273 ~36! 268 ~31! 258 ~34! 279 ~38! 265 ~44! 300 ~32! 286 ~40!

5 F1 1224 ~64! 1055 ~105! 956 ~105! 921 ~90! 894 ~83! 687 ~62! 685 ~66! 466 ~30! 698 ~31! 501 ~54!
F2 1842 ~141! 2613 ~138! 1772 ~108! 1337 ~88! 2555 ~130! 1707 ~137! 2816 ~170! 3019 ~180! 1376 ~65! 1709 ~263!
F3 3435 ~387! 3348 ~230! 3274 ~395! 3675 ~250! 3227 ~342! 2350 ~215! 3526 ~289! 3644 ~98! 3496 ~324! 3332 ~161!

# 25 24 22 25 19 25 23 20 22 20
F0 265 ~53! 248 ~43! 258 ~38! 259 ~41! 259 ~44! 252 ~40! 264 ~39! 271 ~45! 282 ~41! 280 ~58!

6 F1 1163 ~53! 972 ~121! 839 ~52! 844 ~76! 828 ~58! 654 ~52! 643 ~66! 433 ~71! 670 ~61! 512 ~67!
F2 1771 ~189! 2671 ~183! 1754 ~165! 1258 ~100! 2661 ~115! 1815 ~124! 2791 ~123! 2986 ~151! 1590 ~183! 1793 ~370!
F3 3447 ~292! 3438 ~317! 3759 ~233! 3729 ~322! 3421 ~349! 2458 ~381! 3441 ~347! 3596 ~128! 3665 ~381! 3380 ~176!

# 36 28 35 38 21 32 28 35 34 30
F0 281 ~43! 273 ~41! 278 ~31! 265 ~37! 275 ~41! 269 ~40! 278 ~31! 276 ~36! 298 ~40! 281 ~42!

7 F1 1067 ~102! 1023 ~87! 846 ~70! 853 ~88! 856 ~46! 686 ~55! 608 ~44! 467 ~70! 661 ~44! 506 ~70!
F2 1647 ~216! 2433 ~143! 1723 ~162! 1279 ~131! 2428 ~113! 1740 ~184! 2642 ~178! 3026 ~181! 1566 ~110! 1840 ~255!
F3 3493 ~361! 3410 ~278! 3425 ~502! 3569 ~336! 3458 ~234! 2490 ~301! 3482 ~283! 3573 ~175! 3327 ~468! 3316 ~255!

# 14 13 14 16 16 19 11 10 12 14
F0 273 ~31! 268 ~40! 268 ~37! 261 ~33! 264 ~31! 260 ~39! 280 ~35! 274 ~42! 303 ~50! 294 ~49!

8 F1 1108 ~64! 1021 ~84! 848 ~60! 870 ~84! 851 ~76! 612 ~69! 568 ~50! 428 ~46! 664 ~77! 426 ~80!
F2 1660 ~57! 2419 ~154! 1693 ~109! 1274 ~73! 2363 ~199! 1713 ~235! 2674 ~192! 2997 ~201! 1450 ~90! 1539 ~165!
F3 3144 ~342! 3271 ~282! 3534 ~193! 3384 ~226! 3263 ~352! 2381 ~378! 3552 ~166! 3604 ~164! 3560 ~108! 3298 ~217!

# 38 41 38 38 37 37 28 35 38 37
F0 267 ~35! 248 ~25! 267 ~33! 252 ~30! 260 ~31! 253 ~29! 265 ~34! 264 ~29! 292 ~35! 278 ~36!

9 F1 1063 ~86! 948 ~89! 801 ~48! 810 ~64! 818 ~68! 643 ~60! 587 ~54! 455 ~61! 652 ~51! 505 ~44!
F2 1676 ~199! 2415 ~131! 1658 ~144! 1250 ~93! 2363 ~133! 1757 ~163! 2559 ~112! 3061 ~140! 1506 ~107! 1764 ~220!
F3 3284 ~275! 3330 ~180! 3505 ~189! 3387 ~248! 3431 ~230! 2298 ~182! 3516 ~205! 3626 ~217! 3412 ~262! 3247 ~195!

# 25 21 24 24 17 24 22 23 23 22
F0 263 ~41! 255 ~48! 257 ~38! 258 ~44! 259 ~45! 258 ~42! 267 ~45! 261 ~35! 275 ~50! 273 ~44!

10 F1 1037 ~95! 970 ~68! 791 ~79! 822 ~92! 860 ~62! 612 ~72! 609 ~51! 472 ~45! 636 ~51! 496 ~54!
F2 1663 ~251! 2318 ~140! 1748 ~118! 1264 ~112! 2306 ~92! 1733 ~135! 2491 ~178! 2969 ~134! 1689 ~240! 1747 ~280!
F3 3204 ~272! 3286 ~285! 3431 ~227! 3378 ~258! 3372 ~312! 2264 ~258! 3469 ~334! 3506 ~165! 3307 ~270! 3166 ~259!

# 33 34 33 33 31 31 30 28 32 33
F0 247 ~37! 242 ~40! 246 ~38! 243 ~37! 242 ~37! 247 ~41! 254 ~39! 255 ~37! 279 ~47! 254 ~34!

11 F1 980 ~83! 878 ~84! 765 ~58! 791 ~59! 775 ~50! 638 ~50! 590 ~49! 467 ~57! 637 ~39! 475 ~38!
F2 1547 ~163! 2219 ~138! 1676 ~124! 1219 ~66! 2245 ~109! 1645 ~116! 2468 ~113! 2971 ~96! 1540 ~152! 1774 ~200!
F3 3130 ~208! 3190 ~149! 3282 ~165! 3305 ~240! 3365 ~175! 2167 ~148! 3377 ~195! 3462 ~156! 3207 ~139! 3033 ~128!

# 39 35 38 36 35 34 36 37 35 36
F0 234 ~27! 226 ~26! 230 ~24! 229 ~22! 228 ~25! 228 ~25! 237 ~29! 234 ~28! 253 ~38! 242 ~25!

12 F1 939 ~108! 836 ~128! 742 ~100! 761 ~56! 712 ~87! 620 ~47! 537 ~73! 439 ~52! 591 ~58! 452 ~42!
F2 1612 ~164! 2215 ~188! 1679 ~142! 1212 ~120! 2189 ~170! 1662 ~167! 2398 ~222! 2884 ~182! 1593 ~147! 1661 ~309!
F3 3077 ~267! 3163 ~261! 3287 ~221! 3148 ~235! 3287 ~168! 2247 ~398! 3273 ~270! 3376 ~256! 3148 ~233! 2963 ~193!

# 22 23 21 23 21 20 21 22 21 20
F0 251 ~43! 238 ~32! 245 ~31! 238 ~27! 244 ~28! 237 ~28! 252 ~37! 247 ~29! 264 ~45! 255 ~32!

13 F1 959 ~71! 824 ~60! 779 ~62! 753 ~49! 770 ~49! 627 ~37! 592 ~42! 426 ~62! 654 ~32! 490 ~51!
F2 1552 ~150! 2187 ~134! 1715 ~150! 1212 ~106! 2199 ~96! 1668 ~141! 2382 ~94! 2861 ~77! 1557 ~162! 1858 ~198!
F3 3072 ~198! 3110 ~163! 3245 ~148! 3132 ~215! 3238 ~109! 2161 ~187! 3296 ~117! 3391 ~136! 3146 ~179! 2968 ~117!

# 19 19 17 18 18 17 16 18 17 17
F0 225 ~27! 217 ~21! 221 ~19! 219 ~21! 221 ~26! 224 ~19! 231 ~16! 226 ~19! 248 ~33! 232 ~24!

14 F1 893 ~88! 824 ~77! 756 ~55! 746 ~58! 736 ~50! 627 ~57! 573 ~59! 415 ~28! 630 ~44! 433 ~35!
F2 1556 ~72! 2010 ~100! 1619 ~101! 1192 ~116! 2032 ~114! 1639 ~91! 2189 ~92! 2693 ~130! 1595 ~112! 1693 ~186!
F3 2904 ~232! 2935 ~175! 3019 ~173! 2972 ~292! 3103 ~190! 2115 ~181! 3075 ~181! 3222 ~190! 2966 ~194! 2724 ~152!

# 18 19 18 19 18 18 16 19 18 17
F0 220 ~27! 218 ~27! 225 ~31! 220 ~29! 219 ~28! 222 ~27! 226 ~25! 229 ~29! 246 ~35! 238 ~33!

15 F1 900 ~48! 851 ~86! 738 ~42! 767 ~39! 744 ~36! 594 ~38! 564 ~51! 378 ~27! 620 ~53! 434 ~22!
F2 1541 ~91! 1942 ~99! 1646 ~131! 1177 ~74! 1971 ~118! 1586 ~112! 2171 ~75! 2653 ~153! 1533 ~116! 1727 ~254!
F3 2753 ~197! 2907 ~150! 2931 ~157! 2991 ~236! 2998 ~165! 1949 ~109! 3024 ~105! 3237 ~183! 2827 ~149! 2674 ~107!

# 18 20 20 20 21 19 18 19 20 18
F0 225 ~20! 222 ~20! 231 ~24! 217 ~22! 226 ~20! 227 ~23! 234 ~21! 233 ~28! 255 ~32! 240 ~25!

16 F1 851 ~55! 835 ~68! 737 ~44! 749 ~43! 735 ~47! 602 ~43! 541 ~46! 423 ~52! 613 ~48! 447 ~35!
F2 1412 ~98! 2050 ~100! 1620 ~199! 1159 ~88! 2003 ~143! 1628 ~120! 2207 ~89! 2776 ~147! 1617 ~162! 1691 ~232!
F3 2896 ~375! 3004 ~144! 2991 ~146! 2966 ~195! 3042 ~142! 2056 ~126! 3072 ~111! 3241 ~135! 2927 ~155! 2866 ~275!
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In Fig. 6, formant-scaling factors, as defined in Fant
~1975!, computed from formant frequencies averaged across
vowels are plotted as a function of age for male and female
speakers. It is observed that differentiation of male and fe-
male F2 andF3 patterns begins at around age 11 and the
formants become fully distinguishable around age 15, i.e.,

after puberty in male speakers. Between ages 10 and 15,
formant frequencies of male speakers decrease faster with
age and reach much lower absolute values than those of fe-
male speakers. This suggests that the total growth and rate of
growth of the vocal tract is greater in male speakers. On
average, it is clear that formant values reach adult range

FIG. 4. Current formant data are compared with those in Hillenbrandet al. ~1995! and Peterson and Barney~1959! for children ~ages 10 through 12! and
adults in~a! and ~b!, respectively. Plot of meanF1 andF2 of vowels /IY/, /AE/, /AA/, /AO/, and /UW/ are shown for males in~c! and for females in~d!.

TABLE III. ~Continued.!

Age aa ae ah ao eh er ih iy uh uw

# 17 17 16 15 13 14 16 15 15 13
F0 219 ~20! 205 ~20! 212 ~24! 204 ~21! 206 ~15! 207 ~17! 217 ~21! 217 ~17! 236 ~26! 225 ~22!

17 F1 922 ~82! 845 ~72! 735 ~37! 751 ~41! 728 ~42! 552 ~45! 558 ~58! 390 ~63! 623 ~28! 424 ~22!
F2 1467 ~160! 2007 ~106! 1514 ~171! 1166 ~93! 2010 ~73! 1581 ~135! 2168 ~84! 2717 ~84! 1575 ~198! 1715 ~392!
F3 2803 ~135! 2867 ~256! 2890 ~160! 2921 ~161! 2961 ~144! 1995 ~123! 3024 ~165! 3290 ~130! 2801 ~146! 2685 ~138!

# 18 17 18 17 19 18 16 16 17 17
F0 242 ~15! 233 ~16! 238 ~14! 230 ~16! 232 ~18! 237 ~13! 250 ~17! 246 ~16! 262 ~24! 256 ~19!

18 F1 932 ~47! 914 ~45! 741 ~33! 777 ~45! 754 ~58! 619 ~53! 587 ~52! 418 ~37! 605 ~35! 480 ~34!
F2 1473 ~144! 1955 ~110! 1631 ~123! 1165 ~92! 2014 ~117! 1569 ~142! 2222 ~33! 2801 ~46! 1579 ~140! 1771 ~324!
F3 2914 ~153! 2946 ~127! 3027 ~104! 3042 ~207! 3047 ~112! 2058 ~134! 3080 ~117! 3305 ~59! 2924 ~138! 2860 ~89!

# 48 46 47 44 45 39 41 46 45 45
F0 231 ~40! 215 ~36! 218 ~35! 213 ~29! 219 ~35! 222 ~34! 235 ~40! 228 ~30! 246 ~40! 243 ~36!

191 F1 894 ~76! 787 ~66! 740 ~56! 726 ~47! 694 ~52! 543 ~43! 532 ~59! 360 ~45! 595 ~62! 412 ~48!
F2 1459 ~124! 2078 ~102! 1609 ~135! 1079 ~89! 2057 ~123! 1481 ~132! 2183 ~111! 2757 ~145! 1522 ~140! 1388 ~248!
F3 2950 ~252! 2916 ~145! 2957 ~161! 2986 ~220! 3005 ~139! 1884 ~144! 3064 ~136! 3291 ~200! 2887 ~155! 2804 ~235!
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around age 15 for males and around age 14 for females. The
formant scaling factors also suggest that the growth of vocal
tract in male speakers may cease around age 15.

Formant scaling factors of male speakers are approxi-
mately the same for all formants and decrease almost linearly
between ages 10 and 15. For female speakers, however, each
formant evolves differently as a function of age. Differences
in the rate of growth of the front and back cavities between
female and male speakers could be a reason for this trend
~Fant, 1975!. Investigation of vowel-specific formant-scaling
factors should help to verify this hypothesis.

D. Spectral-envelope variability

In Fig. 7~a!, averaged cepstrum distances between two
repetitions of the same vowel are shown as a function of age
and gender. Vertical bars denote standard errors. The effect
of age is significant@F(14,476)521.0, p,0.001#. It is ob-
served that spectral variability between vowel productions
progressively decreases with age and converges to adult val-
ues around age 14 for both genders. Multiple comparisons
indicate that variability is significantly reduced from age 5 to
age 9 and from age 10 to age 14. There is no significant
difference in variability after age 11. These results suggest
that children younger that 10 years have not fully established
their optimal or stable articulatory targets for vowels. The
trend is similar to that of the formant variability shown in the
previous section.

In Fig. 7~b!, cepstrum distances between the initial and
the final half of each vocalic segment are shown as a func-
tion of age for both male and female speakers. The effect of
age is significant@F(14,476)59.8, p,0.001#. Clearly, the
within-vowel spectral variability progressively decreases
with age. Multiple comparisons indicate that variability de-
creases significantly from age 10 to age 15. On average,
children younger than age 10 display greater within-vowel
spectral variability than adults.

As can be seen from Fig. 7~b!, speakers display the least
within-vowel spectral variation around age 15. Differences
in spectral variations between age 15 and adults is significant
~t52.39, d f538, p,0.03). This suggests that in terms of

the dynamics of /CVC/ articulations, an extremum in the
production patterns may be achieved around age 15. It is also
interesting to observe that female adults show significantly
larger within-vowel spectral variation than male adults~t
52.28,d f554, p,0.03).

IV. DISCUSSION

The results of this cross-sectional acoustic study of chil-
dren’s speech, collected from subjects with no known speech
pathologies, confirm that the reduction of magnitude and
within-subject variability of temporal and spectral param-
eters with age is a general acoustic phenomenon associated
with speech development in children. Furthermore, due to
the wider age range of subjects~ages 5–18 years! examined
in the current study, it was possible to obtain detailed acous-
tic information regarding how acoustic properties of chil-

FIG. 5. Plot of within-subject COV ofF1, F2, andF3 for ~a! Male speakers and~b! Female speakers. It is clear that the within-subject formant variability
decreases with age.

FIG. 6. Formant-scaling factor forF1 ~s!, F2 ~1!, andF3 ~* ! scaled by
adult male formants. They are computed based on mean formants averaged
across all vowels and subjects in each age group.
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dren’s speech vary with age and when children begin to ex-
hibit adult-like patterns. The acoustic data obtained in the
current study are compared with similar acoustic data pub-
lished in the literature, and the significance of the age- and
gender-dependent acoustic trends observed in our data is dis-
cussed.

The main goal of this section is to explore the signifi-
cance of the acoustic findings of this study based on~1! the
physical development of the vocal tract and the voice source,
and ~2! the neuromuscular factors believed to govern the
underlying articulatory dynamics, and hence the acoustic
characteristics of speech. It should be noted that some of
these interpretations remain to be validated and hence may
be deemed speculative.

A. Comparison with previous studies

The acoustic data and age-dependent trends observed in
this study are consistent with previously published acoustic
data on children, in spite of differences in subject population
and data-analysis procedures. For instance, trends in vowel
durations measured in the current study and those in Hillen-
brandet al. ~1995! are similar, with an averaged correlation
of 0.82 between the two studies for matched age groups.
Hillenbrandet al. report durations for vowels embedded in
/hVd/ target words produced in isolation for children of ages
10 through 12 and adults. Hillenbrandet al. also found that
adult female speakers show significantly greater vowel dura-
tions than male adults. Although not statistically significant,
the current data also show a similar trend. Finally, note that
the within-subject variability of /s/ duration for male adults is
comparable to that measured in Klatt~1972!.

As illustrated in Fig. 4~a! and ~b!, the current formant
data is in general agreement with those in Peterson and Bar-
ney ~1952! as well as in Hillenbrandet al. ~1995!, except for
the deviation of the centroids attributed to contextual and
dialect differences. RegardingF0 measurements, it can be
shown that the magnitude ofF0 as well as the intrinsicF0
patterns are also quite similar to those in the two previous
studies for matched age groups. Finally, the cross-sectional
trend for the onset of pubertalF0 change is in agreement

with the longitudinal study of 65 male speakers by Hollien
et al. ~1994!, which reported that for the majority of subjects
the pubertal-pitch change started between the ages of 12.5
and 14.5 years~mean 13.4! and was completed within 0.5 to
4.0 years~mean 1.5!.

B. On F0 patterns

Average F0 and within-subject variability are highly
correlated for speakers older than 8@compare Fig. 3~a! and
~c!#. It is thus possible thatF0 variability can be fully pre-
dicted fromF0 magnitude beyond a certain stage in the de-
velopment process~e.g., age 8!. Using the COV instead of
the un-normalized variability measure does not change the
essence of the observations made above. It is interesting to
note, however, that from age 5 to 8 there is a 50% decrease
in variability with essentially no change in averageF0, sug-
gesting a developmental stabilization of pitch control. Fur-
thermore, female speakers over age 14 show significantly
larger within-subjectF0 variability than male speakers@Fig.
3~b!#. Although the exact reason for this is unclear, this trend
may be due to inherent differences in the vocal-fold physi-
ology ~e.g., mass and length! of a high-F0 voice compared
to a low-F0 voice.

C. On formant-scaling behavior

Growth curves for the larynx, pharynx, oral cavity, and
total vocal-tract length are correlated with the average vowel
fundamental frequency, averageF1, F2, andF3 values, re-
spectively~see Figs. 3 and 6!. For example,F3 values agree
with those predicted from Goldstein’s~1980! model for
vocal-tract-length growth in children~at least up to age 15!.
Good agreement has also been found between average age-
dependentF1 values and growth of the back vocal-tract cav-
ity ~Fant, 1975!. However, the limitations imposed by the
physical dimensions of the vocal tract on the dynamic range
of formants are much more stringent onF2 andF3 thanF1.
As a consequence, there is greater room for variation in av-
erageF1 values~averaged over all vowels! of the ~child!
speaker. In such cases, averageF1 values may not always be

FIG. 7. ~a! Mean cepstrum distance between the two repetitions of the same vowels is shown for each age group.~b! Mean cepstrum distance between the
first- and second-half segments within vowel is shown for each age group.
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closely correlated with the physical size of the back oral
cavity. For example, the difference in averageF1 values
between young male and female children, and the sudden
drop ofF1 from teenagers to adult females seen in Fig. 6 are
not supported by physical growth data. We speculate that
social and psychological factors contribute to these devia-
tions in F1 values.

Overall, it can be deduced from Figs. 3 and 6 that physi-
cal growth of the speech apparatus occurs gradually up to
approximately age 14 for females and age 15 for males. For
male speakers, a growth spurt occurs somewhere between
ages 12 and 15~puberty! lasts about 1.5 years, and affects
not only the larynx but the entire vocal-cavity size. In the
developmental model of Goldstein~1980!, however, in male
speakers the vocal tract is assumed to continue growth be-
yond age 15~14.6 cm! until age 20~16.6 cm!, a fact which is
not supported by the current formant scaling factors. It does
not seem plausible that the vocal-tract length could grow
further beyond age 15 without inducing any decrease in the
formant frequencies. Further investigation is needed to find
the source of this discrepancy.

D. Significance of acoustic findings on underlying
articulatory dynamics

First, consider the nearly universal trend of significant
reduction in segmental durations, and their convergence to
adult values, during the period from around age 9 or 10 to
age 12 or 13. This is true irrespective of the segmental levels
considered in this study, i.e., vocalic segment@Fig. 1~a!#,
fricative /s/ @Fig. 2~a!#, and sentences@Fig. 2~c!#. Since sys-
tematic reduction of duration with age can be concomitant
with improvements in speed of articulatory movement, the
observation suggests that the underlying neuromuscular con-
trol of articulators also rapidly improves and converges to
adult levels during that period. Accumulated experience in
speech production could also play a role toward contributing
to decreased segmental durations.

Second, consider the substantial reduction in within-
subject duration variability between ages 8 to 14 years for
vowels, the fricative /s/, and sentences@Figs. 1~b!, 2~b!, and
~d!#. Along the lines of the discussion above, this finding
may be interpreted as suggesting animprovedarticulatory-
timing control being achieved between ages 8 and 14. It is
thus thought that the progressive reduction in both duration
magnitude and variability prior to age 12 is actually due to
improvements in speech motor-timing control with age, and
not merely an artifact of longer durations as argued in Kent
and Forner~1980!, and Crystal and House~1988!. The poor
correlation between the within-subject variability of /s/ and
the mean sentence duration in the current data offers support-
ing evidence in this direction. For instance, the Pearson’s
correlation coefficient is 0.11 for adult speakers and 0.09 for
children of ages 7 and 8, indicating almost no correlation
between an individual’s speaking rate and within-subject
variability of /s/.

Third, consider the significant reduction in within-
subject formant and spectral-envelope variability between
about ages 7 and 11 as seen in Figs. 5 and 7~a!, respectively.
Since both formant structure and spectral-envelope shape are

directly related to an underlying articulatory configuration,
the reduced variability in these parameters may be attributed
to reduced variability when reaching the individual’s canoni-
cal articulatory configurations~targets! for a given sound.
According to this interpretation of the formant and spectral-
envelope data, articulatory ‘‘robustness’’ may be almost
fully achieved by age 11 or 12. But, as discussed above,
variability in reaching articulatory targets may also be corre-
lated with speaking rate. Since the exact relation is not
known, it is difficult to speculate further on the development
of articulatory target-attainment reliability.

Finally, consider the trend wherein duration magnitude
and variability~Figs. 1 and 2! reach minima somewhere be-
tween ages 13 and 15 before increasing and converging to-
ward adult range. A similar trend is observed in within-
subject formant and spectral-envelope variability~Figs. 5
and 7!, which attain minima around 14 or 15 years of age.
The smaller pitch variation for teenagers than for adults in
Fig. 3~c! offers an additional attestation to this trend. If we
assume the final~target! acoustic-parameter values at the
completion of human speech development to be those of
adults, these findings may be interpreted as demonstrating an
apparentovershootphenomenon of acoustic parameters be-
fore converging to their final values. Further, these findings
may be interpreted as suggesting that teenagers of ages 14
and 15 exhibit anextremumin the production patterns among
all age groups examined in this study, in terms of both speed
of articulatory movements and~to a lesser extent! consis-
tency in achieving desired articulatory configurations. Why
that should be the case is not clear, however. This phenom-
enon may be associated with the learning process. Or it just
may be that these patterns reflect the developmental nature of
human physiological functions which underlie articulation
and peak during the teenage years. Clearly, these overshoot
phenomena have to be taken into account when interpreting
age-dependent trends in acoustic data.

V. CONCLUDING REMARKS

Not all findings in our acoustic data could be accounted
for or readily explained. Some of those cases follow:~1! One
unexpected observation was the increase in between-subject
variability in the sentence productions of speakers over 14
years old. This result may imply that the decrease in
between-subject variability that occurs during speech devel-
opment ceases after the acquisition of adult-like speech-
production patterns simply due to the dominating effects of
individual differences~or habit! in speaking rate~causing
larger individual deviations from the group mean!. ~2! There
is a significant decrease inF1 between the 18-year-old and
adult female speakers. This trend was verified by manual
estimation and comparison of formant frequencies from a
subset of vowel tokens produced by the two age groups. This
could be a sociolinguistic phenomenon.~3! There is a re-
bound and a drop in formant scaling factors between ages 12
and 14 for females, and between ages 13 and 15 for male
speakers. This may be retrospective behavior on the part of
speakers during puberty. The same trend has also been ob-
served in the within-subjectF0 variability, which could be
the result of a similar retrospective behavior manifested in
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F0. ~4! F1 values for young female and male children are
significantly different, far larger than any that could be ex-
plained by the physiological differences at this age.

Finally, it is noted that the uneven distribution of sub-
jects by age and gender may cause a problem when compar-
ing means of different age groups. This and the fact that
subjects of ages 5 and 6 produced the target words for vow-
els in isolation are flaws of this study, attributed to the design
of the speech database-collection procedure.

As demonstrated by the overshoot of acoustic param-
eters discussed earlier, the maturation process may confound
the age-dependent values of other acoustic parameters as
well. Furthermore, certain acoustic parameters are associated
with more than one aspect of speech development and
growth. As a result, additional measurements and different
speech-elicitation scenarios are required to map in detail all
aspects of speech development. For example, in order to un-
derstand if greater temporal variability is due to less preci-
sion or simply due to increased exploration~as a result of
learning!, speech can be elicited in a scenario where children
are explicitly asked to minimize temporal variability, as in
Smith and Kenney~1994!. Direct articulatory and aerody-
namic measurements could give clearer answers regarding
development of motor control~Sharkey and Folkins, 1985;
Smith and McLeane-Muse, 1986; Stathopoulos, 1995; Yang
and Kasuya, 1994, 1995!. Although many questions in
speech development are yet to be answered, the current study
nevertheless provides a better insight into the acoustic mod-
eling of children’s speech than was available before. From
the acoustic modeling point of view, especially for develop-
ing speech applications such as automatic speech and
speaker recognition, the increased variability in children’s
speech is a fact that one has to cope with independent of its
underlying source.
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Does music performance allude to locomotion? A model of final
ritardandi derived from measurements of stopping
runnersa)
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This investigation explores the common assumption that music and motion are closely related by
comparing the stopping of running and the termination of a piece of music. Video recordings were
made of professional dancers’ stopping from running under different deceleration conditions, and
instant values of body velocity, step frequency, and step length were estimated. In decelerations that
were highly rated for aesthetic quality by a panel of choreographers, the mean body velocity could
be approximated by a square-root function of time, which is equivalent to a cubic-root function of
position. This implies a linear relationship between kinetic energy and time, i.e., a constant braking
power. The mean body velocity showed a striking similarity with the mean tempo pattern of final
ritardandi in music performances. The constant braking power was used as the basis for a model
describing both the changes of tempo in finalritardandi and the changes of velocity in runners’
decelerations. The translation of physical motion to musical tempo was realized by assuming that
velocity and musical tempo are equivalent. Two parameters were added to the model to account for
the variation observed in individualritardandi and in individual decelerations:~1! the parameterq
controlling the curvature,q53 corresponding to the runners’ deceleration, and~2! the parameter
vend for the final velocity and tempo value, respectively. A listening experiment was carried out
presenting music examples with finalritardandi according to the model with differentq values or
to an alternative function. Highest ratings were obtained for the model withq52 andq53. Out of
three functions, the model produced the best fit to individual measuredritardandi as well as to
individual decelerations. A function previously used for modeling phrase-related tempo variations
~interonset duration as a quadratic function of score position! produced the lowest ratings and the
poorest fits to individualritardandi. The results thus seem to substantiate the commonly assumed
analogies between motion and music. ©1999 Acoustical Society of America.
@S0001-4966~99!01402-2#

PACS numbers: 43.10.Ln, 43.75.St@WJS#

INTRODUCTION

Music performance is often regarded as an area of al-
most unlimited variability; different artists play the same
piece of music in very different ways. On the other hand, our
attempts to synthesize music performance~e.g., Friberg,
1995a; Sundberg, 1988! often demonstrated that if a given
performance parameter was varied beyond a narrow range,
musically unacceptable performances were obtained. Most
musicians agree on the importance of, e.g., finding the right
tempo for a piece. Also, in many cases, a consensus about
various performance parameters can be reached within an
ensemble. What is the basis for such agreement? Why is the
exact value or change of tempo so important to what is mu-
sically acceptable? Is it possible that we use a common ref-
erence taken from our extramusical experiences? Two can-
didates for such a reference have been suggested: speech and
motion. By comparing the stopping of running with the final
ritardando, this article tests the hypothesis that tempo
changes allude to locomotional patterns.

Music is commonly associated with motion. This is

manifested by the common use of motion words in descrip-
tions of music, such aslento, andante, corrente~slow, walk-
ing, running!. Truslit ~1938! even suggested that the per-
former must imagine an inner motion in order to produce a
good performance and that the listener must ‘‘hear’’ this in-
ner motion in order to appreciate the music: ‘‘Everycre-
scendo and decrescendo, every accelerandoand decele-
rando, is nothing but the manifestation of changing motion
energies, regardless of whether they are intended as pure
movement or as expression of emotion.’’@Cited from the
English synopsis by Repp~1993!.# The connection between
music and motion has been discussed in a relatively intuitive
way in numerous articles and essays partially reviewed by
Shove and Repp~1995!.

An experimental attempt to test the possibility of a direct
connection between music and motion was done by Sund-
berget al. ~1992!. The vertical-force patterns exerted by the
foot on the ground were measured for different gaits and
were then translated to sound-level envelopes of tones. These
tones were repeated in sequences with different tempos and
evaluated in three listening experiments. In one experiment,
the listeners were asked to describe the examples in any
terms. Responses relating to motion occurred in up to 50% of
the total number of responses in some cases, and was more
common~1! when the tone interonset time was the same as

a!‘‘Selected research articles’’ are ones chosen occasionally by the Editor-
in-Chief that are judged~a! to have a subject of wide acoustical interest,
and ~b! to be written for understanding by broad acoustical readership.

b!Electronic mail:$andersf, pjohan%@speech.kth.se
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the original step interonset time and~2! at tempos corre-
sponding to about 600-ms interonset time. In another experi-
ment, the listeners rated the sequences along visual analogue
scales for each of 24 motion adjectives. The result showed
that the tone sequences were classified in qualitative accor-
dance with the original gaits. Thus, information on locomo-
tion characteristics could be transferred to listeners by using
the force patterns of the foot as sound-level envelopes.

This investigation represents another attempt to directly
link locomotion to music performance. The overall strategy
was to find out if the tempo changes in finalritardandi can
be described by the same mathematical model as the velocity
changes during runners’ stopping. The article first reviews
mathematical representations of tempo and different models
that have been used for describing tempo variations in music
performance. Then, measurements and visual assessments of
runners’ decelerations are presented and compared with pre-
vious measurements of finalritardandi. After this, a math-
ematical model of the finalritardando, derived from the run-
ners’ data, is presented and evaluated. Finally, this model is
applied to individual cases of runners’ decelerations and of
final ritardandi.

I. BACKGROUND

A. Representation of tempo

Different strategies for representing tempo data have
been used in the past. Most researchers have usedscore po-
sition as the independent variable. In other words, each note
value is represented by a corresponding distance along an
axis representing score position. For example, a whole note
is represented by the distance 1, a half note by the distance
1/2, etc. Alternatively, the shortest note value occurring in
the piece is used as the unit for the score position axis. Thus,
if the shortest unit is a 16th note, the distance of 16 will
represent a whole note. The commonly used termsnominal
duration and deadpan durationare both used for durations
that exactly correspond to note values and are thus equiva-
lent to score position.

Another possibility is to usetime for the independent
variable. This was recommended by Todd~1992, 1995!, who
argued that ongoing time is more easily perceived than the
more abstract score position. There is, however, a computa-
tional problem when a given tempo curve, expressed as a
function of time, is applied to a music example that by defi-
nition is expressed in terms of score position. Therefore, it is
necessary to transform the tempo curve into a function of
score position. Unfortunately, such transformations have an
analytic solution only for some simple mathematical expres-
sions.

A dependent variabletempo, defined as the inverse of
tone interonset interval~IOI!, seems a natural choice. How-
ever,beator tone IOI have also been used.

Figure 1 shows some simpleritardandocurves and how
they appear in three different representations. The left col-
umn of panels in Fig. 1 shows tone IOI as a function of score
position x, the middle column of panels shows the same
curves transformed into tempo as a function of score posi-
tion, and the right column of panels shows the same curves

expressed as tempo as a function of time. The choice of
variables obviously affects the shape of the curve pro-
foundly. A change of the independent variable from score
position to time~mid- and right columns! results in a more
concave or less convex curvature. For example, when the
tempo is a square-root function of score position, it becomes
a linear function of time. A quadratic relation between IOI
and score position~top-left panel! has been used several
times in the past~e.g., Todd, 1985; Repp 1992b; Friberg,
1995b!. Note that this curve, when transformed into a curve
showing tempo versus score position~top-middle panel!,
starts with a convex and ends with a concave curvature.

B. Previous models of tempo variations

Sundberg and Verrillo~1980! analyzed the characteris-
tics of the final ritardando in music performances. They
measured tone IOIs in 24 performed finalritardandi in re-
cordings of baroque music and computed an average final
ritardando profile for tempo versus time. Out of these data,
they derived a model consisting of two phases, each of which

FIG. 1. Comparison of different methods of representing tempo changes
during the finalritardando using the indicated four simple functions@~a!–
~d!#. The columns show these functions plotted against alternative abscissas:
IOI as a function of positionx ~left column!, tempo as a function of position
x ~middle column!, and tempo as a function of timet ~right column!.
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showed a linear decrease of tempo when expressed as a func-
tion of score position. The length of the second phase corre-
sponded to the last musical motif of the piece.

Kronman and Sundberg~1987! found that the average
final ritardando profile could be rather accurately approxi-
mated by one single square-root function, thus abandoning
the two-phase model. They further related this function to
what they assumed to be an accurate description of the de-
crease of the footstep frequency of a stopping runner, pro-
vided there was constant body deceleration and constant step
length. This similarity suggested an interesting analogy be-
tween musical tempo and step frequency. It may be noted
that the step frequency is equivalent to velocity if the step
length is constant. However, Kronman and Sundberg used
the ritardando data by Sundberg and Verrillo, expressed as
instant tempo versus time, and compared these data with the
deceleration model expressed as step frequency versus posi-
tion. A simpler analogy would be to use time as the indepen-
dent variable in both cases. If this is done, the tempo curve
for the final ritardando becomes much less similar to the
model, as in this case the step frequency comes out as a
linear function of time.

Feldmanet al. ~1992! investigated curves of performed
accelerandiand ritardandi in five examples that were se-
lected by David Epstein from commercially available record-
ings. The authors developed a simple force model of physi-
cal motion that assumed tempo to be equivalent with
velocity. They regarded smooth beginnings and endings im-
portant characteristics of such tempo changes, and therefore
proposed that tempo should be expressed as a quadratic or
cubic function of time. These functions correspond to a lin-
ear and a quadratic change of force with time, respectively.
However, in the subsequent analysis, they used beat duration
as a function of score position instead of tempo as a function
of time, thus suggesting that these two completely different
representations could be regarded as equivalent. They fitted
their data, expressed in this new form~beat duration of score
position!, to linear, quadratic, or cubic functions. They found
the two latter alternatives reasonably appropriate to approxi-
mate these data and falsely concluded that their force model
neatly accounted for the observed tempo profiles.

Repp~1992a! measured the timing of 28 performances
of Robert Schumann’sTräumerei. The accelerando–
ritardandoshape of a salient, six-note motif was successfully
modeled by expressing tone IOI as a quadratic function of
score position. He also carried out a perceptual evaluation of
this function applied to synthesized piano performances of
the same music example~Repp, 1992b!.

Todd ~1985! presented a model of phrase-related tempo
changes in music performances. In this model, tone IOIs
were expressed as quadratic functions of score position.
Later, he proposed a modified version~Todd, 1992, 1995!
based on an analogy between velocity in physical motion and
tempo in music performance, thus implying equivalence be-
tween physical position and score position. He simply as-
sumed the deceleration and acceleration forces to be con-
stant, which implied linear variations of tempo as a function
of time ~see also Longuet-Higgins and Lisle, 1989!. It can be
noted that this case corresponds to a square-root function of

score position@Fig. 1~c! middle- and right panels#, thus simi-
lar to the model presented by Kronman and Sundberg
~1987!.

Building on Todd’s idea of a quadratic relation between
tempo and score position, coauthor A.F. developed a model
that related tempo changes to the hierarchical phrase struc-
ture ~Friberg, 1995b!. The model allowed for variations that
typically can be observed between different experts’ perfor-
mances of the same piece. Thus, when tested against Repp’s
measurements of the 28 performances ofTräumerei, the
model successfully accounted for the tempo variation at the
phrase level observed among these performances.

Summarizing, the models above have described the
shape of the tempo variations as~1! a linear change of tempo
versus score position,~2! as a quadratic change of IOI versus
score position, or~3! as a linear change of tempo versus
time. These models were based merely on assumptions re-
garding physical motion. Thus, no data were collected from
real decelerations as performed by, e.g., human runners. This
lack of reference to motion data was pointed out by Desain
and Honing~1996!, who also mentioned the likely influences
of musical structure and global tempo on the finalritar-
dando. Although human locomotion has been studied in sev-
eral investigations~Margaria, 1976; Cavagnaet al., 1988;
Alexander, 1995; Nilsson and Thorstensson, 1987; Aeet al.,
1992!, the characteristics of stopping locomotion seem to
have attracted little attention. Hence, it seemed necessary to
perform actual measurements of runners’ decelerations.

II. RUNNERS’ DECELERATION

A. Methods

1. Deceleration measurements

Professional dancers, two males and two females, were
used as subjects~Table I!. Their task was to run at predeter-
mined initial-step frequencies along a marked straight line
and to stop their running at a marked point along this line.
The subjects were not asked to think of any musical models
for their running and deceleration; actually, music was not
mentioned during the instruction of the subjects. Although
the subjects were professional dancers, neither their running
nor their decelerations appeared special in any sense.

The initial step frequencies were given in terms of
acoustical click signals provided by a metronome connected
to a loudspeaker. This signal was presented before the sub-
jects started to run and continued during the first part of their
running. Two step frequencies were selected, 2.9 and 4 Hz
~interstep intervals 340 and 250 ms, respectively!. The point
at which the subjects were supposed to start the slowing
down was either free, i.e., left to the subjects to decide, or

TABLE I. Data on the dancers who performed the analyzed decelerations.

Dancer Sex Height~cm! Weight ~kg!

M1 Male 181 75
M2 Male 180 67
F1 Female 170 49
F2 Female 165 53
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shown by a mark on the floor, 4 or 7 m from the end point.
Each condition was recorded five times, but only two of the
subjects used the free condition.

The experiment was carried out in a large hall. Stripes of
sticky reflective tape were fastened to the floor perpendicular
to the direction of running, 1-m apart at the beginning of the
running path, and at 0.1 m along the final 10 m. Such tape
stripes were also fastened to the subjects’ ankles and hips as
references. The footsteps were picked up by an audio micro-
phone and also by a set of accelerometers placed on the floor
at 2-m distances along the final 10 m of the running path.
The audio and accelerometer signals were recorded on a
TEAC PCM data recorder. The running was filmed by a
video camera and recorded on a VHS recorder.

By displaying the video recording frame by frame, the
step length could be determined with an accuracy of approxi-
mately63 cm. The audio and accelerometer recordings were
analyzed using a waveform editing program~Soundswell
Signal Workstation! allowing an accuracy of about65 ms in
determining the time intervals between the impacts of the
footsteps.

2. Rating experiment

Although the runners were all professional dancers, it
seemed unrealistic to preclude that they invariably performed
decelerations that completely corresponded to their artistic
intentions. As it seemed unwise to base a model of final
ritardandi on accidentally pathological examples of runners’
decelerations, an evaluation experiment was run. Using the
video recordings from the experimental session, an initial
assessment of the aesthetical overall quality of the decelera-
tions was carried out by a highly experienced teacher of eu-
rhythmics at the Royal College of Music, Stockholm. The
purpose of this pretest was to reduce the number of decel-
erations in the subsequent analyses.

Eight decelerations from each of the two step frequen-
cies were selected. The selection was made so as to obtain a
maximum variation with regard to subject, rating values ob-
tained in the pretest, and deceleration-distance conditions.
These 16 decelerations were copied into a video test tape,
where each deceleration appeared three times. They were
separated by 7-s pauses. The test took about 15 min and was
preceded by eight practice trials. The tape was presented to
six experienced experts in choreography and/or eurhythmics.
The judges were asked to rate overallaesthetic qualityof the
final deceleration, taking into considerationform and bal-
ance. For each of the 48 decelerations, the judges put a mark
on a 10-cm line on an answer sheet where the left end rep-
resented ‘‘Extremely unaesthetic’’ and the right end ‘‘Ex-
tremely aesthetic.’’

B. Results

1. Rating experiment

Table II summarizes the test result in terms of ratings
averaged across replications and judges and the correspond-
ing standard deviations. The table shows that the judges did
not clearly prefer any particular step frequency or decelera-
tion distance.

Figure 2 shows the ordered-mean ratings for all the de-
celerations. The difference in mean rating was small between
the stimuli that were rated high and greater between those
which rated low. Thus, the curve showed a slight trend to a
discontinuity between rank-order numbers 12 and 13. One
male dancer, M2, produced all four lowest-rated decelera-
tions. Most of these four decelerations exhibited irregulari-
ties in step-frequency patterns during the deceleration, as
seen in the right-top graph in Fig. 3, and were omitted in the
computation of average decelerations.

2. Deceleration patterns

Figure 3 shows instant-step frequency~inverse of inter-
step duration! and the associated step length for the two de-
celerations that the judges rated highest. To give an idea of
the variation in the data, the two lowest-rated decelerations
are also included in this figure. The decelerations mostly
included six to ten steps. The step-frequency patterns varied
widely among the 16 decelerations, some decreasing slightly,

TABLE II. Ratings, averaged across repetitions and judges, of the aestheti-
cal quality of the decelerations, listed in rank order.

Runner

Initial-step
frequency

~Hz!

Deceleration
distance condition

~m!

Mean
rating
~cm!

s.d.
~cm! Rank

M1 2.9 7 6.3 2.5 1
M1 2.9 4 6.3 2.2 2
M1 4 7 6.2 2.5 3
F2 2.9 free 5.9 2.5 4
F2 2.9 free 5.8 2.5 5
F2 4 free 5.8 1.9 6
F2 4 free 5.6 2.7 7
F1 2.9 free 5.3 2.4 8
F1 2.9 free 5 2.3 9
F2 4 4 4.8 2.1 10
F1 4 free 4.4 2.5 11
F1 4 free 4.2 2.3 12
M2 2.9 7 3.5 2.3 13
M2 4 7 2.7 1.8 14
M2 2.9 4 2.6 2 15
M2 4 4 1.5 1.8 16

FIG. 2. Rank-ordered mean ratings obtained from the experiment where
experts rated the aesthetical quality of runners’ decelerations.
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some remaining basically constant, and some even increas-
ing toward the end of the deceleration, thus clearly negating
the possibility that the change in step frequency serves as the
model for the tempo change in finalritardandi. The step
length, by contrast, decreased gradually toward the end of
the deceleration in all cases. Thus, the slowing down was
achieved mainly by decreasing the step length, an observa-
tion which is in good agreement with previous findings on
the relation between step length and speed of locomotion
~Alexander and Maloiy, 1984; Cavagnaet al., 1988!.

Figure 4 shows velocity versus distance to the point of
stop for the same decelerations as in Fig. 3. Instant velocity
was estimated at each step by dividing the step length with
the step duration. The position of each velocity estimation
was taken as the middle value between two step positions.
The number of velocity estimations ranged from six to eight
points and the estimated deceleration distance ranged from
5.9 to 8.2 m in the 12 decelerations. The normalized velocity
versus normalized position for all 16 decelerations are shown
in the Appendix, Fig. A2.

As the number of velocity data for each deceleration
was comparatively small, an average was computed for the
12 highest-ranked decelerations~mean ratings.4!. Two
average-velocity curves were computed: one curve with po-
sition and one curve with time as the independent variable.
In both cases, each of the 12 velocity curves was normalized
with respect to the first estimated-velocity value and with

respect to the associated position and time, respectively. Ve-
locity values between data points were obtained by linear
interpolation. The means were computed by sampling these
interpolated normalized curves at 20 equidistant steps of po-
sition or time.

The resulting normalized mean velocity as a function of
normalized position is shown in Fig. 5~a!. The values of 0
and 1 on the abscissa correspond to the starting and the ter-
mination of the deceleration, respectively. The bars mark the
95%-confidence interval for the estimation of the mean at the
sampled positions.

The mean-velocity pattern, when plotted as a function of
normalized time, is very similar to that of the normalized
meanritardandocurve of Sundberg and Verrillo~1980!, see
Fig. 5~b!. This supports previous suggestions that there is
equivalence between velocity and tempo~Todd, 1992, 1995;
Feldmanet al., 1992!. Note that, for reasons of comparison,
the abscissa is normalized time. The match was obtained
after scaling the abscissa of the velocity curve by a factor of
1.13. This value was found on a trial-and-error basis. The use
of a scaling factor is motivated by the fact that, obviously, a
ritardando curve can never reach a normalized tempo value
of zero since it corresponds to an infinite note duration.

Kronman and Sundberg~1987! assumed that the decel-
eration force is constant during a deceleration of running~see
also Todd, 1995!. This implies that velocity is a straight line
if time is used as the independent variable. As seen in Fig.

FIG. 3. Instant-step frequency~filled circles! and step-length~open triangles! patterns for the two highest-~left! and the two lowest-~right! rated decelerations.
The initial values of step frequency~F!, deceleration length~L!, and the mean rating~MRt! of the deceleration are shown above each panel.
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5~b!, this was not the case. However, the square of the ve-
locity, i.e., the kinetic energy, is close to a straight-line func-
tion of time as shown in Fig. 5~c!. Note that the straight-line
approximation of the data point passes very close to the cor-
ners of the square in this figure. The close agreement be-
tween the data points and the line implies that the decelera-
tion powerwas approximately constant throughout the entire
deceleration. Individual velocity curves will be analyzed be-
low in terms of how well our model fits the data.

C. Discussion of decelerations

An important question is to what extent the obtained
velocity curves were specific to the experimental conditions
in the recording session. Obviously we would have obtained
quite different deceleration curves if the dancers had been
running on a slippery surface, such as ice. The recordings
were made in a gymnasium, where the floor has a compara-
tively large friction and thus should not have caused any
abnormality in the deceleration data. Furthermore, in the rat-
ing experiment no preference was observed for any specific
condition regarding step frequency or deceleration distance.
Thus, our mean-velocity curve can be assumed to be reason-
ably representative for the stopping of running.

It could be argued that dancers are biased subjects in an
experiment with the present aim, being prone to adopt the
typical patterns of classical choreographic art. On the other
hand, in the video recordings no tendency to use any special
locomotion patterns could be seen. It could also be argued

that professional dancers are a typical subjects as they have
been specially trained to move in synchrony with music.
However, professional dancers share with almost anyone the
experience of moving to music, since dancing is a very com-
monly enjoyed form of social life.

To rate the aesthetical quality of a runner’s deceleration
implies the task of giving a global assessment of a stimulus
possessing many dimensions, such as coordination of limb
movements, posture, etc.~Todd, 1983!. In our case, this
would have contributed to the comparatively high standard
deviations of the ratings. The judges may have attributed
different degrees of importance to various aspects of a given
deceleration. Still, the rating experiment seemed to serve its
main purpose, viz., to identify decelerations that appeared
particularly unaesthetical to expert judges.

When plotted in rank order, the distribution of the rat-
ings showed a slight trend to an elbow-like curve. It is inter-
esting that a similar curve was found when, in a quite differ-
ent experiment, experts rated hoarseness and other voice
characteristics in children’s voices~Sederholmet al., 1993!.
In both these rating experiments, the notion of acceptability/
unacceptability of a multidimensional stimulus was probably
relevant.

III. MODEL

A basis for the construction of our model for finalritar-
dandi was the assumption that the deceleration power was
constant in a runner’s deceleration~vide supra!. This implies

FIG. 4. Instant-velocity patterns for the decelerations shown in Fig. 3. The initial values of step frequency~F!, deceleration length~L!, and the mean rating
~MRt! of the deceleration are shown above each panel.
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that the kinetic energy is a linear function of time and, since
kinetic energy is proportional to velocity squared, velocity
will be proportional to a square-root function of time. Letv
be velocity~tempo!, x be position~score position!, then

v5
dx

dt
;At. ~1!

Primarily for practical purposes discussed above,x was cho-
sen as the independent variable. Integratingv with respect to
t, solving for t, and substitutingt in Eq. ~1!, we obtain

v~x!;x1/3.

Thus, velocity~tempo! is proportional to the cubic root of
position ~score position!. Reinspection of the individualri-
tardandianalyzed by Sundberg and Verrillo~1980! revealed
variation with regard to the overall curvature. To account for
this variation, a curvature parameterq was introduced

v~x!;x1/q.

By changing the constantq, a number of different curvatures
can be obtained, including the runners’ mean deceleration
(q53) as well as the previously mentioned square-root
function (q52).

Unlike velocity in locomotion, the tempo never reaches
zero in music, if tempo is defined as the inverse of tone IOI.
This implies the need for a second parameter, the final tempo
vend. The resulting model of the tempo (v) as a function of
score position~x! was defined as

v~x!5@11~vend
q 21!x#1/q. ~2!

Here, tempo andvend are normalized with respect to the pre-
ritardando tempo vpre and position is normalized with re-
spect to totalritardando length measured in score units.
Score positionx50 corresponds to the start position of the
ritardandoandx51 to the onset of the last note. Thus,v51
at x50 andv5vend at x51. Figure 6 shows the resulting
tempo curves for four differentq values. The values ofq51,
q52, andq53 correspond to~a! a linear function ofx, ~b! a
square-root function ofx ~i.e., a linear function oft!, as pro-

FIG. 5. ~a! Normalized mean velocity for the 12 highest-ranked decelera-
tions as function of normalized score position. The bars mark the 95%-
confidence interval.~b! Normalized mean velocity for the 12 highest-ranked
decelerations as a function of normalized time~solid line! and mean nor-
malized ritardando tempo versus normalized time according to Sundberg
and Verrillo ~1980!. The former curve was obtained after scaling the time
values by a factor of 1.13, see the text.~c! Squared normalized mean veloc-
ity for the 12 highest-ranked decelerations as a function of time. The line
shows the best linear fit.

FIG. 6. Theritardandomodel with four differentq values (q51,2,3,4) and
the quadratic IOI function. The final tempo was fixed atvend50.3. These
five curves were used in the listening experiment.
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posed earlier by Kronman and Sundberg, and Todd, and~c!
the approximation of runners’ deceleration, respectively.

The translation from the continuous curve to discrete
tones can be realized by integrating the inverse of the tempo
function in Eq.~2!:

E 1

v
5E dt

dx
5E @11~vend

q 21!x#21/q.

Let k5vend
q 21. Then, we obtain time as a function of score

position

t~x!5
q~11kx!~q21!/q2q

~q21!k
, q.1. ~3!

The integration constant was determined by settingt(0)
50. The IOI of a tone is given by the time difference for the
x values corresponding to the onset of the tone (x1) to the
onset of the following tone (x2).

IOI5t~x2!2t~x1!

5
q~11kx2!~q21!/q2q~11kx1!~q21!/q

~q21!k
. ~4!

The advantage of usingt(x) to determine the tone durations
is that it is independent of note values. For example, four
sixteenth notes will add up exactly to the duration of one
quarter note. It means that Eq.~4! can be applied on each
voice in a polyphonic example and at the same time keep the
synchrony. This is not the case if IOI is obtained by inverting
the tempo value obtained from the continuous tempo curve
at, e.g., the onset position of the tone.

The model@Eq. ~2!# has the advantage that it is easy to
transform, if time instead of position is preferred as the in-
dependent variable. Tempo as a function of time can be ob-
tained by solving Eq.~3! for x and substituting the result in
Eq. ~2!

v~ t !5@11~vend
q2121!t#1/~q21!.

Note that this equation is essentially the same as Eq.~2!,
with the value ofq decreased by one.

A. Perceptual evaluation of the model

A listening experiment was performed to assess the pre-
ferred curvature valueq in different music examples. The
previously mentioned curve with IOI as a quadratic function
of score position was included as an additional alternative.

1. Stimuli and procedure

Three different music examples were used, two excerpts
from pieces by J. S. Bach and one sequence of two alternat-
ing notes a minor second apart, see Table III. In both Bach
examples, theritardando was applied to an unbroken se-
quence of notes of equal note values. These examples were
chosen for evaluating theritardando in musically realistic
contexts, while the minor second example was chosen to
attain a minimum of musical content without destroying the
perception of theritardando curve. When informally listen-
ing to the examples, the authors found that a simple tone
repetition was not enough to differentiate the curvatures.

Four differentq values (q51,2,3,4) were used for the
ritardando model@Eq. ~2!#. For the phrasing curve with IOI
as a quadratic function of score position, the expression

v~x!5
1

~1/vend21!x211
, vend.0

was used, see Fig. 6.
The pre-ritardando tempo (vpre), ritardando length, and

final tempo (vend) were fixed for each music example
throughout the test~see Table III!, and determined according
to the advice of two professional musicians, Lars Fryde´n and
Monica Thomasson, who listened to different alternatives. In
all examples, theritardando started at the first note onset
occurring at least at 1.3 s, as measured in pre-ritardando
note duration, preceding the last note.

When informally listening to the examples, it was found
that the IOI of the penultimate note was important to the
perceived magnitude of theritardando. The method de-
scribed above@Eq. ~4!# for translation of the continuous-
tempo function to discrete-note IOI did not allow specifica-
tion of an exact value for the lengthening of the penultimate
note ~i.e., if the vend50.4, the duration of the penultimate
will not be DR51/0.4!. Therefore, a second normalization
was performed so that the IOI of the penultimate note was
set to 1/(vend* vpre).

Special attention also had to be paid to the last note. Its
note value is sometimes the same as that of the preceding
note, but sometimes considerably longer. In the latter case,
no further prolongation of the last note is necessary. On the
contrary, such long final notes can even be shortened in a
real performance. In the test, the duration of the final note
was simply set to 1.25 times the IOI of the penultimate note
~m2 example!. However, if the last note was already longer
than this, it was left unchanged~E2P and WIP examples!.

Lacking information about the relation between tempo
and dynamics in finalritardandi, the music examples were
played on sampler synthesis of a harpsichord~SampleCell!.
The ritardando model was implemented in theDIRECTOR

MUSICESprogram~Friberg, 1995a! on a Macintosh computer.
The examples were recorded on a DAT tape with some arti-
ficial reverberation~Yamaha REV7!. All judges listened to
the tape over earphones adjusted to a comfortable listening
level.

The test tape contained 51 examples. The first six ex-
amples were selected from the following and were used for

TABLE III. Music examples used in the listening experiment. The tempo
before theritardando (vpre) and at the end (vend), normalized with respect
to vpre, are also listed.

Music example Abbreviation
vpre

~shortest notes/s! vend

J. S. Bach: Eng. Suite 2 Prel.,
last 5 meas.

E2P 6.48 0.3

J. S. Bach: Wohltemp. clav. I
Prel. 1, last 5 meas.

WIP 4.47 0.4

minor second sequence
~Db4–C4–Db4–C4–Db4
–C4–,...,Db4!, 21 notes total

m2 5 0.4
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practice trials only. The remaining 45 examples (5
curves33 music examples33 repetitions) were presented in
random order. The entire test tape took 17 min.

The judges were asked to mark on a 10-cm-long visual
analogue scale on an answering sheet how musical they
found the performance of theritardando. The endpoints of
the line were labeled ‘‘extremely good’’ and ‘‘extremely
bad.’’ The listeners were also instructed to try to ignore the
performance of the music preceding theritardando as well
as the length of the final note, since these parameters did not
change with tempo curvature. The rating values used in the
subsequent analysis was defined as the length in mm from
the extremely bad endpoint, i.e., the betterritardando, the
higher the rating value.

2. Judges

A basic hypothesis was that theritardandoalludes to the
stopping of locomotion and hence should be familiar not
only to professional musicians playing classical repertoire.
Therefore, 19 students were used as judges, all taking the
course in music acoustics at the Royal Institute of Technol-
ogy. After the test, they answered a questionnaire about their
musical background. The questionnaire asked if they had ex-
perience performing music, if so, what instrument, how
many years of performing, how many hours per week, and in
which music styles. In addition, they could make any general
comment about the test.

According to the answers from the questionnaire, most
of the judges could be considered as amateur musicians.
Nine judges reported that they had some experience of clas-
sical music. One of these had professional experience as a
classical musician. Most judges found the test quite difficult,
except the professional player. Thus, the task was difficult
for listeners lacking previous experience with performance
of ritardandi on a professional level.

3. Results

Using the judges’ ratings as the dependent variable, the
results were submitted to a repeated-measures analysis of
variance performed by theSUPERANOVA 1.11 program for
Macintosh. The within factors were 5 curves
33 music examples33 repetitions. Despite the reported dif-

ficulty of the test, the main effect of curve was highly sig-
nificant (p,0.0001), indicating that the judges clearly could
differentiate the curves.

The main effect of music example was significant (p
,0.0001); thus, theritardandi were rated differently de-
pending on the music examples. There was also a significant
effect of repetition (p,0.015). No interaction terms were
significant. The main effect of music example and repetition
disappeared when the m2 example was excluded from the
analysis. The fact that there was a strong effect of repetition
only in the case of the m2 example may indicate that this
example had a strange musical content to which, however,
the listeners gradually became accustomed.

The mean ratings for the different curvatures are shown
in Fig. 7. They reveal that the two curvatures that received
the highest ratings originated from the model withq52 and
q53. The first value corresponds to the model supported by
Kronman and Sundberg~1987! and by Todd~1992, 1995!,
while the second value corresponds to the curvature derived
from runners’ decelerations. Both for higher and lowerq
values and the quadratic IOI, the mean ratings were lower.
This was confirmed by a highly significant contrast analysis
resulting from a comparison of the casesq52 andq53 with
the three remaining alternatives (p,0.0001).

Figure 8, showing the means for each music example

FIG. 7. Overall ratings, averaged across listeners, music examples, and rep-
etitions, of the different curvatures used in the test. The bars indicate the
positive parts of a 95%-confidence interval.

FIG. 8. Mean ratings for the interaction of music ex-
ample and type ofritardando curve. The bars indicate
the positive parts of a 95%-confidence interval.
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and curve, offers a more detailed representation of the re-
sults. First, it can be noted that for all curves the minor
second example was rated much lower than the other ex-
amples. Obviously, despite the instruction to concentrate on
the ritardando, the judges were unable to disregard the mu-
sical context. Second, the maximum rating was obtained for
theq52 curve in the E2P example and for theq53 curve in
the WIP example. This suggests that the optimum curve is
dependent on the music example. A contrast analysis com-
paringq52 for E2P andq53 for WIP with q53 for E2P
and q52 for WIP showed a barely significant difference
(p,0.04). Further testing with more-skilled listeners is
needed to further confirm this hypothesis.

B. Matching the model to measurements

In a previous section, the runners’ deceleration was
found to fit well with the averageritardandocurve. Here, the
ability of the model to fit performed mean and individual
ritardandi as well as runner’s mean and individual decelera-
tions will be examined.

The q andvend parameters in the model, defined in Eq.
~2!, were varied by means of the solver function in Microsoft
EXCEL 7.0, such that the sum of the squared distances be-
tween the model and the measured data was minimized. The
normalization of measuredritardandi and decelerations were
done relative to the first value. It means that a slight offset of
the first value affects all remaining values. Therefore, an ad-
ditional third parameter,voffset, was varied in the optimizing
process, which added a constant to the model.

1. Average curves

As an initial check of previous results, the model was
fitted to the curves for the meanritardando and the mean
deceleration, see Fig. 9. The fit is good in both cases. In the
case of the deceleration curve, however, this was expected,
as the model was originally derived from this curve. Figure 9
also specifies the optimal values of the parametersq and
vend. For both cases, theq values were close to 3.

2. Individual ritardandi measured by Sundberg and
Verrillo

The model was also fitted to individualritardandi taken
from the original raw data by Sundberg and Verrillo. In a
ritardando, local lengthenings and shortenings of individual
tones frequently occur, depending on musical context. Such
local departures from the mainritardandocurve increase the
scatter in the fitted-parameter values. Therefore, to improve
the reliability of the fitted-curvature data, onlyritardandi
with a smooth shape were selected, which contained a mini-
mum of individual note departures. Thus, only the perfor-
mances with at least six consecutive final notes with mono-
tonically increasing IOIs were used. In this way, 12 final
ritardandi were selected out of a possible total of 22, all by
J. S. Bach, see Table IV. Apart from the present model, two
other alternatives were tried. As note IOI is frequently as-
sumed to be a quadratic function of score position, one al-
ternative was a quadratic polynomial in which the three pa-
rameters were fitted to measured IOIs~henceforth, quadratic
IOI!. In the other alternative, a similar quadratic function
was used to approximate the tempo rather than note IOI
~henceforth, quadratic tempo!. The fitted-model parameter
values and the resulting determination coefficients (r 2) for
the 12 examples are listed in Table IV. The model fitted to
the 12 examples is plotted in the Appendix~Fig. A1!. A
comparison of the model and the two alternatives fitted to the
first music example~WIP! is shown in Fig. 10. Notice that
the quadratic IOI has the undesired property of an initial
tempo increase. A more realistic model for the quadratic IOI
would be to restrict the tempo to be decreasing. This would
make for an even poorer fit.

As shown in Table IV, the meanq value (q52.8) is
very close to the initial value ofq53 that was derived from
the runners’ decelerations. Note that example WIP was also
used in the listening experiment above. It received aq value
of 2.5 that is just in the middle of the listeners’ preference, as
seen in Fig. 7. However,q varied substantially between ex-
amples. Indeed, two examples yieldedq51.2, i.e., the tempo
decreased almost linearly with score position, and in three
examples,q exceeded the value of four. Such low and high

FIG. 9. Left panel: The model~solid line! fitted to the meanritardando curve ~diamonds! from Sundberg and Verrillo. Right panel: The model~solid line!
fitted to the mean velocity curve~diamonds! of the runners’ deceleration. Note that time rather than position is used as the independent variable. The
model-parameter values used and the resulting determination coefficient are also shown.
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values ofq received low ratings in the listening test above
~using other examples!, yet were obviously acceptable in
these performances. This supports the assumption above that
the optimalritardando curve depends on some characteris-
tics of the music example, e.g., musical structure or tempo.

The final tempovend varied comparatively less, between
32% and 51% of the initial tempo. Desain and Honing
~1996! suggested that the final tempo might be dependent on
the global tempo. However, no indication of this was found
in the present data. There was no correlation between the
final tempo (vend) and the pre-ritardando tempo (T̄) as de-
fined by Sundberg and Verrillo (r 520.02).

Our model produced the highest mean correlation with
the measurements~meanr 250.98!. A t-test comparing the
meanr 2 for the model and the meanr 2 for the quadratic IOI
alternative yielded a significant difference (p,0.003): this
means that, on average, the model approximated the mea-
suredritardandi better than the quadratic IOI.

The correlation was slightly better for the model than for
the quadratic tempo, but this difference was not significant.
With regard to the shortestritardandi, consisting of no more
than six notes, it could be argued that many slightly curved

functions would offer a good fit. Longerritardandi, on the
other hand, often exhibited a more pronounced tempo de-
crease at the end than in the beginning. The model also ac-
counted for such cases provided a relatively high value ofq
was used, see Fig. 11~this example is not included in Table
IV !. The quadratic-tempo function, however, failed to pro-
duce the characteristic increased curvature toward the end of
the ritardando.

3. Individual ritardandi measured by Feldman,
Epstein, and Richards

Feldmanet al. ~1992! measured tworitardandi in per-
formances of orchestral music. Theseritardandi occurred
within the pieces, i.e., not in a final position. Also, they were
clearly longer than the finalritardandi considered above, and
were measured at the beat level instead at the note level. The
three functions presented above were fitted to their example,
which had the smoother shape, see Fig. 12~sample 1: A.
Dvořák, Slavonic dance, op 48:8, measures 243–272!. De-
spite the difference in style, length, and context, the result is
similar to that observed for theritardandoshown in Fig. 11.

TABLE IV. Model parameters~q, vend, voffset! producing the best fit of individualritardandi for 12 music
examples measured by Sundberg and Verrillo~1980!. The number of notes included in theritardando is listed
in the second column. The resulting determination coefficients are given in the column marked Model. The two
rightmost columns show the determination coefficientsr 2 obtained for the two alternatives tried, the quadratic
interonset interval~IOI!, and the quadratic tempo~see the text!.

Fitted-model parameters Determination coefficients (r 2)

Music examples Notes q vend voffset Model Quadratic IOI Quadratic tempo

W. clav I Prel. 1~WIP! 10 2.5 0.32 0.005 0.982 0.927 0.975
W. clav II Prel. 1~WP1! 8 2.1 0.37 0.0001 0.980 0.989 0.983
W. clav II Prel. 2~WP2! 7 2.4 0.51 0.03 0.967 0.989 0.977
W. clav II Fug. 3~WF3! 6 1.2 0.48 20.03 0.969 0.951 0.968
W. clav II Fug. 5~WF5a! 7 4.2 0.50 0.01 0.995 0.970 0.995
W. clav II Fug. 5~WF5b! 8 2.6 0.37 20.02 0.975 0.919 0.966
Eng. Suite 1 Allem.~E1A! 6 2.0 0.45 20.03 0.982 0.943 0.978
Eng. Suite 2 Allem.~E2A! 11 3.7 0.37 0.02 0.975 0.927 0.980
Fr. Suite 4 Cour.~F4C! 6 4.2 0.50 0.02 0.991 0.959 0.986
Fr. Suite 6 Allem.~F6A! 7 2.4 0.45 0.02 0.981 0.965 0.979
Fr. Suite 6 Cour.~F6C! 7 5.0 0.46 20.008 0.994 0.902 0.959
Italian Conc. Mvt. 3~IC3! 7 1.2 0.34 20.01 0.970 0.961 0.970

Mean 2.8 0.43 0.001 0.980 0.950 0.976
s.d. 1.2 0.07 0.02 0.01 0.03 0.01

FIG. 10. Model~left!, quadratic tempo~middle!, and quadratic IOI~right! functions fitted to theritardando data from music example WIP. The model
parameters used are presented in Table IV.
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Again, the model produced the best fit, slightly better than
that of the quadratic-tempo function, especially in the end of
the ritardando. The fit obtained with the quadratic IOI was
the worst. It is noteworthy that Feldmanet al. would have
obtained much better fits if they had applied quadratic or
cubic functions to tempo as a function of time~as they had
suggested in the first part of their paper! rather than to IOI of
score position.

4. Individual decelerations of runners

Table V presents the model and a quadratic-velocity
function fitted to each of the 16 decelerations in Table II.
The model fitted to the 16 examples is plotted in the Appen-
dix ~Fig. A2!. According to the determination coefficients,
also shown in Table V, the model matched the data better for
the 12 highest-ranked decelerations. A two-tailedt-test re-
vealed that the means of the determination coefficientsr 2

differed significantly (p,0.02) between the model and the
quadratic-velocity function.

For the four decelerations that were discarded for rea-
sons of low visual rating~Table V, rank 13–16!, the deter-
mination coefficients for the model were significantly lower
~two-tailed t-test, p,0.005! than those of the group of 12,
higher-rated decelerations~mean r 250.975 and 0.990, re-
spectively!. On the other hand, when fitting the quadratic
function to these four decelerations, no significant change of
r 2 was observed~meanr 250.979 and 0.978, respectively!.

Thus, a high rating in the visual experiment corresponded to
a good fit of the model, but this correspondence was not
found if quadratic velocity was used.

IV. GENERAL DISCUSSION

In discussing the model proposed here for descriptions
of final ritardandi and runners’ decelerations, certain limita-
tions should be kept in mind. The start of the finalritardando
is difficult to identify in measurements, particularly in cases
of a smooth onset. Perceptually a smooth onset of theritar-
dandois important, as mentioned. For example, informal lis-
tening tests revealed that the onset of theritardandowas far
too abrupt when a linear tempo function of score position
was applied. For the examples in Table IV, we identified the
ritardando onset by means of a rigorously applied rule; that
all tones after the onset must show a progressively decreas-
ing tempo. This rule may yield delays of the point of onset in
some cases, which leads to an underestimation of the value
of q.

There are also other limitations. The perception of a fi-
nal ritardando may depend not only on tempo changes, but
also on dynamic changes. This parameter was not analyzed
in the present investigation. Another important factor is its
total length. What is considered an appropriateritardando
may also depend on the instrument played. In view of the
analogies suggested by our findings between music and lo-

FIG. 11. Model~left!, quadratic tempo~middle!, and quadratic IOI~right! functions fitted to a comparatively longritardando measured in a performance of
music example WP 19. This example was not included in Table IV. Note that the increased curvature in the end of theritardandocould not be modeled with
a quadratic-tempo function.

FIG. 12. Model~left!, quadratic tempo~middle!, and quadratic IOI~right! functions fitted to aritardando measured by Feldmanet al. ~1992!.
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comotion, it would be tempting to explore possible musical
equivalents of, e.g., inertia and its effect on the finalritar-
dando.

It appeared that it was more difficult for the listeners to
differentiate the tempo curves in a musically unnatural ex-
ample. In selecting the music examples for the listening test,
the authors frequently noted that the perceived character of
the different curves was well exposed by real music ex-
amples but almost impossible to distinguish in unrealistic,
simple examples, such as a sequence of tone repetitions. On
the other hand, the tempo curve seems to originate from the
paramount experience of locomotion. Maybe the musical un-
naturalness of such examples distracts the listener’s attention
from the tempo curve. In any event, realistic musical ex-
amples seem crucial for a correct evaluation of any music
performance model.

The quadratic IOI curve gave the poorest results, both in
the listening experiment and in the curve fittings. This was
surprising, since it had been successfully applied to describe
tempo curves associated with phrasing~Todd, 1985; Repp,
1992b; Friberg, 1995b; Penel and Drake, 1998!. Trans-
formed to tempo as a function of score position, the qua-
dratic IOI curve assumes a shape characterized by a gradual
decrease of the curve steepness, as was illustrated in Fig. 1.
If translated to velocity in locomotion, such a curve shape
would imply that the runner refrains from spending energy
on reduction of speed toward the end of the deceleration
process, thus suggesting a continuation of the movement.
This message appears quite appropriate at phrase endings;
the music will continue beyond the phrase boundary. Indeed,
according to informal listening tests the impression of an

approaching final stop disappeared when the quadratic IOI
curve was used for finalritardandi; it was no more obvious
that the last tone really was the last.

A factor of possible relevance to our results is musical
style. The measurements and fittings in which the quadratic
IOI was used mainly concerned romantic classical music,
while the present finalritardando model was mostly tested
on baroque music@except for sample 1 from Feldmanet al.
~1992!, which was composed by Dvorˇák#. It is also possible
that the poor success of the quadratic IOI alternative re-
flected that these two music styles are associated with differ-
ent types of motion.

Surprisingly, we found two cases ofq51.2 in the fit-
tings of the individualritardandi, i.e., the tempo decreased
almost linearly with score position. Such a curve (q51) was
rated low in the listening experiment~applied on different
examples!. Also, when applied in informal tests to a variety
of music examples, this curve sounded musically unaccept-
able. As with the quadratic IOI one problem was that the
piece did not appear to approach a final stop during the last
part of theritardando.

Why does our model work? The two casesq52 and
q53, which received the highest ratings in the listening ex-
periment, have a very simple form in terms of locomotion;
the former implies that the braking force is constant while
the latter implies that the braking power is constant. Such
simple relations would facilitate prediction of the point of
final stop.

The deceleration power was found to be approximately
constant throughout the entire deceleration process. Thus, the
dancers’ velocity patterns appeared to be well planned,
which should enable a spectator to predict the point of final
stop. The similarity between the velocity curves and the
tempo curves for theritardandosupports the hypothesis that
the ritardando is an allusion to the stopping of running. Pre-
dictability of the instant at which the final tone appears in a
piece of music is important not only to the players but prob-
ably also to the listeners. It is possible that the time of ap-
pearance of the final tone becomes predictable in music lis-
tening because of the similarity between the finalritardando
and a runner’s deceleration curve.

This investigation explored one possibility to analyze
the relations between music and motion, but there are also
other alternatives. For example, comparisons between hand-
movement patterns, such as during conducting, and local
tempo patterns might offer further interesting insights into
the similarities between motion and music.

V. CONCLUSION

The mean instant velocity during runners’ decelerations,
perceived as aesthetically pleasing, can be accurately de-
scribed by a square-root function of time. This implies that
the runner is supplying a constant amount of deceleration
power throughout the entire deceleration process. Such a de-
celeration pattern is strikingly similar to a curve representing
the mean instant tempo versus time in finalritardandi of
musical performances.

A model of the finalritardando was derived from run-
ners’ mean-deceleration curve, assuming constant decelera-

TABLE V. Model parameters~q, vend, voffset! producing the best fit of 16
individual decelerations produced by the dancers. The decelerations are
listed in rank order according to the mean rating of aesthetic quality. The
resulting determination coefficients are given in the column marked Model.
The two rightmost columns show the determination coefficientsr 2 obtained
for the model and for the quadratic velocity alternative. The first 12 decel-
erations~Rank 1–12! were used for calculating the average deceleration
pattern.

Deceleration Fitted model parameters Determination coefficient (r 2)

Rank q vend voffset Model Quadratic velocity

1 2.7 0.25 20.02 0.989 0.975
2 2.7 0.33 20.02 0.991 0.976
3 3.4 0.20 0.01 0.978 0.939
4 3.3 0.39 0.03 0.980 0.991
5 2.9 0.27 0.005 0.994 0.985
6 1.8 0.36 0.01 0.999 0.999
7 3.2 0.33 0.003 0.985 0.978
8 2.1 0.20 0.03 0.990 0.998
9 2.7 0.13 20.006 0.996 0.962

10 2.7 0.31 0.003 0.988 0.976
11 3.4 0.32 0.01 0.995 0.981
12 2.7 0.21 20.02 0.996 0.973

Mean ~1–12! 2.8 0.27 0.004 0.990 0.978
s.d. 0.5 0.08 0.02 0.006 0.016

13 2.5 0.08 0.07 0.965 0.966
14 3.0 0.35 0.007 0.992 0.989
15 2.7 0.16 0.07 0.974 0.989
16 2.0 0.29 0.03 0.968 0.972

Mean ~13–16! 2.6 0.22 0.05 0.975 0.979
s.d. 0.4 0.12 0.03 0.012 0.012
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tion power. By introducing two main parameters,q for cur-
vature andvend for the end value, this model could well
describe the average tempo curve in finalritardandi, the av-
erage velocity curve of runners’ decelerations, as well as
individual final ritardandi, and runners’ individual decelera-
tions. These findings substantiate the common assumption
that locomotion and music are related.

A perceptual evaluation of the model indicated that lis-
teners preferredq values equal to 2 and 3. The case ofq
53 corresponds to the average velocity of the runners’ de-
celerations, whileq52 corresponds to a previously proposed
model for finalritardandi ~Kronman and Sundberg, 1987! as
well as to Todd’s model for phrase-related tempo curves
~Todd, 1992, 1995!. However, in some individualritardandi
the curvature parameterq deviated from the values preferred
in the listening experiment, thus suggesting influence of mu-
sical factors. Previous investigations have revealed that the
tempo variation related to musical phrases can be described
by expressing the IOI duration as a quadratic function of
score position. This alternative yielded poor results, both in

the listening experiment and in the attempts to match indi-
vidual measuredritardandi.
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APPENDIX

FIG. A1. The model~solid line! fitted to each of the 12 finalritardandi ~diamonds! selected from the Sundberg and Verrillo investigation. The vertical axis
represents normalized tempo and the horizontal axis, normalized score position. The model parameters used are presented in Table IV.
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Acoust. Soc. Am.92, 2546–2568.

Repp, B. H.~1992b!. ‘‘A constraint on the expressive timing of a melodic
gesture: Evidence from performance and aesthetic judgement,’’ Music
Percept.10„2…, 221–242.

Repp, B. H.~1993!. ‘‘Music as motion: a synopsis of Alexander Truslit’s
~1938! ‘Gestaltung und Bewegung in der Musik,’ ’’ Psychol. Music21~1!,
48–72.

Sederholm, E., McAllister, A., Sundberg, J., and Dahlkvist, J.~1993!. ‘‘Per-
ceptual analysis of child hoarseness using continuous scales,’’ Scand. J.
Log. Phon.18, 73–82.

Shove, P., and Repp, B. H.~1995!. ‘‘Musical motion and performance:

theoretical and empirical perspectives,’’ inThe Practice of Performance:
Studies in Musical Interpretation, edited by J. Rink~Cambridge U.P.,
Cambridge!, 55–83.

Sundberg, J.~1988!. ‘‘Computer synthesis of music performance,’’ inGen-
erative Processes in Music, edited by J. A. Sloboda~Clarendon, Oxford!,
52–69.

Sundberg, J., Friberg, A., and Fryde´n, L. ~1992!. ‘‘Music and locomotion. A
study of the perception of tones with level envelopes replicating force
patterns of walking,’’ KTH Speech Transmission Laboratory Quarterly
Progress and Status Report,4/1992, 109–122.

Sundberg, J., and Verrillo, V.~1980!. ‘‘On the anatomy of the ritard: A
study of timing in music,’’ J. Acoust. Soc. Am.68, 772–779.

Todd, J. T.~1983!. ‘‘Perception of gait,’’ J. Exp. Psychol.: Human Percept.
Performance9~1!, 31–42.

Todd, N. P. McA.~1985!. ‘‘A model of expressive timing in tonal music,’’
Music Percept.3, 33–58.

Todd, N. P. McA.~1992!. ‘‘The dynamics of dynamics: A model of musical
expression,’’ J. Acoust. Soc. Am.91, 3540–3550.

Todd, N. P. McA. ~1995!. ‘‘The kinematics of musical expression,’’ J.
Acoust. Soc. Am.97, 1940–1949.

Truslit, A. ~1938!. Gestaltung und Bewegung in der Musik~Chr. Friedrich
Vieweg, Berlin-Licherfelde!.

1484 1484J. Acoust. Soc. Am., Vol. 105, No. 3, March 1999 A. Friberg and J. Sundberg: Model of final ritardandi



Babinet’s principle for elastic waves: A numerical test
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Babinet’s principle states that the diffracted fields from complementary screens are the negative of
each other. In electromagnetics, Babinet’s principle for infinitely thin perfectly conducting
complementary screens implies that the sum, beyond the screen plane, of the electric and the
magnetic fields~adjusting physical dimensions! equals the incident~unscreened! electric field. A test
of the principle for the elastodynamic case was made using numerical calculations, and the results
demonstrate that Babinet’s principle holds quite well for complementary plane screens with
contrasting boundary conditions; that is, the complementary screen of a stress-free screen is a rigid
screen with openings where the original stress-free screen existed, and vice versa. The results are
exact in an anisotropic SH case; for the P–SV case, the diffracted waves, PdP, SdS, PdS, and SdP
satisfy the principle exactly, while the refracted waves, PdPrSc and SdPrSc, do not satisfy the
principle at all~these waves are generally much smaller than the PdS and SdP waves!. Diffracted
surface waves also do not satisfy the principle. The numerical method is based on a
domain-decomposition technique that assigns a different mesh to each side of the screen plane. The
effects of the screens on wave propagation are modeled through the boundary conditions, requiring
a special boundary treatment based on characteristic variables. The algorithm solves the velocity/
stress wave equations and is based on a Fourier/Chebyshev differential operator. ©1999
Acoustical Society of America.@S0001-4966~99!01403-4#

PACS numbers: 43.20.Bi, 43.20.Gp, 43.20.Px@DEC#

INTRODUCTION

Babinet’s principle was originally used to relate the
diffracted-light fields by complementary thin screens.1 A
complementary screen is a plane screen with opaque areas
where the original plane screen had transparent areas.
Roughly speaking, the principle states that behind the dif-
fracting plane, the sum of the fields associated with a screen
and with its complementary screen is just the field that would
exist in the absence of any screen; that is, the diffracted fields
from the two complementary screens are the negative of each
other and cancel when summed. The principle was later ex-
tended to electromagnetic fields and perfectly conducting
plane screens or diffractors.2,3

Gangi and Mohanty4 investigated Babinet’s principle for
elastodynamic fields and nonplanar complementary screens
by using the representation theorem~see, for example,
Gangi5!. They performed elastic-wave experiments using
thin polystyrene sheets where wave propagation is practi-
cally two-dimensional. The experiments considered rigid
complementary screens, stress-free complementary screens,
and mixed rigid/stress-free complementary screens. The re-
sults did not provide conclusive evidence about the condi-
tions for which the principle is valid, mainly due to the ex-
perimental errors and the fact that the ‘‘rigid’’ screen was not
perfectly rigid.

To the best of our knowledge, no attempt has been made
to test Babinet’s principle by numerical-modeling tech-
niques. The present work considers rigid and stress-free
~weak! boundary conditions on the screens in order to repro-
duce the laboratory experiments performed by Gangi and
Mohanty.4 The numerical algorithm is based on a domain-
decomposition technique,6–8 where the implementation of
the boundary conditions requires a special treatment based
on characteristic variables. Then, the governing equations are
solved by a grid method that uses the Chebyshev differential
operator in the direction normal to the screen plane, and the
Fourier differential operator parallel to the screen plane.

The principle is investigated in the isotropic case, as in
Gangi and Mohanty,4 and for SH propagation through the
symmetry plane of a monoclinic medium and qP–qS propa-
gation in a transversely isotropic solid whose symmetry axis
is perpendicular to the screen plane. These numerical simu-
lations provide an adequate test of the principle, in view of
the different constitutive equations and wave-propagation
modes.

Babinet’s principle would be of value since it allows us
to obtain the solution of the complementary problem from
the solution of the original problem without any additional
effort. Moreover, it provides a check of the solutions for
problems that are self-complementary~e.g., the problem of a
plane wave normally incident on a half plane!. Finally, it
adds to our knowledge of the complex phenomena of elastic-
wave diffraction.

a!Electronic mail: carcione@gems755.ogs.trieste.it
b!Electronic mail: gangi@tamu.edu
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I. 2-D ELASTODYNAMIC EQUATION OF MOTION

The elastodynamic solution makes use of the equations
of momentum conservation and the stress/particle–velocity
relations, that can be written as

]v

]t
5A

]v

]x
1B

]v

]z
1f, ~1!

where the parametersA, B, v, and f are explicitly given in
the following subsections for the 2-D anisotropic case.

A. SH equation of motion

The particle–velocity/stress vector of the pure shear
wave propagating in a monoclinic medium of arbitrary ori-
entation ~i.e., the normal to the isotropy plane makes an
angleu with the verticalz axis! is

v5@v,sxy ,szy#
T; ~2!

A5F 0 r21 0

C66 0 0

C46 0 0
G , B5F 0 0 r21

C46 0 0

C44 0 0
G , ~3!

wherer is the material density andCIJ are elastic constants

C445c44cos4 u1c66sin4 u, ~4!

C665c44sin4 u1c66cos4 u, ~5!

C465~c441c66!cos2 u sin2 u, ~6!

and thecIJ are the elastic moduli in the principal axes sys-
tem; i.e., when thez @or ~3!# axis is the normal to the isotropy
plane. Moreover,

f5@ f ,0,0#T ~7!

is the body-force vector.
We recall that propagation in the plane of mirror sym-

metry of a monoclinic medium is the most general situation
for which antiplane strain motion exists in all directions~the
corresponding waves are also termed type-II S in the geo-
physical literature9!. A detailed analysis of wave propagation
of antiplane waves can be found in Carcione,10 who studied
the propagation of homogeneous plane waves in a viscoelas-
tic medium.

B. qP–qS equation of motion

In a transversely isotropic medium, there are three wave
solutions, two coupled modes denoted by qP and qS, repre-
senting the quasicompressional and quasishear modes, and
the pure shear~SH! mode.11 Since the medium has azimuthal
symmetry, it is enough to consider qP–qS propagation in,
say the~x,z! plane. The particle–velocity/stress vector and
corresponding matrices are

v5@vx ,vz ,sxx ,szz,sxz#
T, ~8!

A5F 0 0 r21 0 0

0 0 0 0 r21

c11 0 0 0 0

c13 0 0 0 0

0 c55 0 0 0

G , ~9!

B5F 0 0 0 0 r21

0 0 0 r21 0

0 c13 0 0 0

0 c33 0 0 0

c55 0 0 0 0

G , ~10!

wherecIJ are the elastic moduli in the principal axes system
and

f5@ f x , f z,0,0,0#T. ~11!

II. BABINET’S PRINCIPLE FOR ELASTIC WAVES

Consider a screenS, and its complementary screenC,
and assume that the total field in the presence ofS is vS and
that related toC is vC . Babinet’s principle as given by Gangi
and Mohanty4 states that the total fields on the opposite sides
of the screens from the source satisfy

vS1vC5v0 , ~12!

wherev0 is the field in the absence of any screen. Equation
~12! states that the diffraction fields for the complementary
screens will be the negative of each other. Moreover, the
total fields on the source side must satisfy

vS1vC52v01vR , ~13!

wherevR is the reflected~and diffracted! field by a screen
composed ofS andC if they have different boundary condi-
tions, and it is just the reflected field if they have the same
boundary condition.

III. SCREEN MODELING BY DOMAIN
DECOMPOSITION

Consider a planar interface in an anisotropic medium,
with the symmetry axis perpendicular to the interface plane.
The medium may not necessarily be homogeneous. Assume
the two-dimensional case, and refer to the upper and lower
half-spaces with the labels I and II, respectively, withz in-
creasing toward the upper medium.

The screen model is implemented in numerical modeling
by using a domain-decomposition technique. Carcione6 and
Tessmeret al.8 applied the method to model elastic waves
across a welded interface between two elastic half-spaces
and across an interface separating an acoustic layer from an
elastic medium~where vx need not be continuous!. The
boundary treatment is based on characteristics representing
one-way waves propagating with the phase velocity of the
medium. The wave equation is decomposed into outgoing-
and incoming-wave modes perpendicular to the interface
separating the two half-spaces. The outgoing waves are de-
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termined by the solution inside the corresponding half-space,
while the incoming waves are calculated from the boundary
conditions.

Most explicit time-integration schemes compute the op-
erationMv[(v)old where

M5A
]

]x
1B

]

]z
. ~14!

The vector (v)old is then updated by the boundary treatment
to give a new vector (v)new that takes into account the
boundary conditions. The boundary equations are given in
the Appendix.

The velocity–stress Eq.~1! is solved by a fourth-order
Runge–Kutta time-integration algorithm. The spatial deriva-
tives, that is, the operation withM on the field variables, are
computed by using the Fourier method in the horizontal di-
rection, and the Chebyshev method in the vertical directions,
where nonperiodic boundary conditions are required. After
an operation withM , the field variables are updated by using
the equations given in the Appendix. More details about the
numerical technique can be found, for instance, in
Carcione.7,12

IV. MODEL AND MODELING SETUP

The model simulates the laboratory tests performed by
Gangi and Mohanty4 in a homogeneous and elastic isotropic
material~P–S propagation!, and in addition, SH propagation
through the symmetry plane of a monoclinic medium and
qP–qS propagation in a transversely isotropic solid whose
symmetry axis is perpendicular to the screen plane. The
source–receiver configurations illustrated in Fig. 1~a! and~b!
are used to test Babinet’s principle. They correspond to con-
figurations B and A in Gangi and Mohanty,4 respectively.

The calculations use two meshes withNx5375 andNz

581 each, and a horizontal grid spacing of 4.7 mm. The

maximum vertical grid spacings are 7.1 and 7.35 mm, re-
spectively. The source and receiver positions and the screen
tip should be carefully determined, since a small difference
can produce a big difference when comparing amplitudes of
diffracted arrivals at the receivers. In number of grid points,
the screen begins at the~horizontal! grid point 187. This
means that the tip is in between points 186 and 187. Thus,
taking this fact into account, sourceS in configuration B is
applied at points 186 and 187, and sourcesS1 andS2 , cor-
responding to configuration A, are located at grid points 208
and 165, respectively. Moreover, the positions of receivers
R1 andR2 are in grid points 208 and 165, respectively. The
vertical location of sources and receivers does not have a
major influence on the calculations. The source emits a pulse
of peak frequencyf 0533 KHz with a duration of approxi-
mately 68ms. If time t is given inms, the time history is

~122at2!exp~2at2!, a51/150.

A delay of 34.5ms is applied to the pulse, to make it causal.
In order to better resolve the different events, a denser

mesh is used for testing the principle with configuration B. In
this case,Nx5625, Nz5161, with a horizontal grid spacing
of 2.82 mm, and maximum vertical grid spacings of 3.55 and
3.65 mm, respectively. The source emits a pulse of peak
frequencyf 0552 kHz with a duration of approximately 45
ms. The time history is obtained from the previous expres-
sion, witha52/75. Causality requires a delay of 23.1ms.

Open-radiation conditions and absorbing strips of width
18 grid points are implemented at the outer horizontal
boundaries. At the sides, absorbing strips of the same width
are used in order to eliminate wraparound effects caused by
the Fourier operator. The solution is propagated to 900 ms
with a time step of 0.3ms and resampled to 1.2ms.

V. TEST OF THE RECIPROCITY PRINCIPLE

A first numerical experiment tests the modeling algo-
rithm by verifying the reciprocity principle.13,14Seismic reci-
procity implies that sources and receivers can be inter-
changed under certain conditions. This relationship holds for
an elastic medium with arbitrary boundary conditions, inho-
mogeneity, and anisotropy. In our experiments, the homoge-
neity is broken by the presence of the screen.

The test uses configuration A and compares the horizon-
tal particle velocityvx at R1 caused by a vertical force atS1 ,
with the vertical particle velocityvz at S1 due to a horizontal
source atR1 . The comparison is shown in Fig. 2, where the
dotted line corresponds to the horizontal source. The match-
ing is excellent, and provides a partial verification of the
modeling algorithm.

VI. TEST OF BABINET’S PRINCIPLE

The following numerical experiments test the validity of
Babinet’s principle for complementary screens of the same
type, i.e., both stress-free~weak! or both rigid, and for
screens having different properties; that is, if the original
screen is rigid~stress-free!, the complementary screen may
be stress-free~rigid!. The qP–qS anisotropic case considers a
crack embedded in a transversely isotropic medium.

FIG. 1. Source–receiver configurations for the numerical experiments cor-
responding to the laboratory tests B~a! and A ~b! performed by Gangi and
Mohanty.4 In ~a!, the fields detected by receiverR1 and R2 correspond to
complementary screens if the medium is isotropic or transversely isotropic
with its symmetry axis normal to the screen plane.
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A. The anisotropic SH case

We consider configuration B and a monoclinic medium
with C445rV44

2 , C665rV66
2 , andC4650.5rV44

2 , whereV66

51300 m/s, V445970 m/s, andr51 g/cm3 (u'45 deg).
Since the problem is not symmetric~the elliptical-wave sur-
face is tilted with respect to thez-axis!, the measurements at
R2 (R1) in Fig. 1~a! do not provide the values corresponding
to the complementary screen of the same type, when testing
the principle atR1 (R2). Instead, the simulation with a
complementary screen from grid point 1 to grid point 186 is
required. The experiment consists of five simulations, two
with rigid boundary conditions, with the screen at the left
side and the right side of the plane, respectively, two with
stress-free boundary conditions, and one unscreened.

Figure 3 compares scattered pulses~diffracted at the tip!
at R1 ~580-ms onset! andR2 ~730-ms onset! for complemen-
tary screens of different type, i.e., stress-free and rigid. Fig-
ure 3~a! @~b!# corresponds to the weak screen at the right
~left! side and the rigid screen at the left~right! side. The
scattered field at receiversR1 and R2 for the rigid–left
~weak–left! and weak–right~rigid–right! cases are obtained
by subtracting the total field to the unscreened field~no
screen present!. As can be seen, there is an excellent match
when the original screen is rigid~weak! and the complemen-
tary screen is weak~rigid!, demonstrating that, in this case,
Babinet’s principle holds for screens of different type. This
result is in agreement with the proof by Jones3 in the purely
acoustic case~pressure waves!.

B. The elastic case

1. Isotropic media

The set of numerical experiments performed by Gangi
and Mohanty4 uses polystyrene~80 cm wide by 160 cm
long! whose compressional and shear velocities areVP

5ZP/r51750 m/s andVS5ZS/r5970 m/s, respectively,
with a densityr51 g/cm3. Figure 4~a! represents the particle
velocity vz recorded at receiversR1 for a weak screen~bro-
ken line! andR2 for a rigid screen~continuous line!, corre-
sponding to configuration B. P and S are the direct arrivals
and d, r, andc denote diffracted, refracted, and critical, re-
spectively. For instance, PdPrSc is the compressional wave

refracted along the screen plane and then incident at the re-
ceiver at the critical angle~i.e., a conical or lateral wave!.
Note that receiverR1 records diffractions only. Figure 4~b!
compares the unscreened field atR2 ~continuous line! to the
field recorded atR2 ~rigid screen; direct arrivals plus diffrac-
tions! minus the field recorded atR1 ~weak screen; diffrac-
tions plus lateral waves!. It is clear that Babinet’s principle is
not satisfied by the lateral wave PdPrSc, since this event is
only recorded atR1 . This is evident in Fig. 5~a!, which com-
pares the scattered pulses atR1 ~continuous line! and R2

~dotted line!. As can be seen, there is no doubt that the PdP
wave and the SdS wave~not visible in Fig. 4! satisfy the
principle ~for complementary screens of different type!. Fig-
ure 5~b! represents the scattered pulse for weak complemen-
tary screens with the continuous line corresponding toR1

and the dotted line toR2 . In this case, the principle is not
satisfied.

Numerical experiments for configuration A are repre-
sented in Fig. 6, where~a! compares scattered events atR1

~continuous line! and R2 ~dotted line! for complementary
screens of the different type~weak screen and sourceS1 , and
rigid screen and sourceS2 , respectively!, and ~b! compares
scattered events for screens of equal type~weak screens for
sourcesS1 andS2!. The pulses correspond to thevx compo-

FIG. 2. Verification of the reciprocity principle using configuration A@Fig.
1~b!#. The test compares the horizontal-particle velocityvx at R1 caused by
a vertical force atS1 ~continuous line! with the vertical-particle velocityvz

at S1 due to a horizontal source atR1 ~dots!.

FIG. 3. Test of Babinet’s principle for SH waves propagating in a mono-
clinic medium, corresponding to configuration B. The figure shows the scat-
tered pulses atR1 ~580-ms onset! andR2 ~730-ms onset! for complementary
screens of different type, i.e., stress-free and rigid. Figure 3~a! @~b!# corre-
sponds to the weak screen at the right~left! side and the rigid screen at the
left ~right! side. The scattered field at receiversR1 andR2 for the rigid–left
~weak–left! and weak–right~rigid–right! cases are obtained by subtracting
the total field from the field obtained in the unscreened case~no screen
present!.
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nent of the wave field. As before, the PdP wave satisfies the
principle for the mixed case, as well as the SdP diffraction,
not observed in configuration B. The mismatch is due to the
presence of lateral waves. In particular, the SdPrSc event is
much stronger than the SdS at receiverR1 . This can be
appreciated in the snapshot displayed in Fig. 7, which shows
the vx component at 510ms for a weak screen and source
S2 . The PdPrSc and SdPrSc are the planar wavefronts below
the screen, which are tangent to the PdS and SdS cylindrical
wavefronts, respectively. The two larger cylindrical wave-
fronts correspond to the direct P and S waves, respectively.

2. Anisotropic media

A transversely isotropic medium is defined by the elastic
constantsc1151.4rVP

2, c335rVP
2, c1350.08c33, and c55

5rVS
2, with VP andVS as in the isotropic case. For illustra-

tion, Fig. 8 shows a polar representation of the energy
~group! velocity corresponding to the qP~quasicompres-
sional! and qS~quasishear! waves, where the vertical axis is
the symmetry axis perpendicular to the plane of isotropy~by
symmetry considerations, only one-quarter of the plane is
displayed!. Babinet’s principle is tested in the presence of a
crack, located between points 150 and 223. A snapshot of the
vz component at 510ms can be seen in Fig. 9, with the crack

plane satisfying stress-free boundary conditions. Rayleigh
waves traveling along this plane can be appreciated in the
snapshot. Note the strong cuspidal triangle of the shear wave
that triplicates in the direction of the receiver~see also Fig.
8!. Figure 10~a! represents the particle velocityvz for the
crack ~broken line! and the hole~continuous line!, i.e., the
‘‘complementary crack,’’ and Fig. 10~b! compares the un-
screened field~continuous line! to the field obtained by sub-
stracting the two pulses represented in Fig. 10~a! ~dotted
line!. Due to the particular source–receiver configuration, the
diffractions are very close to the respective direct arrivals
which generate them. The PdS diffraction can be clearly seen
in Fig. 9 between the P and S waves. The stronger peak is the
cusp of the shear wave, which due to triplication is followed
by a weaker event arriving at approximately 550ms. Figure
11 represents the scattered pulses, where the continuous line
corresponds to the crack and the dotted line to the hole. The
good matching between traces implies that Babinet’s prin-
ciple is satisfied also in the case of shear-wave triplication.
The small differences may be due to the presence of weak
lateral waves generated at the left tip of the crack.

VII. CONCLUSIONS

We have investigated Babinet’s principle for elastic
waves by using a numerical simulation technique. The
method for solving wave propagation uses a domain-
decomposition technique that assigns a different mesh to

FIG. 4. Test of Babinet’s principle for P–S waves propagating in an isotro-
pic medium, where~a! shows the particle velocityvz recorded at receivers
R1 for a weak screen~broken line! and R2 for a rigid screen~continuous
line!, corresponding to configuration B. P and S are the direct arrivals andd,
r, andc denote diffracted, refracted, and critical, respectively.~b! Compares
the unscreened field atR2 ~continuous line! to the field recorded atR2 ~rigid
screen; direct arrivals plus diffractions! minus the field recorded atR1 ~weak
screen; diffractions plus lateral waves!.

FIG. 5. Test of Babinet’s principle for P–S waves propagating in an isotro-
pic medium.~a! Compares the scattered pulses atR1 ~weak screen, continu-
ous line! andR2 ~rigid screen, dotted line!, while ~b! represents the scattered
pulse for weak complementary screens, with the continuous line correspond-
ing to R1 and the dotted line toR2 .
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each side of the screen plane. The use of the Chebyshev
differential operator, to compute the spatial derivatives nor-
mal to the interface, allows the imposition of general bound-
ary conditions. A first numerical experimental provides a
partial verification of the modeling algorithm by testing the
reciprocity principles in the presence of a stress-free screen.

In electromagnetics, Babinet’s principle for infinitely
thin perfectly conducting complementary screens implies

that the sum, beyond the screen plane, of the electric and the
magnetic fields~adjusting physical dimensions! equals the
incident ~unscreened! electric field. In elastodynamics, the
principle holds for the same field~particle velocity or stress!,
but for complementary screens satisfying different types of
boundary conditions, i.e., if the original screen is weak
~rigid!, the complementary screen must be rigid~weak!.

We have shown that Babinet’s principle holds for
screens embedded in anisotropic media, both for SH and
qP–qS waves. Five simulations are required to test the prin-
ciple for SH waves propagating in the plane of mirror sym-
metry of a monoclinic medium~the elliptical-wave surface is
tilted with respect to the screen plane!. The simulations in-
dicate that Babinet’s principle is satisfied also in the case of

FIG. 6. Numerical experiments displaying thevz component for configura-
tion A, where~a! compares scattered events atR1 ~continuous line! andR2

~dotted line! for complementary screens of different type~weak screen and
sourceS1 , and rigid screen and sourceS2 , respectively!, and~b! compares
scattered events for screens of equal type~weak screens for sourcesS1 and
S2!.

FIG. 7. Snapshot of thevx component at 510ms for a weak screen and
sourceS2 . The PdPrSc and SdPrSc are conical waves, which are tangent to
the PdS and SdS cylindrical wavefronts, respectively. The two larger cylin-
drical wavefronts correspond to the direct P and S waves, respectively.

FIG. 8. Polar representation of the energy~group! velocity corresponding to
the qP~quasicompressional! and qS~quasishear! waves, where the vertical
axis is the symmetry axis perpendicular to the plane of isotropy~from sym-
metry considerations, only one-quarter of the plane is displayed!.

FIG. 9. Snapshot of thevz component at 510ms in a transversely isotropic
medium, with the crack plane satisfying stress-free boundary conditions.
Rayleigh waves traveling along this plane can be appreciated. The strong
cuspidal triangle of the shear wave triplicates along the direction of the
receiver.
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shear-wave triplications~qS waves!. Moreover, the experi-
ments show that Babinet’s principle holds for the near and
far fields, and for an arbitrary pulse waveform and frequency
spectrum. However, as expected, lateral and interface~e.g.,
Rayleigh! waves do not satisfy the principle.

Further research will involve the analysis of Babinet’s
principle for an inhomogeneous and/or viscoelastic back-
ground medium, screens separating a fluid and solid, and

nonplanar screens. Moreover, a mathematical demonstration
is required to prove that interface and lateral waves do not
satisfy the principle.

APPENDIX: BOUNDARY EQUATIONS FOR
ANISOTROPIC MEDIA

The following equations model the different boundary
conditions between two half-spaces. In general, they were
published for an isotropic medium. This Appendix extends
the theory to a monoclinic medium for pure shear waves and
to a transversely isotropic medium with the symmetry axis
perpendicular to the screen plane for qP and qS waves.

1. The SH case

The domain-decomposition equations for SH waves re-
semble those of the acoustic case given in Carcione.6 A simi-
lar analysis yields for aweldedinterface:

~v ! I
new5 1

2$~v ! II
old1~v ! I

old1Z44
21@~szy! II

old1~szy! I
old#%,

~A1!

~szy! I
new5 1

2$Z44@~v ! II
old1~v ! I

old#1~szy! I
old1~szy! II

old%,
~A2!

~sxy! I~II !
new5~sxy! I~II !

old 2
C46

C44
@~szy! I~II !

old 2~szy! I~II !
new#, ~A3!

~v ! II
new5~v ! I

new, ~szy! II
new5~szy! I

new, ~A4!

where

Z445AC44r. ~A5!

The relations for thestress-freecase are

~v !new5~v !old7Z44
21~szy!

old, ~A6!

~szy!
new50, ~A7!

~sxy!
new5~sxy!

old2
C46

C44
~szy!

old, ~A8!

where the2 sign corresponds to half-space I and the1 sign
to half-space II.

The updated variables for therigid case are

~v !new50, ~A9!

~szy!
new5~szy!

old7Z44~v !old, ~A10!

including Eq.~A8! and the same sign convention as before.

2. The qP–qS case

The characteristic waves for anisotropic media were ob-
tained by Tessmer15 and Carcione.6,7 Carcione6 obtained the
boundary equations in the case of twoweldedisotropic me-
dia. Extension to the transversely isotropic case with the
symmetry axis perpendicular to the interface yields

~vx! I
new5

1

2ZS
$ZS~vx! I

old1ZS~vx! II
old2~sxz! I

old1~sxz! II
old%,

~A11!

FIG. 10. Test of Babinet’s principle for qP–qS waves propagating through
a crack imbedded in a transversely isotropic medium. In~a!, the particle
velocity vz corresponding to the crack~broken line! and the hole~continu-
ous line! are represented.~b! Compares the unscreened field~continuous
line! to the field obtained by subtracting the two pulses represented in~a!
~dotted line!.

FIG. 11. Scattered pulses for the transversely isotropic case. The continuous
line corresponds to the crack and the dotted line to the hole. The good
matching between traces implies that Babinet’s principle is also satisfied in
the case of shear-wave triplication.
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~vz! I
new5

1

2ZP
$ZP~vz! I

old1ZP~vz! II
old2~szz! I

old1~szz! II
old%,

~A12!

~sxx! I
new5~sxx! I

old1
c13

c33
@~szz! I

new2~szz! I
old#, ~A13!

~szz! I
new5 1

2$ZP@~vz! II
old2~vz! I

old#1~szz! I
old1~szz! II

old%,
~A14!

~sxz! I
new5 1

2$ZS@~vx! II
old2~vx! I

old#1~sxz! I
old1~sxz! II

old%,
~A15!

~vx! II
new5~vx! I

new, ~vz! II
new5~vz! I

new, ~A16!

~sxx! II
new5~sxx! II

old1
c13

c33
@~szz! II

new2~szz! II
old#, ~A17!

~szz! II
new5~szz! I

new, ~sxz! II
new5~sxz! I

new, ~A18!

where

ZP5Ac33r and ZS5Ac55r, ~A19!

are the compressional and shear impedances along thez-axis,
respectively. In the isotropic case,c115c33 and c135ZP

2

22ZS
2.

The relations for thestress-freecase are15,7

~vx!
new5~vx!

old7ZS
21~sxz!

old, ~A20!

~vz!
new5~vz!

old7ZP
21~szz!

old, ~A21!

~sxx!
new5~sxx!

old1
c13

c33
@~szz!

new2~szz!
old#, ~A22!

~sxz!
new50, ~A23!

~szz!
new50, ~A24!

where the2 sign corresponds to half-space I and the1 sign
to half-space II.

The updated variables for therigid case are7

~vx!
new50, ~A25!

~vz!
new50, ~A26!

~sxx!
new5~sxx!

old1
c13

c33
@~szz!

new2~szz!
old#, ~A27!

~sxz!
new5~sxz!

old7ZS~vx!
old, ~A28!

~szz!
new5~szz!

old7ZP~vz!
old, ~A29!

with the same sign convention as before.
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A generalized modal impulse response and Fourier transform
approach to investigate acoustic transient Bessel beams
and Bessel bullets
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A generalized modal space–time impulse response and Fourier transform approach is developed to
investigate the general properties of transient Bessel beam~TBB! fields which are generated using
planar circular apertures. The approach is based on a modal decomposition of the aperture source
distributions which are required to generate the space–time TBB fields. Numerical results are
presented to illustrate the general space–time properties of the modal impulse responses and the
modal source functions. The on-axis far field for the finite aperture is shown to be simply related to
the lowest order term in the modal expansion. The space–time properties of the acoustic field for a
particular type of band-limited TBB field which is designated as an acoustic Bessel bullet~BB! are
then investigated. Some numerical results are presented to illustrate the space–time properties of
acoustic BB fields generated from an infinite aperture. Analogous on-axis harmonic results from a
finite aperture are presented. These latter results clearly indicate that the higher-order modes exhibit
spatial rates of decay which are greater than the inverse range decay for the lowest order mode.
© 1999 Acoustical Society of America.@S0001-4966~99!01903-7#

PACS numbers: 43.20.Bi@ANN#

INTRODUCTION

In 1750 D’Alembert developed a general wave solution
to the linearized small amplitude one-dimensional wave
equation. The well-known solution consists of two traveling
plane waves of arbitrary shape which travel in opposite di-
rections with a constant wave speed. An important charac-
teristic of the plane wave solution is that the wave exhibits
no change in shape as it propagates with the small amplitude
wave speed for the medium. For one-dimensional media,
e.g., a string, the wave field may be compact in space at any
time whereas for a three-dimensional media the plane wave
field is obviously noncompact or localized in space.

During the last several decades there has been consider-
able interest in developing localized wave solutions for the
three-dimensional wave equation which are localized or ex-
hibit a compact space–time region. Brittingham developed
the first localized wave~LW! solution to the homogeneous
Maxwell’s equation which he termed the focus wave mode
~FWM!.1 The FWM solution corresponds to a Gaussian
beam which propagates through space with local variations.
A free parameter in the solution determines the overall char-
acteristics of the field corresponding to a quasi-transverse
plane wave at one extreme and a narrow spatially transverse
pulse at the other extreme.

Ziolkowski subsequently used the FWM solution as a
kernel for constructing new localized wave~LW! solutions.2

Via the selection of an appropriate weighting function, Zi-
olkolski was able to obtain closed form expressions for the
resultant integrals over the free parameter in the FWM solu-
tion. The resultant localized wave~LW! solution or modified
power spectrum~MPS! pulse also included several param-

eters which allow a tailoring of the pulse shape. The modi-
fied power spectrum~MPS! pulse has received enormous at-
tention in the literature,3–10 as a result of potential
applications in the areas of electromagnetics, optics and
acoustics.

In a series of recent papers, Stepanishen11–14 has devel-
oped a new class of localized waves using a combination of
Fourier transform and space–time methods. These new lo-
calized waves were designated as acoustic bullets or acoustic
transient Bessel beams~TBB!. The space–time properties of
these fields can be tailored via the selection of an inherent
weighting function. Since the three-dimensional TBB field
maintains its temporal and spatial shape as the acoustic bullet
propagates in free space, the TBB field thus exhibits the
same characteristic as the D’Alembert solution. It is noted
that TBB fields include, as a special case, X waves,15,16

which have received considerable interest in the acoustics,
electromagnetic, and optics communities.

Although the exact TBB solution in all space cannot be
generated from a finite planar aperture, the general charac-
teristics of TBB fields can be realized in a limited space–
time region via the use of an appropriate space–time source
distribution. More specifically, an acoustic bullet with a
smaller support region than the circular aperture can be
launched from the finite aperture12 as illustrated in Fig. 1. In
the near-field region the field exhibits properties similar to
those observed for the infinite aperture case, and in the far-
field region the field generally exhibits an inverse range de-
pendence. An impulse response approach to investigate the
on-axis and far-field space–time properties of acoustic bul-
lets or TBB fields was developed in a recent paper.15 It is
noted that the present definition of acoustic bullets differs
from a previously introduced definition by Moses anda!Electronic mail: stepanishen@oce.uri.edu
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Prosser17,18 who also used the term in addressing inverse
initial value problems.

A generalized space–time modal impulse response and
Fourier transform approach is developed in the present paper
to investigate the properties of the space–time TBB fields
which are generated using finite apertures. The generalized
space–time modal impulse response and Fourier transform
approach is developed in Sec. II from a modal decomposi-
tion of the aperture distributions which are required to gen-
erate the TBB fields. General properties and numerical re-
sults for the modal source functions and the modal impulse
responses are presented and discussed. General modal ex-
pressions for the space–time and Fourier-transformed on-
axis pressure field and angular-dependent far field are pre-
sented and discussed. The on-axis far field for the finite
aperture is shown to be simply related to the lowest-order
term in the modal expansion.

A particular type of acoustic bullet or TBB field which
is designated as an acoustic Bessel bullet~BB! is investi-
gated in Sec. III using the generalized modal impulse re-
sponse and Fourier transform approach. In contrast to previ-
ously addressed baseband signals, an acoustic BB has a
bandpass spectrum which is associated with a gated sinu-
soidal signal. Numerical results are first presented for the
space–time properties of acoustic BB fields generated from
an infinite aperture. Numerical results are then presented to
illustrate the properties of the modal decomposition for
quasi-sinusoidal on-axis acoustic BB fields generated from
finite apertures. An interesting range-dependent modal strip-
ping which occurs along the axis is observed. In contrast to
the inverse range decay for the lowest-order mode which
determines the on-axis far field, spatial rates of decay for the
higher-order modes are noted to be greater than the ubiqui-
tuous spherical spreading loss due to a spatial redistribution
of the modal energies.

I. GENERALIZED MODAL IMPULSE RESPONSE AND
FOURIER TRANSFORM APPROACH

The acoustic wave equation for the axisymmetric pres-
sure fields of interestp(r,z,t) can be expressed in the nor-
malized cylindrical coordinate system illustrated in Fig. 1 as

F1

r

]

]rS r
]

]r D1
]2

]z2
2

]2

]t2Gp~r,z,t!50, ~1!

where (r,z) are the normalized spatial coordinates and the
normalized time ist5c0t/a where t denotes the unscaled
time variable,c0 is the constant sound speed of the media,
anda is the unscaled radius of the planar aperture of interest.
TBB fields12 which exhibit the properties of acoustic bullets
in an unbounded free space can be simply expressed as fol-
lows:

p~r,z,t!5w~t! ^ j ~r,z,t!, ~2!

wherew(t) is an arbitrary weighting function which can be
used to control the spectral properties of the field,^ denotes
the convolution operator, and

j ~r,z,t!5
1

p@~r sinz!22~t2z cosz!2#1/2
,

2r sinz1z cosz,t,r sinz1z cosz. ~3!

For the on-axis case wherer50 it is noted that

j ~0,z,t!5d~t2z cosz!, ~4!

and the sifting property of the Dirac delta functiond( ) then
leads to the following result for the on-axis pressure:

p~0,z,t!5w~t2z cosz!. ~5!

In order to generate an acoustic TBB or bullet from a
planar aperture it is first noted that a standard Green’s func-
tion solution to the initial Neumann boundary value problem
leads to the following well-known retarded time solution19

for the pressure field:

p~r,z,t!5E
0

`

rs drsE
0

2pFd~t2R!

2pR
^ az~rs,0,t!G dfs ,

~6!

whereR5Ar21rs
222rrs cosfs1z2. The normal accelera-

tion distributionaz(r,0,t) which is required to generate the
acoustic bullet in the half spacez>0 via Eq. ~2! is readily
obtained12 via the linearized momentum equation, i.e.,

az~r,z,t!5cosz
dw~t!

dt
^ j ~r,z,t!. ~7!

A space–time surface integral representation for the
acoustic TBB field generated by the finite aperture of interest
in Fig. 1 can now be obtained by combining Eqs.~6! and~7!:

p~r,z,t!5coszE
0

1

rs drsE
0

2p

dfs

1

2pR

3H dw~t!

dt
^ j ~rs,0,ts!ts5t2RJ , ~8!

where the normalized radius of the aperture is unity. Since
w(t) can be removed outside the surface integral, it then
follows that

FIG. 1. An acoustic bullet launched from a finite planar aperture.
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p~r,z,t!5
dw~t!

dt
^ h~r,z,t! ~9!

5w~t! ^
dh~r,z,t!

dt
, ~10!

where the generalized space–time impulse response
h(r,z,t) is defined as follows:

h~r,z,t!5coszE
0

1

rs drsE
0

2p

dfs

1

2pR
j ~rs,0,ts!ts5t2R .

~11!

Rather than evaluateh(r,z,t) directly from Eq.~11!, an
indirect modal decomposition approach is now employed.
After expressingj (r,0,t) as the following eigenfunction ex-
pansion,

j ~r,0,t!5(
n

vn~t,z!J0~kanr!, ~12!

where theJ0(kanr) are zeroth-order Bessel functions of the
first kind with J1(kan)50 which form a complete set of
eigenfunctions on@0,1#, it then follows from Eq.~11! that the
generalized space–time impulse responseh(r,z,t) can be
expressed as follows:

h~r,z,t!5cosz(
n

vn~t,z! ^ hn~r,z,t!, ~13!

where the generalized space–time modal impulse response
hn(r,z,t) can be expressed as

hn~r,z,t!5E
0

1

rs drsE
0

2p

dfs

d~t2R!

2pR
J0~kanrs!.

~14!

The pressure field of interest can now be expressed as
follows:

p~r,z,t!5cosz
dw~t!

dt
^ (

n
vn~t,z! ^ hn~r,z,t!, ~15!

or, in a more concise form:

p~r,z,t!5(
n

sn~t,z! ^ hn~r,z,t!, ~16!

where

sn~t,z!5cosz
dw~t!

dt
^ vn~t,z!. ~17!

Since the convolution operations are readily performed,
p(r,z,t) can be readily evaluated for a specifiedw(t) once
the vn(t) andhn(r,z,t) are known.

In light of the eigenfunction expansion in Eq.~12!, it
readily follows from the orthogonal properties of the
J0(kanr) that vn(t) can now be expressed as

vn~t,z!5
1

Nn
E j ~r,0,t!J0~kanr!r dr, ~18!

whereutu,sinz and

Nn5E
0

1

J0
2~kanr!r dr5

J0
2~kan!

2
. ~19!

After noting that some care must be exercised in establishing
the limits of the integration in Eq.~18! it is apparent that:

vn~t,z!5
1

Nn
E

t/sin z

1 1

p@~r sinz!22t2#1/2
J0~kanr!r dr

5
2

pJ0
2~kan!sinz

E
0

A12~t/sin z!2

J0

3S kanAy21S t

sinz D 2D dy. ~20!

It is readily apparent from Eq.~20! thatv0(t,z) can be sim-
ply expressed as

v0~t!5
2

p sinz
A12S t

sinz D 2

, U t

sinzU,1, ~21!

which, in the limit as sinz→0, leads to the expected result

lim
sin z→0

v0~t,z!5d~t!. ~22!

It is noted that sinzvn(t,z) is an even function oft/sinz
which is nonzero only over the range whereutu,sinz. Nu-
merical results for the normalized velocity coefficients
sinzvn(t,z) vs t/sinz are shown in Fig. 2 forn50,1,2,3,10
and are applicable for allz. As n increases it is clear that
sinzvn(t,z) approaches a quasi-cosinusoidal signal withn ze-
ros between 0 andt/sinz51, i.e., sinzvn(t,z)→cos„(2n
11)/2)pt/sinz…. The velocity coefficientsvn(t,z) thus ex-
hibit the bandpass characteristics of a gated cosinusoidal
function where the center frequency is observed to corre-
spond to (2n11)/(4 sinz) and the bandwidth is inversely
related to the pulse duration, i.e., 1/sinz. The normalized
bandwidth is thus independent ofz and proportional to (2n
11)/4.

In order to evaluatep(r,z,t) using Eqs.~15! and ~16!,
the generalized space–time modal impulse responses

FIG. 2. Normalized velocity coefficients sinzvn(t,z) vs t/sinz for n50,1,
2,3,10.
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hn(r,z,t) are also required. It is noted, however, that
hn(r,z,t) has been previously evaluated20 in closed form
and may be expressed as follows forr>1:

hn~r,z,t!5
ce~t!

p (
m

«mJm~kanr!

3Jm~kanAt22z2!
sin„mce~t!…

mce~t!
~23!

for Rmin,t,Rmax where

Rmin5Az21~r21!2, Rmax5Az21~r11!2,

ce~t!5cos21S t22z21r221

2rAt22z2 D
andR5Az21r2. For r<1, hn(r,z,t) may be expressed as
follows:

hn~r,z,t!5J0~kanr!J0~kanAt22z2!, z<t<Rmin

5
ce~t!

p (
m

«mJm~kanr!Jm~kanAt22z2!

3
sin„mce~t!…

mce~t!
~24!

for Rmin,t,Rmax.
Several observations regarding the generalized modal

impulse responseshn(r,z,t) are evident from Eqs.~23! and
~24!. First, it is noted that all the generalized modal impulse
responses are causal with a finite time duration which varies
between 0 and 2 which is the normalized travel time across
the planar source. Second, the on-axis impulse response
hn(0,z,t) is simply obtained and can be expressed as

hn~0,z,t!5J0~kanAt22z2!, z<t<Az211. ~25!

Third, it is noted thathn(r,z,t) for t5z can be expressed as

hn~r,z,z!5J0~kanr!, 0<r<1

50, 1<r. ~26!

Finally, it is observed that:

hn~r,z,t!5hn~r,0,At22z2!. ~27!

The generalized modal impulse responses for a fixedr and
variable z are thus readily obtained from the generalized
modal impulse response atz50, i.e., hn(r,0,t), via a non-
linear compression of the time axis.

In light of Eq. ~27!, numerical results forhn(r,0,t) are
now presented to illustrate the general characteristics of the
generalized modal impulse responses. Numerical results for
hn(r,0,t) vs t for r50.0,1.0,2.0 are shown in Figs. 3–6 for
n50,1,2,3, respectively. The on-axis responses forr50
simply correspond to the temporal equivalent of the spatial
eigenfunctions with a time duration of 1.0 as noted from Eq.
~25!. The generalized modal impulse responses forr51.0 all
start att50 with an initial discontinuity which is equivalent
to 1

2hn(0,0,1) and they exhibit a time duration of 2.0. In
contrast to the modal impulse responses forr
<1, hn(r,0,t) for r.1 are nonzero forr21<t<r11

with a time duration of 2.0 and do not exhibit an initial
discontinuity. The numerical results forr52.0 clearly illus-
trate these latter features. In general, it is also noted that the
modal impulse responses become more oscillatory asn in-
creases and more symmetrical asr increases.

As a complement to the preceding modal decomposition
of the space–time field, an alternative frequency domain
modal decomposition of acoustic TBB fields using a Fourier
transform approach is now presented. After introducing the
following definition of the Fourier transform pair for the
pressure field

p~r,z,t!⇔P~r,z,V!, ~28!

where

P~r,z,V!5E
2`

`

p~r,z,t!e2 iVt dt, ~29!

p~r,z,t!5
1

2pE2`

`

P~r,z,V!eiVt dV, ~30!

FIG. 3. The generalized impulse responseh0(r,0,t) vs t for r50,1,2.

FIG. 4. The generalized impulse responseh1(r,0,t) vs t for r50,1,2.
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it is easily shown that the Fourier transform of Eq.~8! leads
to the following Rayleigh surface integral representation for
P(r,z,V):

P~r,z,V!5 iVW~V!coszE
0

1

rs drsE
0

2p

dfs

3
e2 iVR

2pR
J0~V sinzrs!. ~31!

Since11,12

j ~r,0,t!⇔J0~V sinzr!, ~32!

it then follows from Eq.~12! that

J0~V sinzr!5(
n

Vn~V,z!J0~kanr!, ~33!

where

Vn~V,z!5
2

J0
2~kan!

E
0

1

J0~V sinzr!J0~kanr!r dr.

~34!

Thus,P(r,z,V) can be expressed as

P~r,z,V!5(
n

Sn~V,z!Hn~r,z,V!, ~35!

where

Sn~V,z!5cosz iVW~V!Vn~V,z! ~36!

and

Hn~r,z,V!5E
0

1E
0

2p

J0~kanrs!
e2 iVR

2pR
rs drs dfs , ~37!

where

hn~r,z,t!⇔Hn~r,z,V!, ~38!

sn~t,z!⇔Sn~V,z!. ~39!

It is noted that Eq.~35! is simply the Fourier transform
equivalent of Eq.~16!.

A simple closed form expression forVn(V,z) is readily
obtained after noting the following integral identity:21

E rsJ0~ars!J0~brs! drs

5rs

bJ0~ars!J1~brs!2aJ0~brs!J1~ars!

b22a2
. ~40!

It then follows, via the use ofJ1(kan)50, that

Vn~V,z!5
2

J0~kan!
Gn~V,z!, ~41!

where

Gn~V,z![
V sinzJ1~V sinz!

@~V sinz!22kan
2#

. ~42!

It is noted thatVn(V,z) is real, free of singularities, and an
even function ofV with a bandpass characteristic centered
aboutVn5kan /sinz;2p(2n11)/(4 sinz), which is to be ex-
pected in light of the results forvn(t,z) in Fig. 2. For z
50, it is obvious from Eq.~41! that

Vn~V,0!51, n50,

50, n.0. ~43!

The on-axis case is now explicitly addressed as a result
of its importance in TBB fields. It is apparent from Eq.~35!
that the on-axis pressure can simply be expressed as

P~0,z,V!5(
n

Sn~V,z!Hn~0,z,V!, ~44!

where

Hn~0,z,V!5E
0

1

J0~kanrs!
e2 iVArs

2
1z2

Ars
21z2

rs drs

5E
z

Az211
J0~kanAt22z2!e2 iVt dt. ~45!

FIG. 5. The generalized impulse responseh2(r,0,t) vs t for r50,1,2.

FIG. 6. The generalized impulse responseh3(r,0,t) vs t for r50,1,2.
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The latter form is, of course, the Fourier transform of the
on-axis impulse response in Eq.~27!. For the piston or
n50 case it is also obvious that

H0~0,z,V!522 je2 iVa sin~Vb!, ~46!

where

a5~Az2111z!/2, b5~Az2112z!/2.

After utilizing the usual far-field approximation forR in
Eq. ~35! and then performing the integration overfs , the
following expression for the Fourier transform of the far-
field pressure is obtained:

Pf~R0 ,u,V!5(
n

Sn~V!Hn
f ~R0 ,u,V!, ~47!

where

Hn
f ~R0 ,u,V!5

e2 iVR0

2pR0
E

0

1

J0~kanr!J0~V sinurs!rs drs .

~48!

After again noting Eq.~40! it then follows via the use of
J1(kan)50 that

Hn
f ~R0 ,u,V!5

e2 iVR0

2pR0
pJ0~kan!Gn~u,V!, ~49!

where

Gn~u,V![
V sinuJ1~V sinu!

@~V sinu!22kan
2#

. ~50!

For u50, it is further noted that

Gn~0,V!5 1
2, n50,

50, nÞ0, ~51!

and, foruÞ0, the bandpass oscillatory nature of the Fourier
transformGn(u,V) is readily apparent from Eq.~50!.

Although the space–time expressions for the modal im-
pulse responseshn(r,z,t) can be used in the far field, sim-
plified expressions for the far-field modal impulse responses
can be easily developed from the preceding Fourier trans-
form results. In light of Eqs.~15! and~49! it is now apparent
that

pf~R0 ,u,t!5(
n

sn~t,z! ^ hn
f ~R0 ,u,t!, ~52!

where the far field impulse responsehn
f (R0 ,u,t) is simply

expressed as

hn
f ~R0 ,u,t!5

J0~kan!

2R0
gn~u,t2R0!, ~53!

where

gn~u,t!⇔Gn~u,V!. ~54!

It then follows directly from Eq.~50! that

gn~u,t!5
1

2pE2`

` V sinuJ1~V sinu!

@~V sinu!22kan
2#

eiVt dV

5
1

sinu
gnS t

sinu D , ~55!

where

gn~t8!5
1

2pE2`

` VJ1~V!

@~V!22kan
2#

eiVt8 dV ~56!

with t85t/sinu. The far-field impulse responsehn
f (R0 ,u,t)

is thus simply expressed as

hn
f ~R0 ,u,t!5

J0~kan!

2R0 sinu
gnS t2R0

sinu D . ~57!

An important observation regarding the on-axis far field
for TBB fields can now be noted. More specifically, foru
50 it is noted from the preceding development that

hn
f ~R0,0,t!5

1

4R0
d~t2R0!, n50,

50, nÞ0. ~58!

It then follows from Eq.~52! that

pf~R0,0,t!5
1

4R0
s0~t2R0 ,z!, ~59!

which, in light of Eq.~17!, can be expressed as

pf~R0,0,t!5
1

4R0
cosz

dw~t2R0!

dt
^ v0~t,z!, ~60!

wherev0(t,z) is specified in Eq.~21!. The on-axis far field
is thus determined solely by the n50 term in the modal ex-
pansion for the field.

More generally, foruÞ0 thegn(t8) must be determined
prior to using Eq.~57! to evaluatepf(R0 ,u,t) via Eq. ~52!.
In order to evaluategn(t8) the following transform pair is
first observed:

iJ1~V!⇔ j 1~t!, ~61!

where

j 1~t!5
1

p

t

@12t2#1/2
, utu,1,

50, utu,1. ~62!

Since

2 iV

@V22kan
2#

⇔c~t!5cos~t!t>0, ~63!

it then follows from the convolution property of Fourier
transforms that

gn~t8!5 j 1~t8! ^ c~t8!. ~64!

Although c(t8) is causal,j 1(t8) and gn(t8) are noncausal
with gn(t8)50 for ut8u.1.

Sincegn(t8) is an even function oft8, numerical results
for gn(t8) vs t8 are shown in Fig. 7 fort8.0 and forn
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50,1,2,3. It isevident thatgn(t8)50 for ut8u.1 and the
gn(t8) exhibit an increasingly oscillatory behavior asn in-
creases. More specifically, asn increases it is clear that
gn(t8) approaches a quasi-cosinusoidal signal with 2(n
21) zeros between 21,t/sinu,1, i.e., gn(t8)}
(21)ncos(@(2n11)/2# pt/sinu). The far-field impulse re-
sponsehn

f (R0,0,t) thus exhibits the characteristics of a gated
cosinusoidal function where the center frequency is observed
to correspond to (2n11)/(4 sinu) and the bandwidth is in-
versely related to the pulse duration, i.e., 2/sinu. It then fol-
lows from Eq.~52! that the various frequency components in
sn(t,z) will be efficiently coupled to the far field at selected
angles for which acoustic coincidence occurs, i.e., at a fixed
u8 the acoustic coincidence frequency insn(t,z) will be
f
8
n
5(2n11)/(4 sinu8). Finally, in light of Eqs. ~41! and

~49!, it is not surprising thathn
f (R0 ,u,t) andvn(t,z) exhibit

similar characteristics.

II. ACOUSTIC BESSEL BULLETS

In contrast to the analysis and results in the preceding
section which are applicable for all TBB fields, a special type
of band-limited TBB field, which was introduced in a recent
paper13 as an acoustic BB, is now addressed. Acoustic Bessel
bullets are defined by the following gated sinusoidal weight-
ing functionw(t):

w~t!5sin~Vbt!, 0<utu<T5
pN

Vb
, ~65!

wherew(t) is an odd noncausal time function, andVb and
2T are the frequency and pulse duration which consists ofN
sinusoidal cycles. It is apparent fromW(V), the Fourier
transform ofw(t), that the relative bandwidth of the signal
decreases asN increases.

The space–time properties of the acoustic BB fields gen-
erated by infinite planar apertures based on the above
weighting function are readily investigated13 via the use of
Eq. ~2! from which it follows that

p~r,z,t!5p~r,0,t2z cosz!. ~66!

Since w(t) is noncausal,p(r,0,t) is a time-limited non-
causal odd function with a time duration equivalent to 2T
12r sinz which is propagated in thez direction with the
supersonic velocity 1/cosz and can be expressed as

p~r,0,t!5E
t1

t2 w~t2t8!

p@~r sinz!22~t8!2#1/2
dt8, ~67!

where the limits of integration are functions oft. It is noted
thatp(r,0,t) is an odd function oft for all r and the on-axis
pressure is simply expressed as

p~0,0,t!5sin~Vbt!, 0<utu<T5
pN

Vb
. ~68!

For the special case wherer sinz.p/Vb , p(r,0,t) can
be interpreted to consist of a turn-on transient extending
from 2(r sinz1T),t,(r sinz2T), a quasi-steady-state ex-
tending from (r sinz2T),t,(T2r sinz), and a turn-off
transient extending from (T2r sinz),t,(T1r sinz). For
r sinz,T and utu<T2r sinz the pressure during the quasi-
steady-state period can be described by the following expres-
sion:

p~r,0,t!5E
2r sin z

r sin z w~t2t8!

p@~r sinz!22~t8!2#1/2
dt8, ~69!

which can be integrated to obtain13

p~r,0,t!5J0~Vbr sinz!sin~Vbt!. ~70!

It is thus apparent thatp(r,0,t) may only consist of a
turn-on and turn-off transient at the radial distancesrm

whereJ0(Vbrm sinz)50.
The lateral extent of the BB defined by the weighting

function in Eq.~65! may now be readily estimated for the
preceding case and conditions via the use of the quasi-
steady-state pressure in Eq.~70! which is also obviously
valid for r50. If the lateral extent of the BB is defined by
the radial locationrn where the quasi-steady-state field is
reduced to 1/A2 of the peak on-axis field, it is then apparent
that

rn'
1.1

Vb sinz
. ~71!

Clearly, the lateral extent of the BB can then be simply con-
trolled via the carrier frequencyVb of the weighting function
whereas the on-axis axial extent of the BB, i.e., 2T, is also a
function of N. Thus, the lateral and axial extent of the BB
can be independently controlled via the selection ofVb and
N or T.

A pressure map forp(r,0,t) whereVb573.18 andN
510 is shown in Fig. 8 as a function of normalized timet
and normalized radial distancer r5r sinz for 0<r r<0.5.
These results clearly illustrate the space–time dependence of
p(r,0,t) for the case of the infinite planar aperture. The
on-axis result reproduces the weighting function as indicated
in Eq. ~68!. A quasi-steady-state pressure is observed in the
region centered aboutt50. As r r increases, the temporal
extent of this region decreases as expected. It is noted that
the quasi-steady-state results are in agreement with the ana-

FIG. 7. gn(t8) vs t8 for n50,1,2,3wheret85t/sinz.
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lytical result in Eq.~70!. The lateral extent of the acoustic
BB is also noted to be in general agreement with Eq.~71!
and the axial extent is determined by 2T.

In contrast to the preceding quasi-steady-state example a
pressure map forp(r,0,t) where Vb573.18 andN52 is
shown in Fig. 9 as a function of normalized timet and
normalized radial distancer r for 0<r r<0.5. As a result of
the shorter pulse duration of 2T, the turn-on and turn-off
transients are of increasing importance relative to the quasi-
steady-state pressure contribution which only exists in the
region where 0<r r<T. Equation~71! again provides a rea-
sonable estimate of the lateral extent of the acoustic BB and
the axial extent is again determined by the pulse duration
2T. In the region wherer r.T two distorted quasi-sinusoidal
signals are readily observed in the pressure time history at
each point. In general, the spectral content of the signals
decreases asr r increases further.

As a result of space limitations and the importance of
the on-axis field, the present study is limited to illustrating
the effect of a finite planar aperture on the on-axis quasi-
steady-state field of acoustic BB fields. More specifically, if
T5NTb@1 is considered for a planar aperture, it is clear
from the results in the preceding section that the pressure at
each on-axis point is a quasi-steady-state sinusoidal oscilla-
tion. The amplitude and phase of the steady state pressure

can thus be described by the preceding modal Fourier trans-
form relationships, i.e.,

P~0,z,Vb!5(
n

Sn~Vb ,z!Hn~0,z,Vb!, ~72!

where

Sn~Vb ,z!5cosz iVb

2

J0~kan!

VbsinzJ1~Vb sinz!

@~Vb sinz!22kan
2#

.

~73!

Thus, the on-axis modal transfer functionsHn(0,z,Vb) are
clearly of major importance in determining the properties of
the axial field.

Consider now the following generalized modal transfer
function Hkar

(0,z,Vb) which is defined as follows:

Hkar
~0,z,Vb!5E

z

Az211
J0~karAt22z2!e2 iVbt dt, ~74!

wherekar is a normalized radial wave number. Clearly,

lim
kar→kan

Hkar
~0,z,Vb!5Hn~0,z,Vb!. ~75!

A map of uHkar
(0,z,Vb)u vs kar and z/zR , where zR

5Vb/2p is the usual Rayleigh distance, is presented in Fig.
10 for Vb573.18 whereas a series ofuHkar

(0,z,Vb)u vs z/zR

are shown in Fig. 11 for the variouskar in Fig. 10. The
results forkar50 correspond to then50 case in Eq.~46!.

The results in Figs. 10 and 11 illustrate several points of
importance. First,uHkar

(0,z,Vb)u vs z/zR exhibits a general
oscillatory behavior followed by a monotonically decreasing
response asz/zR increases. The region of oscillatory behav-
ior is a maximum forkar50 and decreases askar increases.
In general,uHkar

(0,z,Vb)u;(z/zR)21; however, whenkar

5kan with n.0, the transfer functionuHkan
(0,z,Vb)u

;(z/zR)22. This latter result is most clearly seen from the
curves in Fig. 11 where the lowest curve of the two lowest
dark stripes correspond tokar53.83 and 7.02, i.e.,ka1 and
ka2 . It is thus apparent that a mode stripping occurs along
the axis. Asz/zR increases, the higher modes in the modal

FIG. 8. Pressure map ofp(r,0,t) vs t andr r5r sinz for Vb573.18 and
N510.

FIG. 9. Pressure map ofp(r,0,t) vs t andr r5r sinz for Vb573.18 and
N52.

FIG. 10. A map of the generalized modal transfer function magnitude
uHkar

(0,z,Vb)u vs kar andz/zR for Vb573.18.
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expansion of the on-axis field are successively stripped from
the on-axis field and redistributed to other spatial regions.
Once again, it is obvious that the on-axis far field is con-
trolled by then50 term in the modal expansion of Eq.~72!.

Finally, the magnitude of the on-axis pressure
uP(0,z,Vb)u vs z/zR is shown in Fig. 12 forVb573.18 and
z51, 3, and 5 degrees. Several results of interest are appar-
ent from the figure. First, it is noted that the location of the
last maxima for a fixedz is a commonly used measure of the
Rayleigh distance or near- to far-field transition distance for
the case of a uniform piston wherez50. It is obvious that
the location of the last maxima for a fixedz is inversely
related toz, i.e., asz increases the maxima moves closer to
the planar aperture. Second, it is observed that the variation
of the fluctuation in peak amplitude decreases asz increases.
Third, it is observed that the on-axis field exhibits the ex-
pected inverse range dependence forz51 and 5 degrees;
however, forz53 degrees, the on-axis decay corresponds to
(z/zR)22. The reason for the latter anomalous rate of decay

is that S0(Vb ,z) and V0(Vb ,z) are zero sinceJ1(Vbsinz)
50 for z53 degrees. Then>1 terms in the eigenfunction
expansion thus control the spatial rate of decay of the field.
Finally, it is noted that the on-axis anomalous rate of decay,
which occurs here due to the spectrally pure excitation,
would not occur for the pulsed case where the nonzero band-
width associated with the finite pulse duration introduces fre-
quency components for whichV0(V,z)Þ0.

III. SUMMARY AND CONCLUSIONS

A generalized space–time modal impulse response and
Fourier transform approach has been developed in the
present paper to investigate the space–time properties of
TBB fields which are generated using finite planar apertures.
The generalized space–time modal impulse response ap-
proach results in a modal sum of convolution integrals for
the pressure at each field point. The modal Fourier transform
approach was simply obtained from the temporal Fourier
transform of the field equations for the modal impulse re-
sponse approach.

A key feature of the modal approach is the modal de-
composition of the circular planar aperture distributions
which are required to generate the TBB fields. Closed form
expressions were presented for the associated modal impulse
responses. General properties and numerical results for the
modal source functions and the modal impulse responses
were then presented and discussed. Relatively simple closed
form expressions are developed for the modal Fourier trans-
form decomposition of the on-axis field and the angular-
dependent far-field transforms. In addition to providing a
clear connection between the space–time and space–
frequency properties of the field, the modal Fourier trans-
form approach provides additional important insight into the
nature of TBB fields. General modal expressions for the on-
axis space–time pressure field and angular-dependent far
field are presented and discussed. The on-axis far field for
the finite aperture is shown to be simply related to the
lowest-order term in the modal expansion.

The acoustic field for a particular type of TBB field
which is designated as an acoustic BB, which has a bandpass
spectrum, was briefly investigated using the generalized
modal impulse response and Fourier transform approach.
Numerical results were first presented for the space–time
properties of acoustic BB fields generated from an infinite
aperture. Analogous harmonic results were then presented
for a finite aperture. An interesting range-dependent modal
stripping along the axis of the aperture was observed. In
contrast to the inverse range decay for the lowest-order mode
which determines the on-axis far field, spatial rates of decay
for the higher-order modes were noted to be greater than the
ubiquitous spherical spreading loss due to a spatial redistri-
bution of the modal energies.

It is now clear that the space–time modal impulse re-
sponse approach can be simply used to determine the space–
time properties of general TBB fields and acoustic BB fields
in particular. Work in determining the transverse as well as
the axial dependence of such fields for various weighting
functions is in progress and will be reported shortly.14 In

FIG. 11. The generalized modal transfer function magnitudeuHkar
(0,z,Vb)u

vs z/zR for Vb573.18 andkar in the range 0<kar<10.

FIG. 12. The magnitude of the on-axis pressureuP(0,z,Vb)u vs z/zR for
Vb573.18 andz51, 3, and 5 degrees.
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addition, it is equally clear that the basic space–time modal
impulse response approach presented here can also be used
to investigate the general properties of other localized waves,
e.g., FWM and MPS wave fields, generated via planar aper-
tures. A comparison of the properties of various localized
wave fields is in progress and those results will also be re-
ported in a later paper.
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A multiple microphone recording technique for the generation
of virtual acoustic images
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A new recording technique based on multichannel digital signal processing is suggested. The system
uses a dummy-head that is modeled as a rigid sphere with two pairs of microphones mounted on
opposite sides of the sphere in the horizontal plane. Reversals—front back confusion, is a
well-known phenomenon when localizing virtual acoustic images produced by either headphones or
loudspeakers. Reproduction with two loudspeakers to the front of the listener causes rear virtual
acoustic images to be perceived primarily at ‘‘mirrored’’ angles in the frontal hemisphere. The
problem is tackled here by using a multichannel signal processing technique rather than by
mimicking accurately the acoustomechanical properties of a human head. The acoustic signals
which are recorded at the microphones are filtered by a 434 matrix of digital filters before being
transmitted via four loudspeakers. The performance of the system is investigated by means of
computer simulations, objective measurements, and also by subjective experiments in an anechoic
environment, where the listeners are asked to localize the perceived angle of the signals which were
prerecorded with the sphere dummy-head. Successful discrimination of reversals is achieved
primarily due to the dominant role of the interaural time delay~ITD! for localization at low
frequencies, but the accuracy with which listeners can localize virtual acoustic images is reduced in
comparison to a conventional two-ear dummy-head~e.g., KEMAR! with a two-loudspeaker
arrangement. The system is robust with respect to head rotations—virtual acoustic images do not
disappear and localization ability improves when listeners use small head rotations. ©1999
Acoustical Society of America.@S0001-4966~99!01103-0#

PACS numbers: 43.20.Fn, 43.20.Px, 43.60.Pt, 43.66.Qp@DEC#

INTRODUCTION

The perception of a virtual acoustic image by a listener
is produced by ensuring that the sound pressures at the ear-
drums of the listener are equivalent to those produced by a
real source at the desired position. The production of virtual
acoustic images through the use of loudspeakers can be
achieved either by reproduction of dummy-head recordings
or by a synthesis of monophonic or stereophonic signals with
a set of HRTFs~head-related transfer functions!. In both
cases, a common limitation is reversals. This phenomenon
has been investigated previously, mainly for reproduction
with headphones where sound sources in the frontal hemi-
sphere were often perceived as being behind the listener;
they appeared to be either elevated or closer to the listener
than they were during the recording, or they appeared to be
inside the head.1–5 The reproduction of binaural recordings
through loudspeakers, referred to as ‘‘transaural audio’’
~Cooper and Bauck6!, overcomes the problem of externaliza-
tion of virtual acoustic images but not the problem of rever-
sals; reproduction with two loudspeakers in the front causes
rear virtual acoustic images to be perceived primarily at
‘‘mirrored’’ angles in the frontal hemisphere~Damaske,7

Nelsonet al.8!. The explanation for this ambiguity might be
that the available commercial dummy-heads do not replicate
exactly the individual form of the human head. Also, listen-

ers use small head movements to distinguish between front
and back, while binaural recording is undertaken with a fixed
dummy-head position~Blauert,1 Mo” ller9!.

The available commercial dummy-heads try to simulate
different acoustomechanical properties of the human head
such as the ear canals, pinnae, ear drums, etc. These have not
yet been standardized, and different dummy-heads produce
different performances~Kleiner,10 Mo” ller11!. The dummy-
head shape in this research is simplified to a sphere model in
order to simulate the general diffraction around an average
human head. Two pairs of microphones, whose diaphragms
are flush mounted with the surface of a rigid sphere, are
mounted on opposite sides of the sphere in the horizontal
plane. The positioning of each microphone can be adjusted
with respect to the ‘‘interaural axis’’~as illustrated in Fig. 1!;
one microphone is moved slightly toward the ‘‘front sec-
tion’’ and the other slightly to the ‘‘rear,’’ with a small dis-
tance between the microphones being provided to prevent
spatial aliasing. The positions of the microphones~610°
with respect to the ‘‘interaural axis’’! correspond to slight
head rotations of the listener in the reproduction space. Hill
et al.12 showed that the performance of a 434 virtual acous-
tic imaging system can be investigated by means of the rate
of change of the interaural cross-correlation~IACC! function
with respect to head rotation. Simulations demonstrated that
the rate of change of the IACC that is produced by a real
source cannot be replicated by a two-channel virtual acoustic
imaging system. The four-channel system, with loudspeakers
also placed behind the listener, can reproduce this change.

a!Present address: Department of Information and Communication Engineer-
ing, Tokyo Denki University, Tokyo 101, Japan.
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The subjective experiments which were based on synthesized
signals from a monophonic source showed that the system is
capable of resolving the problem of reversals found with the
two-channel system, especially with slight head rotations.

It is commonly known that the sphere can not approxi-
mate an average human head over the whole audible fre-
quency range, since at high frequencies the wavelength is
comparatively short and the structure of the torso, head, and
the pinnae become significant. However, the model can cer-
tainly be used as a reasonable approximation to a real head
up to a frequency of a few kHz, since in terms of localization
cues interaural time differences~ITD! are important at low
frequencies~below approximately 1.5 kHz! and dominate in-
teraural level differences~ILD ! and spectral cues~Wightman
and Kistler13!. It has also been shown that ITDs for the above
frequency range calculated with the sphere model in the hori-
zontal plane were very similar to those of human heads with
the same perimeter~Kuhn14!. For higher frequencies, the
ILD cues dominate, where the model of the sphere agrees
with measurements with a dummy-head of sounds incident
in the horizontal plane up to 2.5 kHz. Above this frequency,
the pinna starts to affect localization at certain angles of in-
cidence, and the ILD cues produce a large cone of confusion
~Kuhn15!. The spectral modification of the sound due to the
pinna affects front/back and elevation localization at high
frequencies from 4 up to 16 kHz~Hebrank and Wright16!.

Recent studies17–19 of sound field reproduction have
demonstrated that a field can be reproduced, and approxi-
mate the original, by recording the acoustic signals at a finite
number of positions in the original sound field. Then, the
signals are processed via a matrix of linear filters in order to
produce the inputs to a number of sources used for reproduc-
tion; in this case, four microphones and four loudspeakers.
The solution presented here is an extension of the 232 cross-
talk canceller, suggested initially by Atal and Schroeder.20 A
method of frequency domain deconvolution with regulariza-
tion ~Kirkeby et al.21! is used to calculate in the least-squares

sense the inverse filters through which the recorded signals
are passed. These filters are designed to ensure that the re-
corded signals are accurately reproduced at the equivalent
microphone positions on the surface of a sphere placed at the
position of the listener’s head.

This paper summarizes the results of the investigations
of the new system. The results were obtained by calculating
the inverse filters by using a classical model of the scattered
sound field around a rigid sphere~Malecki22!. This model
was also used to calculate the sound field around the sphere
when the input to the sources were filtered. Physical mea-
surements were undertaken in order to validate the theoreti-
cal sphere model, and finally, subjective measurements were
carried out in an anechoic environment to check whether
listeners can discriminate reversals. The listeners were asked
to localize the perceived angle of the recorded signal~which
now appears as a virtual acoustic image!. These results are
compared with localization of real sources with the stimuli
being speech and 1/3 octave band signals.

The results show that the measured acoustical character-
istics of the sphere in the frequency and time domains were
very similar to the theoretical model. The subjective mea-
surements show that the system can deal successfully with
the problem of reversals, thus reproducing the original re-
corded signals all around a single listener in an anechoic
environment. The system is also robust with respect to head
movements—the virtual acoustic images do not disappear
and the localization ability improves when the listeners use
small head rotations.

I. MULTICHANNEL SIGNAL PROCESSING THEORY

A. System description

Various methods for inverse filter design have been sug-
gested and used for sound reproduction, both in the time and
frequency domains. These include methods for designing
adaptive finite impulse response~FIR! filters using sparse
update algorithms~Nelson et al.,18 Orduña-Bustamante23!
and the method of fast deconvolution using regularization
~Kirkeby et al.21! used in this research. This method is based
on calculating the matrix of causal inverse FIR filters in the
frequency domain. The calculation is undertaken using regu-
larization, where the performance of the filters is optimized
at a large number of discrete frequencies. Its main advantage
is in calculating off-line very long filters~up to the DSP
hardware limitations: 16 384 coefficients of each filter! at
relatively high speeds~up to a few minutes withMatlab on a
SGI workstation!.

A diagram describing the signal processing problem of
the sound reproduction system is shown in Fig. 2. By assum-
ing that the system is working in discrete time, we can adopt
the definition of the signals in thez-domain. It is assumed
that theT microphones which record the sound field are re-
stricted to the horizontal plane. TheT observed signals de-
scribed by the vectoru(z). The objective is to reproduce
these signals as closely as possible at the equivalent locations
in the listener space.Ssources are used to reproduce the field
and their input signals are described by the vectorv(z).
These sources produce signals atR locations in the listening

FIG. 1. A schematic drawing of the sphere model with a radius of 9.5 cm.
Two pairs of Electret microphones are positioned at each side of the sphere.
The ‘‘front’’ and ‘‘rear’’ microphones are positioned at610° with respect
to the ‘‘interaural axis.’’
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space, these signals comprising the vectorw(z). For our pur-
poses, we assume that the microphones are positioned atR
locations in the listening space, which are equivalent to theT
locations of the microphones in the recording space such that
T5R54. TheR desired signals are described by the vector
d(z), and theR performance error signals are described by
the vectore(z).

The signal vectors can therefore be written as

u~z!5F U1~z!

]

UT~z!
G v~z!5FV1~z!

]

VS~z!
G w~z!5F W1~z!

]

WR~z!
G ,

~1!

d~z!5F D1~z!

]

DR~z!
G e~z!5F E1~z!

]

ER~z!
G .

The matricesA(z), C(z), andHm,A(z) represent multichan-
nel filters.A(z) is an R3T target matrix,C(z) is an R3S
plant ~electroacoustic! matrix, andHm,A(z) is an S3T ma-
trix of inverse filters. The componentz2m delays all the el-
ements ofu by an integer number ofm samples to ensure
that the optimal filters are causal. These matrices have the
following structures:

A~z!5F A11~z! ¯ A1T~z!

] � ]

AR1~z! ¯ ART~z!
G ,

C~z!5F C11~z! ¯ C1S~z!

] � ]

CR1~z! ¯ CRS~z!
G , ~2!

Hm,A~z!5F H11~z! ¯ H1T~z!

] � ]

HS1~z! ¯ HST~z!
G .

The error signals are defined as the difference between the
desired signals and the reproduced signals,

F E1~z!

]

ER~z!
G5F D1~z!

]

DR~z!
G2F W1~z!

]

WR~z!
G . ~3!

The goal is to design the matrixHm,A(z) which minimizes
the magnitude of the vector of error signals, whereA(z) and
C(z) are given. From the block diagram shown in Fig. 2 and

Eqs.~1!–~3!, we can derive the following relationships:

v~z!5Hm,A~z!u~z!, ~4a!

d~z!5z2mA~z!u~z!, ~4b!

w~z!5C~z!v~z!, ~4c!

and

e~z!5d~z!2w~z!. ~4d!

B. Optimal inverse filtering

The calculation of the optimal filters in the least-squares
sense exposes some of the fundamental problems encoun-
tered with deconvolution of a multichannel system; these
filters are constrained to be stable but not constrained to be
either causal or finite duration. The goal is to find the signal
vector v(ej vD) which operates in discrete time on sampled
input signals, and minimizes the sum of squared errors be-
tween the desired and reproduced signals.

The quadratic cost function that is to be minimized is
given by

J~ej vD!5eH~ej vD!e~ej vD!1bvH~ej vD!v~ej vD!. ~5!

The cost function thus consists of the sum of the squared
errorseH(ej vD)e(ej vD) plus the sum of squared source input
voltagesvH(ej vD)v(ej vD) multiplied by a positive real num-
berb, wheree(ej vD) andv(ej vD) are vectors containing the
Fourier transforms of the error signals and source input sig-
nals, respectively, andb is a regularization parameter. The
latter quantifies the relative weighting in the cost function
given to the ‘‘effort’’ used in minimizing the sum of squared
errors. By varyingb from zero to infinity, the solution
changes gradually from minimizing only the performance
error to minimizing only the effort cost. The optimal vector
of source input signalsvopt(e

j vD) is given by

vopt~ej vD!5@CH~ej vD!C~ej vD!1bI #21

3CH~ej vD!A~ej vD!u~ej vD!. ~6!

With no modeling delay (m50) and according to Eq.~4a!,
the optimal filter matrix becomes in thez-domain,

H0,A~z!5@CT~z21!C~z!1bI #21CT~z1!A~z!. ~7!

The matrix of optimal inverse filters can be represented by
H0,I ~again, in a special case wherem50!, which we define
as the generalized cross-talk cancellation matrix, given by

H0,I~z!5@CT~z21!C~z!1bI #21CT~z1!. ~8!

This term is used whenever the target matrix is an identity
matrix regardless of the value ofm. As mentioned above, it
is crucial to include a modeling delay with a sufficient length
in order to ensure the best performance under the constraint
of causality of all the filters.

II. SCATTERED SOUND FROM A WAVE IMPINGING
ON A RIGID SPHERE

A. Frequency domain analysis

A rigid sphere was used as a model for the head in this
research in order to simplify the analytical calculations of the

FIG. 2. A block diagram of a discrete-time multichannel sound reproduction
system.
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sound field around a human head~later enabling us to com-
pare these to measurements!. When an acoustic wavefront
meets an obstacle, reflection, diffraction, and scattering of
the wave occur. For our purposes, we wish to evaluate the
distribution of pressures on the surface of the sphere~to sim-
plify, a plane wave is assumed to propagate. It is also re-
stricted to the horizontal plane only, where the ears/
transducers are placed!. The total acoustic field around a
sphere consists of two terms: the pressure due to the incident
wave and the distribution of the pressure of the scattered
wave. The general spherical coordinates for determining the
acoustic field around a sphere are illustrated in Fig. 3, where
the plane wave is propagating in thex direction ~u50, and
w50!. The equations given below for the complex pressure
are based on those given by Malecki.21 In the vicinity of the
sphere, the total complex pressure,ptot , can be written as

ptot5p0 exp~ j vt ! (
m50

`

~2 j !~m11!~2m11!Pm~cosu!

•

j m~kr !nm8 ~ka!2nm~kr ! j m8 ~ka!

j m8 ~ka!2 jnm8 ~ka!
, ~9!

where p0 is the amplitude of the pressure of the incident
wave,v the angular frequency, andk the wave number. The
terms Pm denote Legendre polynomials, whilstj m and nm

are spherical Bessel and Neumann functions, respectively.
Finally, a is the radius of the sphere,r the distance from the
origin of the sphere, andu the direction of the incident wave.

On the surface of the sphere, this expression is reduced
to the form

ptot5p0 exp~ j vt !

3 (
m50

`
~2 j !~m11!~2m11!~ka!22Pm~cosu!

j m8 ~ka!2 jnm8 ~ka!
. ~10!

B. Time domain analysis

The analytical expressions presented above for the re-
sultant sound field due to a sphere are in the frequency do-
main. In order to implement the digital filters, a time domain
presentation is also required. Applying an inverse fast Fou-
rier transform ~FFT! to the frequency domain expression
yields a noncausal impulse response with ripples due to the
use of a rectangular window. Therefore, in order to over-
come this problem~but with the penalty of attenuating the

high frequencies!, a half-Hanning window is implemented
before using the inverse FFT. The method used to obtain the
impulse responses around the sphere is as follows: the fre-
quency response on the surface of the sphere is calculated for
each angle of incidence~with a resolution of 5°! according to
Eq. ~10! in a discrete form. The sampling frequency is 48
kHz, and the Nyquist frequency is 24 kHz. The frequency is
‘‘mirrored’’ at the Nyquist frequency by appending the con-
jugate values. The new frequency response is multiplied by a
half-Hanning window in the frequency domain. An inverse
FFT is applied, followed by a cyclic shift to produce a delay
at half of the number of the sampling points. It should be
noted that this method gives only an approximation for the
impulse response, although the distortion at high frequencies,
which exceeds our frequency range demands, is not exces-
sive. The map of the impulse response of the sphere is pre-
sented in Fig. 4. The left and right axes correspond to the
time ~number of samples! and the angle of incidence, respec-
tively, whilst the vertical axis corresponds to the amplitude.
The front angles differ mainly in their delay and amplitude,
while the rear angles are characterized by a second peak
whose amplitude is smaller than the first. This can be ex-
plained by the asymmetric propagation of the plane wave to
these points: shorter, from one side of the sphere, and longer
from the other. These appear mainly at angles close to 180°.
A relatively high peak can be noticed at 180° because the
two peaks have been superposed, due to symmetry of propa-
gation from each side of the sphere.

C. Measurement of the sphere ‘‘HRTFs’’

The equivalent ‘‘HRTFs’’ produced by the sphere were
measured in order to give a comparison between the mea-
sured and the simulated responses in the time and frequency
domains. This enabled the validation of the theoretical
model, and the justification for the design of the inverse fil-
ters for the reproduction system. Four WM-063 Electret
Condenser microphones were chosen carefully~out of 50! to
have a minimal margin error of the magnitude and phase of

FIG. 3. Spherical coordinates used to define the general direction of a
propagating plane wave@the formulation in Eqs.~9! and ~10! was derived
for propagation in thex direction,u50, w50#.

FIG. 4. Three dimensional map of the impulse response of the sphere. The
front angles differ mainly in their delay and amplitude, while the rear angles
are characterized by a second peak which is a result of an asymmetric
propagation of the plane wave around the sphere.
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the frequency response~the measured magnitude difference
achieved was 1–2 dB and the phase difference was 1–2°
over a frequency range of 4000 Hz!. Four Celestion-1 loud-
speakers were chosen using the same principles~out of 12!
and the accuracy achieved was magnitude difference of 1 dB,
and phase difference of less than 4° for the same frequency
range. In order to measure the ‘‘HRTF’’ of the sphere, first
the free-field impulse response was measured, which in-
cluded mainly the response of the microphone and the loud-
speaker. This measurement was deconvolved from the mea-
surements of the impulse response when the microphone was
placed in the slot at the circumference of the sphere. The
sphere radius, 9.5 cm, was chosen as an average in response
to anthropometric measurements~Burandt et al.24!. The
sphere was mounted 1.3 m above the floor on a fixed pivot
through the middle of which the microphone cables were
inserted. The loudspeakers were positioned 1.4 m from the

origin of the sphere. The microphones were connected to a
four-channel Electret microphone amplifier, and to the
MLSSA system~Rife and Vanderkooy25! in order to measure
the impulse response with the sphere being rotated at 5° for
each measurement. A 1024-point maximum length sequence
was generated at a sampling rate of 48.19 kHz~this is the
nearest sampling frequency to 48 kHz obtained with the
MLSSA hardware!. Each sequence was preaveraged and av-
eraged for eight cycles. A few examples of the comparisons
made between the measured~deconvolved! and simulated
impulse response and frequency response are presented in
Figs. 5–7, which show that the physical sphere has charac-
teristics that are very close to the predictions of the theoret-
ical model.

III. INVERSE FILTER DESIGN

A fixed set of inverse filtersHrs(n) for implementing
the cross-talk cancellation was calculated off-line following
the initial measurement of the electroacoustic response of the
reproduction system.~The examples presented in Figs.
10–13 demonstrate the best performance achieved with the
regularization parameterb set to 0.0001.! The arrangement
of the reproduction system used in the following example
was ‘‘asymmetric’’ with loudspeakers at230°, 30°, 110°,
and 2110° and with the microphones at280°, 80°, 100°,
and2100° ~see Fig. 8!. The sampling frequency was set to
48 kHz. Figure 9 shows in a matrix form~434! the electroa-
coustic impulse response.C11(n) corresponds to the impulse
response measured at microphone number 1 due to loud-
speaker number 1.C12(n) corresponds to the impulse re-
sponse at the same microphone due to loudspeaker number
2, and so forth. The first 196 samples, which were the short-
est delay between each of the loudspeakers and each of the
microphones, were removed to ensure a stable inversion. The
original measurement of the impulse response was made
with 1024 samples, but since the impulse response here is
relatively short, the data above sample 100 were just noise,
so the impulse response was truncated to 128 samples. To

FIG. 5. Comparison of the measured and simulated directivity pattern on the
surface of the sphere at 1 kHz~direction of incidence from the top!. The
results presented are shown after deconvolution of the loudspeaker and mi-
crophone responses.

FIG. 6. Comparison of the measured and simulated frequency response of the sphere at 160°. The results presented are shown after deconvolution of the
loudspeaker and microphone responses.
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avoid ripples due to the rectangular truncation, a half-
Hanning window was applied to the last 64 points. The
shadow zone is clearly demonstrated in the off-diagonal el-
ements, especially when a loudspeaker is in the opposite
hemisphere of a microphone@e.g., C23(n), C34(n), etc.#.
The inverse filters are presented in Fig. 10, where each filter
is delayed by 512 coefficients to ensure that all the nonmini-
mum phase components of the electroacoustic response are
included and not truncated. The frequency response of the
filters ~in Fig. 11! reveals the limitations of implementing the
filters in practice due to a boost at low and very high fre-
quencies. It was of utmost importance to use a bandpass filter
during the experiment, in order to protect the loudspeaker at
low frequencies~below 180 Hz! and to cut frequencies above
5000 Hz ~which were not in the scope of the experiment!.
The convolution in the time and frequency domains demon-
strates the characteristics of the cross-talk cancellation net-
work very well. Impulses appear only in the diagonal ele-

ments~in Fig. 12! and an almost flat response appears in the
parallel elements in Fig. 13. An average attenuation of 15 dB
is achieved at low frequencies, while at higher frequencies
the attenuation reaches levels of250 dB. It is important to
state at this point that the performance in practice for the
listeners was less efficient than as presented in the graphs
due to hardware limitations~such as the response of the
loudspeakers! and the differences between the HRTFs of the
listeners and those of the sphere, but is nevertheless capable
of producing virtual acoustic images of a reasonable clarity.

Due to the long filters obtained with deconvolution in
the frequency domain, 1024 coefficients in this case, imple-
mentation can be undertaken only when appropriate ad-
vanced hardware is available. The measurements were made
with the Yamaha Digital Audio Processor, which is capable
of implementing 434 FIR filter matrix, whose elements can
contain up to 16 384 coefficients, each at a sampling rate of
44.1 or 48 kHz.

IV. ANALYTICAL SIMULATION OF THE REPRODUCED
SOUND FIELD IN THE NEAR VICINITY OF THE
SPHERE

The form of the sound field reproduced in the region of
the sphere is investigated following the implementation of
the inverse filters. The aim of this presentation is to illustrate
the reproduced pressure in the frequency domain not only at
the positions of the microphones but also in the near vicinity
of the sphere. The reproduced amplitude of the total pressure
is calculated inside an area with the dimensions of 24
324 cm2, and the radius of the sphere is 9.5 cm. The ar-
rangement of the loudspeakers for this simulation is pre-
sented in Fig. 14. This area was divided into 1003100 points
of calculation. The sound pressure~real and imaginary val-
ues! at each ear position~610° with respect to the ‘‘interau-
ral axis’’! was calculated at a single frequency with the
sources which were modeled as plane waves and were not
filtered. Later, all source inputs were filtered to produce ‘‘1’’
at one ear~ear no. 1 in Fig. 14! and ‘‘0’’ at the others~this is

FIG. 7. Comparison of the measured and simulated impulse response of the sphere at 160°. The results presented are shown after deconvolution of the
loudspeaker and microphone responses. The two peaks are a result of an asymmetric propagation of a plane wave around the sphere.

FIG. 8. The ‘‘asymmetric’’ loudspeaker arrangements for reproduction in
the experiment with virtual acoustic images.
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accomplished by multiplying the vector@1 0 0 0#T with the
cross-talk cancellation matrixH!. We can notice the effect of
the cross-talk cancellation on the robustness of head rota-
tions: the zero pressure on the right side is maintained when
the head is rotated, and on the left side a rapid change be-
tween ‘‘0’’ and ‘‘1’’ is achieved. Figure 15~a!, ~b!, and ~c!
shows the sound field at 1, 2, and 4 kHz, respectively. These
graphs demonstrate that the change of the sound pressures
near the positions of the microphones due to head~sphere!
rotations is similar for different frequencies.

V. SUBJECTIVE EVALUATION OF THE SYSTEM

A. The pilot study

A pilot study was carried out in order to investigate the
performance of the system with respect to the following pa-
rameters:
Two loudspeaker arrangements: ‘‘asymmetric,’’ and ‘‘sym-
metric’’ ~as illustrated in Figs. 8 and 14, respectively!.
Four HRTF databases:

~1! Direct measured elements of the impulse response

FIG. 9. The 16 elements of the elec-
troacoustic matrixCrs(n), measured
with the ‘‘asymmetric’’ loudspeaker
arrangement~amplitude versus num-
ber of samples!. The shadow zone is
clearly demonstrated in the off-
diagonal elements @e.g., C23(n),
C34(n)# when a loudspeaker is in the
opposite hemisphere of a microphone.

FIG. 10. The impulse responses of the
filters Hm,I(n) which deconvolve the
matrix C(n) shown in Fig. 9, with the
regularization parameterb50.0001
~amplitude versus number of samples!.
Note that the main part of the energy
of each filter is limited to its center, at
the modeling delay—512 coefficients.
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matrix—Crs(n). The impulse response of each one of
the 16 paths~434! was measured directly for each of the
loudspeaker arrangements.

~2! Indirectly measured frequency response of the sphere. In
this case 72 measurements were carried out, at a resolu-
tion of 5 deg. The elements of the matrixCrs(n) were
found indirectly by interpolating the values in relation to
the geometry of the four microphones and the four loud-
speakers in the frequency domain.

~3! Analytical simulation of the frequency response of a
sphere.

~4! The KEMAR dummy-head HRTF database.26

Three regularization parameters: ‘‘too low,’’ ‘‘too high,’’
and the best that was found.

The reproduction of virtual acoustic images with the
‘‘symmetric’’ arrangement sometimes caused similar effects
to those obtained when listening to headphones: sound was
localized closer to the head than it was recorded, or inside
the head. Consequently, emphasis was placed on the ‘‘asym-
metric’’ arrangement~the front and back pairs were in an
asymmetric position with respect to the ‘‘interaural axis’’!.
With the investigation of the HRTF database, the best results
were achieved with a set based on direct measurements of
the impulse response between the loudspeakers and the mi-
crophones positioned in the sphere. Hence, this database was
chosen to be implemented in the subjective experiment. All
the other HRTFs worked well with a synthesis of virtual
acoustic images, but did not work well with the cross-talk

FIG. 11. The frequency responses of
the filters Hm,I(n) which deconvolve
the matrixC(n) shown in Fig. 9, with
the regularization parameter
b50.0001 ~amplitude versus number
of samples!. Note the boost at low and
very high frequencies@e.g. H42(n),
H24(n)# which might exceed the limi-
tations of the performance of the loud-
speakers.

FIG. 12. The convolutionW(n) of
C(n) with Hm,I(n), with the regular-
ization parameterb50.0001 ~ampli-
tude versus number of samples!. The
cross-talk is represented by the off-
diagonal elements which are ideally
zero. Note that the peaks occur at the
modeling delay, atn5512.
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cancellation. Only a single microphone arrangement was
used with a spacing of610° ~3.3 cm!, which does not cause
spatial aliasing at frequencies below'5200 Hz. A closer
spacing was not chosen due to the physical dimensions of the
microphones and the alignment problem with respect to the
loudspeaker cone. It is important to point out a phenomenon
that appeared when reproducing the sound using this system
with four loudspeakers: with recorded sounds in the frontal
hemisphere, the rear loudspeakers are not expected to emit
substantial energy, yet it was found that a significant sound
was heard from the rear as well. Therefore, localization was
a harder task than expected, and it was found at this stage
that a decision connecting front or back localization might be

connected to the ‘‘color’’ of the sound: ‘‘brighter’’ sound in
the frontal hemisphere and ‘‘darker’’ sound in the rear~see
Blauert,1 Begault4!.

B. The procedures used in the subjective experiment

The subjective experiment was carried out in the large
anechoic chamber of the ISVR, and included ten volunteers
whose audiometric profile had been previously checked to
confirm that they had normal hearing. They were inexperi-
enced with the task of localizing sounds in an anechoic en-
vironment and therefore we believe that the results of the
localization experiments might have even been improved
with trained localizers. The experiments with real sources
and virtual acoustic images were carried out on different
dates, the experiments with real sources lasting 20 min, and
those with virtual acoustic images lasting 40 min.

The experiment with real sources was designed as a ref-
erence experiment, without using any processing of the sig-
nals. The goal was to investigate the ability of the listeners to
localize different types of real~and later virtual! signals in
the same environment. The listeners were introduced to their
new environment~the anechoic chamber! and were seated in
the center of a ‘‘cage’’ surrounded by a black acoustically
transparent cloth. Marks indicating the azimuth angles were
positioned at a resolution of 10° all around the cloth in the
horizontal plane at the height of the loudspeakers which were
at eye level. An angle of 0° was defined as being directly in
front of the listener and 180° at the back. The arrangement of
the ‘‘cage’’ and the nine loudspeakers in the anechoic cham-
ber is shown in Fig. 16. Each signal was played for 10 sec,
with the first and last 2 sec being used for fade-in and fade-
out to eliminate ‘‘clicks’’ emanating directly from the loud-
speakers. The loudspeakers were positioned only in the right
hemisphere since the final goal was to investigate reversals,
and testing sounds from sources all around the listeners
would have made the tests much longer and would not have

FIG. 13. The frequency response of
the convolutionW( f ) of C( f ) with
Hm,I( f ), with the regularization pa-
rameter b50.0001 ~reduction of the
pressure in dB versus frequency in
Hz!. The diagonal elements are ideally
0 dB, and the off-diagonal elements
are ideally minus infinity dB.

FIG. 14. The ‘‘symmetric’’ loudspeaker arrangements used for the analyti-
cal simulation of the reproduced sound field in the vicinity of the sphere,
and for reproduction in the pilot subjective experiment with virtual acoustic
images.
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contributed significantly to the assessment of the system’s
performance. The signals that were chosen were: band-pass
filtered speech~180–5000 Hz!, and 1/3 octave band signals
at 2000 and 4000 Hz. The listeners were asked to point with
their hand or finger in the direction of the perceived angle
and not to move their heads at all.

In the experiment with virtual acoustic images, only the
‘‘asymmetric’’ loudspeaker arrangement was used. The ex-
perimental apparatus included four Celestion-1 loudspeakers
and two Yamaha P2160 power amplifiers. The DSP hard-
ware was based on the Yamaha Digital Audio Processor with
a Yamaha A-D converter type AD8X and a D-A converter
type DA8X. Before commencing the experiment, the listen-
ers were given instructions and an introduction to the experi-
mental procedures. The signals were played randomly with
respect to the type of signal and the angle of the virtual
acoustic image. After a short break, the experiment was re-
peated with the listeners being told that they could rotate
their heads slightly, a few degrees to each side, if they were
not sure whether the sound was coming from the front or the
back.

VI. RESULTS AND DISCUSSION

The results of the localization experiments are plotted in
Figs. 17–20 as the perceived angle versus the presented
angle. This presentation enables us to observe two character-
istics of localization: the spread of the answers per each pre-
sented angle, and also a rough distinction between angles
answered in the frontal and the rear hemispheres. The cir-
cle’s area is proportional to the number of listeners who lo-
calized the same perceived angle.

Figure 17 presents a reference graph showing the results
for a localization experiment in the anechoic chamber of vir-
tual acoustic images which were synthesized with a KEMAR
HRTF database~after Nelsonet al.8!. The loudspeaker’s ar-
rangement is630° with respect to the listener. An angle of
0° was defined in this research for a source positioned to the
right of the listener, 90° represents the source being in the
front, etc. Reversals are clearly seen with 82% of the an-
swers, for angles presented in the rear were localized in their

FIG. 15. The amplitude of the sound field around a sphere (24324 cm2)
with four ‘‘ears’’ at ~a! 1, ~b! 2, and~c! 4 kHz when the cross-talk cancel-
lation is implemented for a symmetric arrangement of loudspeakers~Fig.
14!. The desired signals are ‘‘1’’ at the front left ear~1!, and ‘‘0’’ at all the
others~2,3,4!. Black corresponds to a ratio of 0 and white corresponds to
values equal to or greater than 1.

FIG. 16. Loudspeaker arrangement for the experiment with real sources.
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mirror positions. It is also concluded that the number of con-
fusion for sources presented in the front is minimal. Similar
results were found by Hillet al.12 By analyzing the data
presented by Hillet al.,12 it was found that 94% of the an-
swers for rear images were localized in the front.

Figures 18–20 present the results of the subjective ex-
periments in this research. Each figure includes three graphs
that show the localization of real sources with fixed heads,
and the localization of virtual acoustic images with fixed
heads, and free heads. The overall performance of individu-
als varied from 97% correct answers with only 3% front/
back reversals out of 90 signals for the listener with the best
performance, to only 48% of correct answers for the listener
with the worst performance. A general conclusion can be
reached with respect to the localization of virtual acoustic
images presented at 90°. Since no microphone was used to
record at this angle, the estimates varied quite significantly
~although this angle also proved problematic with real source
localization!. The listeners who localized these sources cor-
rectly, said that they achieved it by elimination: they had
learned to localize sounds in the front and in the back by
their ‘‘color,’’ the front angles sounding ‘‘brighter’’ than the
rear angles, which sounded ‘‘darker,’’ with a 90° angle being
localized by elimination. It also became apparent that the
cross-talk performance at high frequencies was not very ef-
ficient ~because of the limitations of the sphere model!. The
use of a band-pass filter helped to avoid localization of sig-
nals at angles where the loudspeakers were placed. This was
particularly pronounced with speech containing affricates
and fricatives~consonants such as ‘‘s’’ or ‘‘ts’’ and ‘‘f,’’
respectively! emitted directly from the cone of the loud-
speakers, while words without these consonants were cor-
rectly reproduced at the correct angles.

The results presented in Fig. 18~a! show how accurately

FIG. 17. Subjective experimental results in an anechoic environment for
localization of synthesized virtual acoustic images with the HRTF database
of KEMAR @after Nelsonet al. ~Ref. 8!#.

FIG. 18. ~a! Subjective response in an anechoic environment for real
sources using speech. The head of the listener is fixed.~b! Subjective re-
sponse in an anechoic environment for virtual acoustic images using 180–
5000 Hz band-pass filtered speech with the ‘‘asymmetric’’ loudspeaker ar-
rangement. The head of the listeners is fixed.~c! As in ~b!, but the head of
each listener is free for rotation.
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FIG. 19. ~a! Subjective response in an anechoic environment for real
sources using 1/3 octave band—2000 Hz. The head of the listener is fixed.
~b! Subjective response in an anechoic environment for virtual acoustic
images using 1/3 octave band—2000 Hz with the ‘‘asymmetric’’ loud-
speaker arrangement. The head of the listeners is fixed.~c! As in ~b!, but the
head of each listener is free for rotation.

FIG. 20. ~a! Subjective response in an anechoic environment for real
sources using 1/3 octave band—4000 Hz. The head of the listener is fixed.
~b! Subjective response in an anechoic environment for virtual acoustic
images using 1/3 octave band—4000 Hz with the ‘‘asymmetric’’ loud-
speaker arrangement. The head of the listeners is fixed.~c! As in ~b!, but the
head of each listener is free for rotation.
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listeners can localize real sources in an anechoic environ-
ment without rotating their heads, with only a small percent-
age of reversals~5%!. Figure 18~b! and~c! present the local-
ization performance of virtual acoustic images, without and
with head rotations, respectively. In both graphs the majority
of the answers are in the lower left and upper right quadrants
~no reversals zones!. When the listeners didn’t rotate their
heads, the percentage of reversals was 18%, which then re-
duced to only 5% when they used head rotations to discrimi-
nate front from back. This means that for the majority of
listeners, sound that was recorded~as opposed to synthe-
sized! at a specific angle with the sphere dummy-head, was
reproduced at that angle~or in the region of that angle!. Two
important features of localization appear in this graph: the
accuracy of localization for each angle~reaching values of
630°! is less than that achieved with real sources or with
synthesized virtual acoustic images with two loudspeakers,8

and a wide spread at an angle of 90° shows accuracy de-
creasing at angles in that region.

Figures 19~a! and 20~a! show that the ability to localize
1/3 octave band signals at 2000 Hz~18% of reversals! and
4000 Hz~21% of reversals! with real sources in the anechoic
chamber without rotating the head is reduced compared to
localization of speech signals~5% of reversals! under the
same conditions. The performance of localization of virtual
acoustic images is presented in Figs. 19~b!, 19~c!, and 20~b!
and 20~c!, and although more confusion appears~between
20% and 30% of reversals!, these are comparable with the
confusion that appears with real sources.

Figure 21 summarizes the percentage of reversals. It first
shows the high rate of reversals appear with two examples8,12

of conventional 232 systems~82% and 94% of reversals of
rear virtual acoustic images!. The figure also shows the per-
centage of reversals when listening to the proposed 434 sys-
tem, and the results are compared with localization with real
sources. It can be seen that discriminating reversals with the
proposed virtual imaging system is successful, when the lis-

teners rotate their head, and when the performance is com-
pared to localization with real sources.

Similar results were obtained by Hillet al.,12 who syn-
thesized~as opposed to recorded as in this research! 3 kHz
band limited noise signals from a monophonic source. The
subjective experiments’ results showed that when listeners
used slight head rotations, they succeeded in discriminating
front from back signals.

VII. CONCLUSIONS

A new sound reproduction system is suggested that is
based on multichannel digital signal processing and uses a
four-ear dummy-head modeled as a rigid sphere. Physical
acoustic measurements of the sphere validated the theoretical
model in the frequency and time domains. Analytical simu-
lations of the sound field with the cross-talk cancellation
being implemented demonstrate the principle of reversal dis-
crimination obtained by the concept of ‘‘four ears.’’ The
subjective experiments showed clearly that the system can
deal successfully with the problem of reversals, thus repro-
ducing the original recorded signals all around a single lis-
tener in an anechoic environment. The most successful re-
sults were obtained with speech signals. More confusion
tends to appear with third octave bands at 2000 and 4000 Hz
signals, although when compared to the experiment with real
sources, the overall performance of the system still shows
remarkably successful results. The system is also robust with
respect to head movements—the performance is improved
when the listeners rotate their heads. The main disadvantage
of the system is that the sound field around a listener’s head
is more complex than in a two-loudspeaker arrangement, and
therefore the image of a virtual acoustic image is less clear.
Consequently, the accuracy of localization of each presented
virtual acoustic source is reduced in comparison to the two-
loudspeaker arrangement.

FIG. 21. The percentage of reversals when listening through loudspeakers. High rate of confusion is noticed for the conventional system with two loud-
speakers in the front. Discrimination of reversals is achieved with the 434 system, especially when the head of the listeners is free for rotation.
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An advanced boundary element/fast Fourier transform~BE/FFT! methodology for solving
axisymmetric acoustic wave scattering and radiation problems with non-axisymmetric boundary
conditions is reported. The boundary quantities of the problem are expanded in complex Fourier
series with respect to the circumferencial direction. Each of the expanding coefficients satisfies a
surface integral equation which, due to axisymmetry, is reduced to a line integral along the surface
generator of the body and an integral over the angle of revolution. The first integral is evaluated
through Gauss quadrature by employing a two-dimensional boundary element methodology. The
integration over the circumferencial direction is performed simultaneously for all the Fourier
coefficients through the FFT. The singular and hyper-singular integrals are computed directly by
employing highly accurate three-dimensional integration techniques. The accuracy of the proposed
boundary element methodology is demonstrated by means of representative numerical examples.
© 1999 Acoustical Society of America.@S0001-4966~99!01803-2#
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INTRODUCTION

The boundary element method~BEM! is a well-known
and powerful numerical tool, successfully used in recent
years to solve various types of engineering problems in
acoustics.1 A remarkable advantage it offers as compared to
other numerical methods such as the finite difference~FDM!
and the finite element method~FEM! is the reduction of the
dimensionality of the problem by one. Thus, three-
dimensional problems are accurately solved by discretizing
only two-dimensional surfaces surrounding the domain of
interest. In the case where the problem is characterized by an
axisymmetric geometry, the BEM reduces further the dimen-
sionality of the problem, requiring just a discretization along
a meridional line of the body. These advantages in conjunc-
tion with the automatical accounting of the radiation condi-
tions, when infinite or semi-infinite domains are treated, ren-
der the BEM ideal for analyzing axisymmetric radiation and
wave scattering problems. One can find details concerning
the application of the BEM to wave propagation and scatter-
ing problems in the books of Manolis and Beskos2 and Rego
Silva.3

The departure point of any frequency domain axisym-
metric boundary element formulation, dealing with acoustic

exterior problems, in existence until now in the literature is
the transformation of the integral representation of the prob-
lem into cylindrical coordinates. Then, due to the axisym-
metric nature of the free space Green’s function, a surface
integral is reduced to an integral defined on a meridional line
of the body and an integral over the angle of revolution. The
latter integral, when singularity occurs, is computed in terms
of elliptic integrals. Otherwise, the integration is performed
numerically by means of Gauss quadrature. The integral
along the meridional line is computed numerically by em-
ploying a two-dimensional boundary element methodology.
When the boundary conditions of the problem are axisym-
metric, the analysis is straightforward. In the case of non-
axisymmetric boundary conditions, a Fourier series expan-
sion of the boundary quantities with respect to the
circumferencial direction is necessary, in order to decompose
the problem to a series of pure axisymmetric problems. Here
one can mention the works of Meyeret al.,4 Seybertet al.,5

Martinez,6 Sarkissian,7 Juhl,8 Soenarko,9 Grannel et al.,10

and Wanget al.11

The main problem with the above described boundary
element methodology is the time consuming evaluation of
the circumferencial integrals, which have to be computed
separately for each Fourier component of the problem. How-
ever, the very recent works of Kuijperset al.12 in acoustics
and Ozkan and Mengi13 in elastodynamics revealed that thea!Electronic mail: Polyzos@tech.mech.upatras.gr
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computational effort can be drastically reduced by perform-
ing the circumferencial integration, simultaneously for all the
Fourier harmonics, through the fast Fourier transform~FFT!
algorithm.14

In this work an advanced BEM formulation, appropri-
ately combined with the FFT and the nonperiodic FFT15 al-
gorithms for solving axisymmetric radiation and scattering
problems in frequency domain acoustics, is presented. The
proposed formulation has been implemented to solve the
standard Helmholtz boundary integral equation,3 its normal
derivative3 as well as the linear combination of them, known
in the literature as the composite boundary integral equation
of Burton and Miller.16 The boundary quantities of the prob-
lem are expanded in discrete complex Fourier series with
respect to the circumferencial direction. Each Fourier coeffi-
cient satisfies a surface integral equation which, due to axi-
symmetry, is reduced to an integral equation containing a
line integral along a surface generator of the body and an
integral over the angle of revolution. The first integral is
evaluated through Gauss quadrature by applying a two-
dimensional boundary element methodology. The integration
over the angle of revolution is performed simultaneously for
all the Fourier coefficients through the FFT, with obvious
computational gains. The singular and hyper-singular inte-
grals are computed directly with high accuracy by means of
three-dimensional integration techniques.

A brief review of the integral equations, most commonly
used for solving acoustic problems, as well as the special
axisymmetric form of those equations, are presented in a
unified way in Sec. I. Section II is subdivided into three
parts. In part A, the proposed boundary element formulation
is described. Parts B and C deal with the evaluation of non-
singular and singular integrals, respectively. Also in part C,
the computational efficiency of the proposed technique con-
cerning the direct evaluation of singular integrals is demon-
strated via appropriate numerical tests. Finally, in Sec. III
three representative numerical examples exhibit the accuracy
of the present formulation.

The methodology presented here can be thought of as an
improved and advanced extension of the work of Ozkan and
Mengi13 to acoustic problems because it employs quadratic
boundary elements instead of constant ones used in their
work, evaluates the singular integrals by means of the highly
accurate direct algorithms of Guiggianiet al.17 appropriately
modified for the present axisymmetric case, and performs the
integration over the angle of revolution by utilizing an auto-
matically determined number of FFT points. By comparison
of the present work to that of Kuijperset al.,12 the formula-
tion proposed here can be considered more efficient, as far as
it is concerned with the singular integration used, and more
general, because it deals not only with the standard Helm-
holtz boundary integral equation,3 but also solves effectively
the composite one.16 Finally, the use of complex Fourier se-
ries, instead of real ones, renders the present BE/FFT meth-
odology easily extendable to electromagnetic and elastic
problems, as it is evident by the recent works of Tsinopoulos
et al.18,19

I. INTEGRAL EQUATIONS—AXISYMMETRIC
FORMULATION

The integral equations mostly employed by the BEM, to
solve acoustic wave scattering or radiation problems, are
briefly presented in the following. Consider a three-
dimensional~3-D! body of volumeV, enclosed by a surface
S on which a unit normal vectorn, pointing intoV, is de-
fined. The body is submerged into an infinite linear acoustic
medium. When a harmonic acoustic wavef i impinges upon
the body, the resulting scattering problem admits a frequency
domain integral equation, which for smooth boundaries has
the following general form:

1

2 F«0f~x,v!1«1

]f~x,v!

]nx
G

1E
S
F«0

]G~x,y,v!

]ny
1«1

]2G~x,y,v!

]nx ]ny
Gf~x,v! dSy

5«0f i~x,v!1«1

]f i~x,v!

]nx

1E
S
F«0G~x,y,v!1«1

]G~x,y,v!

]nx
G ]f~x,v!

]ny
dSy , ~1!

wherex and y are position vectors representing a field and
source point, respectively,v is the circular frequency,f and
]f/]n stand for the velocity potential and the normal com-
ponent of the particle velocity on the surfaceS of the body,
respectively, andG represents the free space Green’s func-
tion. When a radiation problem is considered, the incident
terms in Eq.~1! are omitted.

Providing different values for the constants«0 and«1 in
Eq. ~1!, three different integral equations may be obtained.
When«051 and«150, Eq.~1! corresponds to the standard
Helmholtz integral equation.3 For the case where«051 and
«15 i /K, with K being the wave number, one obtains the
composite integral equation proposed by Burton and
Miller,16 while, when«050 and«151, the hyper-singular
integral equation is obtained. The composite integral equa-
tion has the advantage of providing unique solution at any
frequency, while the hyper-singular one is suitable for treat-
ing radiation and scattering problems dealing with bodies of
zero thickness.3 In the latter case the velocity potentialf and
the normal component of the particle velocity]f/]n are sub-
stituted by their jump valuesDf andD]f/]n across the sur-
faceS of the thin body.

Consider the body to be axisymmetric with respect to
the X3 axis of a rectangular coordinate system (X1 ,X2 ,X3)
and an associated cylindrical coordinate system~r, w, z! with
z[X3 , as shown in Fig. 1. Transforming Eq.~1! into the
cylindrical coordinate system and omitting, for reasons of
simplicity, the dependence of all quantities on the circular
frequencyv, one obtains
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wherery andwy are the polar coordinates of the source point
y andG is a surface generator of the body. When a scattering
problem is under consideration, the incident terms are ex-
panded into discrete complex Fourier series with respect to
the polar anglew, as follows:

H f i~x!

]f i~x!

]nx

J 5 (
n52nc

nc H fn
i ~rx ,zx!

vn
i ~rx ,zx!

J einwx, ~3!

wherefn
i and vn

i are the Fourier coefficients andnc is the
minimum number of harmonics required for the accurate ex-
pansion of the incident field. This cutoff harmonicnc is de-
termined numerically, at the pointx«G with the maximumr,
in order to have a coefficientfnc

i (x) no less than 1022f0 ,

wheref0 is the amplitude of the incident wave. The Fourier
coefficients are related to the expanded functions through the
integrals

H fn
i ~rx ,zx!

vn
i ~rx ,zx!

J 5
1

2p E
0

2pH f i~x!

]f i~x!

]nx

J e2 inwx dwx . ~4!

The above equations represent the Fourier transform formula
and the coefficientsfn

i andvn
i can be computed by using the

FFT algorithm.20 In the case of radiation problems, a similar
procedure is followed for the Fourier expansion of the
boundary excitations.

Expanding now the boundary velocity potential and nor-
mal velocity fields into discrete complex Fourier series with
respect tow, one obtains

H f~x!

]f~x!

]nx

J 5 (
n52nc

nc Hfn~rx ,zx!

vn~rx ,zx!
J einwx. ~5!

The fields are expanded into complex Fourier series, instead
of real ones, in order to avoid the split of the problem into
symmetric and antisymmetric modes. Although the two for-
mulations are mathematically equivalent, the expansion
based into the complex Fourier series is conceptually simpler
and more attractive for a numerical implementation, espe-
cially in problems employing vector and tensor fields such as
elastic ones.13,21

Inserting now the expansions of Eqs.~3! and~5! into Eq.
~2! and invoking orthogonality arguments, one obtains the
following integral equation for thenth Fourier boundary ve-
locity potential and normal velocity coefficients:

1

2
@«0fn~X!1«1vn~X!#1E

G
rYF«0

]G~n!~X,Y!

]nY

1«1

]2G~n!~X,Y!

]nX ]nY
Gfn~Y! dGY

5«0fn
i ~X!1«1vn

i ~X!1E
G
rYF«0G~n!~X,Y!

1«1

]G~n!~X,Y!

]nX
Gvn~Y! dGY , ~6!

where all the kernelsG, ]G/]nY, ]G/]nx, ]2G/]nx ]nY pre-
sented in the above equation have a representation of the
form

F ~n!~X,Y!5E
0

2p

F~X,Y,w!einw dw ~7!

with X(rx ,zx), Y(ry ,zy) being the field and source point,
respectively, belonging to the same surface generatorG of
the axisymmetric body~see Fig. 1!, from which the circum-
ferential anglew5wy2wx is measured.

The integral equation~6! in conjunction with the appro-
priately expanded boundary conditions form a well-posed
boundary value problem for each Fourier coefficientfn and
vn and can be solved numerically by employing the bound-
ary element method.

II. NUMERICAL IMPLEMENTATION

The present section deals with the numerical implemen-
tation of the axisymmetric formulation described in the pre-
vious section.

A. Boundary element formulation

The surface generatorG is discretized intoE Three-
noded quadratic isoparametric boundary elements with
length being smaller than or equal to one-fourth of the wave-
length of the disturbance. Corners or nodal points belonging
on the axis of symmetryz, corresponding tor50, are treated
by partially discontinuous elements.22 Let the total number
of the nodal points be equal toL. Then, adopting a global
numbering for all theL nodes by associating to each pair

FIG. 1. The axisymmetric body and its coordinate systems.
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~elemente, local nodea! a numberb, and writing the inte-
gral equation~6! for a node indicated by the position vector
Xk, one has

1

2
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b51

L
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L
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~n!1«1Wbk

~n!#•vn
b . ~8!

The integralsH, Q, T, W, appearing in the above equation,
can be expressed as

Fbk
~n!5E

21

1

rYe~j1! f bk
~n!Na~j1!Jj1

dj1U
ea→b

~9!

and

f bk
~n!5E

0

2p

U„Xk,Ye~j1!,w…einw dw ~10!

with U representing the kernels ]G/]nYe(j1) ,
]2G/]nXk ]nYe(j1) , G, ]G/]nXk when F corresponds to the
integralsH, Q, T, W, respectively.

In Eqs. ~9! and ~10! Na ~a51,2,3! are the shape func-
tions of a line quadratic element andJj1

is the Jacobian of
the transformation from the global to the local co-ordinate
systemj1 . Collocating Eq.~8! to all nodal pointsL and
applying the boundary conditions one obtains the following
final linear system of algebraic equations for thenth har-
monic:

A~n!
•x~n!5b~n!, ~11!

where the vectorsx(n) andb(n) contain all the unknown and
known Fourier coefficients, respectively. This system can be
solved by the well-known LU decomposition algorithm.20

As it has already been mentioned, one of the advantages
of the present formulation is that the integrals in Eq.~10!,
whenbÞk ~nonsingular case!, are evaluated simultaneously
for all harmonicsn by employing the FFT algorithm with
great computational gains, especially if a large number of
harmonics must be taken into account. Details are given in
the partB of the present section. However, whenb5k all
integrals of Eq.~9! become singular. The integralsT, H, and
W exhibit a weak singularity, while the integralQ is hyper-
singular and must be handled in the sense of Hadamard finite
part.23 For the singular integration a special treatment is re-
quired and an advanced technique, combining direct evalua-
tion of 3-D singular integrals and the FFT algorithm, is pro-
posed in Sec. II C.

B. Evaluation of nonsingular integrals

Integrals~9!, on the generatorG, are evaluated by using
a standard Gauss quadrature, employingLek integration
points, withLek given by the expression

Lek511INTFz1S Dek

l e
D 2z2G , ~12!

where INT indicates the next lower integer andDek is the
minimum distance between the pointXk and the integration

elemente of length l e . The above formula, which is similar
to that proposed by Bu24 for 3-D integration, has been estab-
lished in the present work by giving values to the dimension-
less variableD/ l greater than 531023, in order to evaluate
the aforementioned nonsingular integrals with accuracy of
0.01%. The constantsz1 , z2 are equal toz151.95, z2

51.00 andz152.35, z251.06 when integrals with kernels
of order O(1/r ) and O(1/r 3), respectively, are treated and
the minimum value ofLek is equal to 4.

The integrals of Eq.~10!, over the angle of revolutionw,
are computed by application of the FFT methodology. In the
present work the FFT algorithm of IMSL20 is employed in
the computations. The interval@0, 2p# is divided into M
equal parts, each of which represents an angleDw
52p/M . In accordance to the requirement of a conventional
FFT algorithm,M should be a power of 2, i.e.,M52p, p«N.
According to discrete Fourier transform theory, the integrals
of Eq. ~10! can be written as

f bk
~n!5

2p

M (
m50

M21

U„Xk,Ye~j1!,wm…e
i2p~nm/M !, ~13!

where all the kernels are now defined on each anglewm

5mDw.
The efficient computation of integral~13! requires an

optimum choice for the FFT pointsM. According to a recent
study made by Kuijperset al.,12 the required number of FFT
points depends on the minimum (r min) and maximum (r max)
distances~see Fig. 2! between the field pointXk and the
source pointsy„Ye(j1),wm… and the wave numberK of the
excitation. Thus, through a curve-fitting procedure, they pro-
posed a formula for the optimum selection of the FFT points,
in order to evaluate weakly singular integrals with accuracy
of 0.1%. In the present work, utilizing the aforementioned
parameters, a new formula is proposed. This formula is valid
for the evaluation of both weakly and hyper-singular inte-
grals with accuracy of 0.01% and is given by the following
relation:

M52p,

p5INTH a11a2 Log10Fa3~Kr max!
a4

3S 12S r min

r max
D a5D a6

1a7S r max

r min
D a8

1a9G J , ~14!

where INT indicates the next lower integer, the coefficients
ai for both weakly and hypersingular kernels are given in
Table I, and the minimum value ofM is equal to 16. Equa-

FIG. 2. The minimum and maximum distances between a field point and
source points over the circumference.
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tion ~14! has been derived through a curve-fitting procedure
of a database, which contains the required FFT points for the
evaluation of the integrals with accuracy of 0.01%. This da-
tabase has been constructed for dimensionless variables
r max/rmin and Kr max lying in the intervals@1, 500# and @0,
200#, respectively. It should be noticed here that the interval
corresponding to the ratior max/rmin is less than that consid-
ered by Kuijperset al.12 ~@1, 2000#!. This is because, in their
work, the FFT algorithm is also used to deal with singular
integration, where the field and the source point get very
close to each other, thus providing large values for the ratio
r max/rmin , while in the present work, the conventional FFT
methodology is applied only when nonsingular integrals are
treated. Finally, as it is evident in Sec. III, Eq.~14! provides
accurate results for a wide frequency range.

C. Evaluation of singular integrals

As it has already been mentioned, in the case whenb
5k the kernels of integrals in Eq.~9! become singular, with
the integralsT, H, and W being weakly singularO(1/r )
while the integralQ is hyper-singularO(1/r 3). A special
integration technique to treat these integrals is proposed here,
which is of a different sense compared to others appearing so
far in the literature for axisymmetric formulations. Its main
novelty is that it takes into account the singular behavior
around the field point in a 3-D sense, in contrast with the so
far proposed acoustic axisymmetric integration schemes
where the singularity is taken into account only along the
line generatorG. For example, in the formulation proposed
by Kuijperset al.,12 the singularity over the circumference is
treated by simply increasing the FFT points of a conven-
tional FFT algorithm.

According to the present methodology, a 3-D boundary
elementabcd is created around the singularity~see Fig. 3!.
The created element, on the circumferencial direction, has an
initial maximum width equal to the lengthl e of the corre-
sponding line element on the generatorG. The width of the
created element corresponds to a constant polar angle 2we

5 l e /rmax, wherermax is the maximumr-cylindrical coordi-
nate of the corresponding line element. Next, the interval@0,
2p# is divided intoM equal parts defined by the angleDw
52p/M . The numberM is determined by using the relation
~14! with r max52rXk andr min5rXkA2„12cos(we)…. The final
width of the created element is obtained by taking into ac-
count that the anglewe must be an integer multiple of the

step angleDw. Under this constraint, the anglewe becomes
equal toj Dw, with j being an integer such thatj <M /2 and
is given by the following relation:

j 511INTS we

Dw D . ~15!

At this point the integrals of Eq.~10! are split into two inte-
grals, one over thew direction into the created element
(2 j Dw, j Dw) and a second one over the remaining circum-
ferencial integration region (j Dw,2p2 j Dw), as

f kk
~n!5 f kk

~n!~1!1 f kk
~n!~2! , ~16!

where

f kk
~n!~1!5E

2 j Dw

j Dw

U„Xk,Ye~j1!,w…einw dw, ~17!

f kk
~n!~2!5E

j Dw

2p2 j Dw

U„Xk,Ye~j1!,w…einw dw. ~18!

The integralsFkk
(n)(1) given by Eqs.~9! and~17! are treated as

surface integrals over the created 3-D element and they are
directly evaluated as in a conventional 3-D BEM formula-
tion. For this purpose a local variablej2 is introduced, which
describes the polar anglew through the following linear re-
lation

w~j2!5 j Dwj2 , j2P@21, 1#. ~19!

Thus, the integralsFkk
(n)(1) in the localj1–j2 plane are writ-

ten as

Fkk
~n!~1!5E

21

1 E
21

1

rYe~j1!U„Xk,y~j1 ,j2!…

3einw~j2!Na~j1!JwJj1
dj1 dj2 , ~20!

whereJw5 j Dw is the Jacobian of the transformation of Eq.
~19!. Transforming now the integrals~20! into a local polar
coordinate system~see Fig. 3! and applying the methodology
proposed by Guiggianiet al.17 for the direct treatment of the
hyper-singular integralQ, appropriately modified for the
present axisymmetric case, one obtains

FIG. 3. The 3-D boundary element geometry for singular integration in
Cartesian (X1 ,X2 ,X3) and local (j1 ,j2) coordinate systems.

TABLE I. Coefficientsai , for weak and hyper-singular kernels.

Coefficient Weakly singular Hyper-singular

a1 8.456 7.766
a2 3.502 2.794
a3 10.90 63.64
a4 0.682 0.835
a5 3.45531025 3.06731025

a6 0.567 0.739
a7 2.30631022 2.67431022

a8 1.00 1.247
a9 2.59331022 4.80731022
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Tkk
~n!~1!5 (

m51

l E
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m

u2
mE

0

Rm~u!
Tm~R,u! dR du, ~21!

Hkk
~n!~1!5 (

m51

l E
u1

m

u2
mE

0

Rm~u!
Hm~R,u! dR du, ~22!

Wkk
~n!~1!5 (

m51

l E
u1

m

u2
mE

0

Rm~u!
Wm~R,u! dR du, ~23!

Qkk
~n!~1!5 (

m51

l E
u1

m

u2
mE

0

Rm~u!S Qm~R,u!

2
2qm~u!

R2 2
1qm~u!

R D dR du

1 (
m51

l E
u1

m

u2
mH 1qm~u! ln URm~u!

bm~u!
U22qm~u!

3F g~u!

~bm~u!!2 1
1

Rm~u!G J du, ~24!

whereTm, Hm, Wm, andQm are the integrands of Eq.~20!
expressed in the local polar coordinate system, while all the
remaining parameters in Eqs.~21!–~24! are given in the Ap-
pendix. If (n1,0) are the coordinates of the singular pointXk

in the local coordinate system (j1 ,j2), then the summation
index l takes the value 1 when21,n1,1 and the value 2
whenn1561. It should be noticed here that the integrals of
Eqs. ~21!–~24! are regular and can be easily computed for
each harmonicn, through standard Gauss quadrature, with
636 integration points.

The remaining integralsf kk
(n)(2) of Eq. ~18! are computed

through a nonperiodic FFT algorithm simultaneously for all
harmonicsn. According to this algorithm, the integration is
done again in the interval@0, 2p#, as in a conventional FFT
algorithm, except that now the fundamental kernelsU are set
equal to 0 when they are defined at the interval
(2 j Dw, j Dw). The error resulting by the latter procedure is
taken into account and an appropriate correction is imposed.
Details about this nonperiodic FFT algorithm can be found in
Ref. 15, pp. 577–584.

In order to demonstrate the efficiency of the present in-
tegration technique, a test problem concerning the accuracy
and the computational speed for the evaluation of weakly
singular integrals is presented. The present singular integra-
tion technique is compared to the one used in the work of
Kuijpers et al.,12 which is the only one appearing so far in
the literature in the context of acoustic BE/FFT methodol-
ogy. In that work, the integrands of the integralsH (n) and
T(n) in Eq. ~9! are evaluated by means of a conventional FFT
algorithm. As it is well known, these integrands are complex
functions. Their real part, near the singular point, exhibits a
logarithmic behavior, while the imaginary part is regular.
The weakly singular real part is handled by using a Gauss–
log quadrature technique, while the regular imaginary part is
computed separately through a Gauss–Legendre quadrature.

The test problem concerns a sphere of radiusa subjected
to a plane incidence, propagating vertically to the axis of
symmetryz. The dimensionless frequency of the problem is

Ka55 and the line elements of the discretized generator
have a length equal to one-fourth of the wavelength. The
integralsT(n) are computed for the node with coordinates
(a,0) in the r –z plane through, first, the present singular
integration technique and, second, the one used in Kuijpers
et al.,12 with two possible combinations for the number of
integration points. The first case~case 1! refers to the use of
two integration points for both the Gauss–log and Gauss–
Legendre quadratures. The second case~case 2! uses 16
points for the Gauss–log and 3 points for the Gauss–
Legendre quadrature. The combination of integration points
in case 1 corresponds to the minimum requirement for both
quadratures. The combination in case 2 corresponds, first, to
a maximum choice of integration points, that can be found
by the authors, for the Gauss–log quadrature and, second, to
a choice of integration points for the Gauss–Legendre
quadrature, which provides convergence. The relative per-
cent error of the magnitude of theT(n) integrals as a function
of each positive harmonicn is shown in Fig. 4. The total
CPU time needed for the evaluation of the above integrals
for all harmonics was 2.0531022 s for the present technique,
1.7231022 s for case 1, and 3.2431021 s for case 2. All the
calculations were done in a 233 MHz Pentium II PC.

The same test problem is solved when the dimensionless
frequency of the problem isKa550. Here, case 1 remains
the same. However, in case 2, the number of integration
points for both the Gauss–log and the Gauss–Legendre
quadratures is 4. This choice is imposed by the fact that
when more than four integration points are used for the
Gauss–log quadrature, the dimensionless variabler max/rmin ,
in the formula for the automatic selection of FFT points,
used in Kuijperset al.,12 exceeds the limits of operation. Fig-
ure 5 shows the relative percent error of the magnitude of the
T(n) integrals as a function of each positive harmonicn. The
total CPU time for the present test was 1.4031021 s for the
present technique, 1.9331021 s for case 1, and 4.95
31021 s for case 2.

FIG. 4. Relative percent error of the magnitude of theT(n) integral versus
positive harmonic number atKa55.
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As it is evident, the accuracy provided by the proposed
technique is better than that provided by cases 1 and 2, for
both intermediate (Ka55) and high (Ka550) frequencies.
The computational speed of the present integration is com-
parable to that of case 1 and higher than that of case 2.

III. NUMERICAL EXAMPLES

Three benchmark problems are solved in order to dem-
onstrate the high accuracy of the proposed BE/FFT formula-
tion. The first problem deals with the radiation from a sphere
of radiusa pulsating with uniform radial velocity. The prob-
lem is solved by using the integral equation~1! with «051,
«150 ~standard! and with«051, «15 i /K ~composite!. The
line generator is discretized in 14 elements. The magnitude
of the acoustic pressurep on the surface of the sphere is
plotted in Fig. 6 as function of the dimensionless frequency
Ka. The analytical solution, as given in Rego Silva,3 is also
plotted for comparison. It can be seen that both integral
equations, solved with the proposed axisymmetric formula-

tion, provide results in excellent agreement with the analyti-
cal solution, except at the two fictitious eigenfrequencies
(Ka5p and 2p! appearing in the frequency range consid-
ered, when the standard integral equation is used.

The second example concerns the scattering of a plane
acoustic wave from a rigid sphere with radiusa, for a high
dimensionless frequencyKa550. The incident wave propa-
gates in a directionu i530°, measured from the symmetry
axis z, in ther –z plane. This problem is solved by utilizing
the standard integral equation, in order to show the great
accuracy of the proposed axisymmetric formulation when
non-axisymmetric boundary conditions are considered. The
line generator is discretized in 126 elements and a total num-
ber of 61 harmonics are analyzed. The magnitude ratio of the
scatteredfs to the incidentf i velocity potentials, on the
boundary of the sphere, in ther –z plane is calculated. The
results are shown in Fig. 7 as a function of a scattering angle
u, measured from the incident propagation direction. The
analytical solution as given in Skudrzyk25 is also plotted and

FIG. 5. Relative per cent error of the magnitude of theT(n) integral versus
positive harmonic number atKa550.

FIG. 6. Magnitude of the acoustic pressurep on the surface of a pulsating
sphere versus dimensionless frequencyKa.

FIG. 7. Magnitude ratio of scattered to incident velocity potentials on the
surface of a rigid sphere versus scattering angle forKa550.

FIG. 8. Magnitude ratio of scattered to incident velocity potentials on the
surface of a rigid sphere versus scattering angle forKa550, with use of
Kuijpers et al.’s12 formula for nonsingular integrals.
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the excellent agreement between the present results and the
analytical solution is evident.

For comparison reasons, the above scattering problem is
solved again by using, instead of Eq.~14!, the formula pro-
posed in Kuijperset al.12 for the evaluation of nonsingular
integrals. The results are shown in Fig. 8 and as it is apparent
the solution presents significant instabilities, although the
variablesr max/rmin and K(r max2rmin) of the formula do not
exceed the limits of operation at this particular frequency.

Finally, the scattering problem of an incident plane wave
from a rigid thin circular disk of radiusa is solved. The
incident wave is propagating along thez axis. This problem
demonstrates the accuracy of the present BE/FFT formula-
tion when thin scatterers are analyzed. In this case integral
equation~1! with «050, «151 is used and the line generator
of the disk is discretized in eight elements. The magnitude of
the total velocity potentialf on the bright~1! side of the
disk surface versus the dimensionless radiusr /a of the disk
is shown in Fig. 9 forKa51,3,5. The results are compared
to the analytical solution of Leitner26 and the agreement is
excellent.

IV. CONCLUSIONS

An advanced BE/FFT formulation is developed for the
solution of acoustic scattering and radiation problems~with
arbitrary boundary conditions! dealing with any kind of body
of revolution. The proposed formulation is general, efficient,
and it provides accurate results at any frequency. Its main
contributions are that~i! it proposes a new technique for the
evaluation of singular and hyper-singular integrals, based on
a combination of three-dimensional BEM analysis and a
nonperiodic FFT quadrature and~ii ! it determines automati-
cally the required number of FFT and Gauss points for the
evaluation of circumferencial and line integrals, respectively,
with a desired accuracy.
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APPENDIX: EXPLICIT EXPRESSIONS OF THE
FUNCTIONS IN THE SINGULAR INTEGRATION

Here the kernels1qm(u), 2qm(u) as well as the func-
tions Rm(u), bm(u), and gm(u) appearing in the integrals
~21!–~24! are derived and given explicitly.

First some fundamental expansions used in Guiggiani’s
et al.17 methodology are properly modified for the needs of
the present analysis. The departure point is the Taylor’s ex-
pansion of a vector functionf(j1 ,j2) at the neighborhood of
the singular pointXk(n1,0) ~see Fig. 3!, i.e.,

f~j1 ,j2!5f~j!5f~h!1“jf~j!uj5n•~j2n!

1 1
2“j“jf~j!uj5n•~j2n! ^ ~j2n!1¯,

~A1!

where

“j5
]

]j1
ĵ11

]

]j2
ĵ2 ~A2!

Introducing a polar coordinate system in the parametric
planej1 ,j2 with the origin at the pointXk(n1,0), i.e.,

j15n11R cosu, j2501R sinu, ~A3!

it is easy to see that the expansion~A1! is also written

f~j1 ,j2!5f~n!1RS ]f

]j1
U

j5n

cosu1
]f

]j2
U

j5n

sinu D
1

1

2
R2S ]2f

]j1
2U

j5n

cos2 u1
]2f

]j2
2U

j5n

sin2 u

12
]2f

]j1]j2
U

j5n

cosu sinu D 1O~R3!. ~A4!

Any vector y(j1 ,j2) belonging in the created 3-D element
~see Fig. 3! has the following form:

y~j1 ,j2!5rY~j1! cosw~j2!x̂11rY~j1! sinw~j2!x̂2

1zY~j1!x̂3 , ~A5!

where

rY~j1!5r lNl~j1!, zY~j1!5zlNl~j1!. ~A6!

Applying now the expansion~A4! to the vectory(j1 ,j2)
2X(n1,0) and taking into account relations~A5! and~A6! as
well as the expression

dw

dj2
5 j Dw5Jw ~A7!

one obtains

FIG. 9. Magnitude of total velocity potential versus dimensionless radius of
a rigid disk forKa51,3,5.
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y~j1 ,j2!2X~n1,0!5RH S r l
dNl~j1!

dj1
U

j15n1

cosu D x̂11„r lNl~n1!Jw sinu…x̂2

1S zl
dNl~j1!

dj1
U

j15n1

cosu D x̂3J 1
1

2
R2H S r l

d2Nl~j1!

dj1
2 U

j15n1

cos2 u2r lNl~n1!Jw
2 sin2 u D x̂1

1S 2r l
dNl~j1!

dj1
U

j15n1

Jw sinu cosu D x̂21S zl
d2Nl~j1!

dj1
2 U

j15n1

cos2 u D x̂3J 1O~R3!. ~A8!

Relation~A8! can be written in a compact symbolic way as

y2X5RA~u!1R2B~u!1O~R3!, ~A9!

which is the foundation stone in the integration technique proposed by Guiggianiet al.17 for the direct evaluation of hyper-
singular integrals. Based on~A4! and taking into account relation~A9!, the following asymptotic expressions concerning the
hyper-singular terml /r 3, the Jacobian vectorJ(j1 ,j2), the shape functionsNa(j1), and the functioneinw(j2) can be easily
obtained:

1

r 3 5
1

R3A3~u!
2

3Ai~u!Bi~u!

R2A5~u!
1OS 1

RD5
3S~u!

R3 1
2S~u!

R2 1OS 1

RD , ~A10!

whereA5uAu, r 5uy2Xu, i represents summation,

J~j1 ,j2!5
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]j2
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5F S zi

dNi~j1!

dj1
U
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r lNl~n1!JwD x̂12S r i
dNi~j1!
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U

j15n1

r lNl~n1!JwD x̂3G
1RF S zi
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2 U
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U

j15n1

zl
dNl~j1!

dj1
U

j15n1
D Jw cosu x̂1

1S zi
dNi~j1!

dj1
U

j15n1

r lNl~n1!Jw
2 sinu D x̂22Xr i

d2Ni~j1!

dj1
2 U

j15n1

r lNl~n1!

1S r i
dNi~j1!

dj1
U

j15n1

D 2CJw cosu x̂3G1O~R2!50J1R1J1O~R2!, ~A11!

J~j1 ,j2!5uJ~j1 ,j2!u5rY~j1!JwJj1
, ~A12!

Na~j1!5Na~n1!1R
dNa~j1!

dj1
U

j15n1

cosu1O~R2!

5N0
a1RNl

a~u!1O~R2!, ~A13!

einw~j2!511R~ inJw sinu!1O~R2!

50e1R1e1O~R2!. ~A14!

Thus the kernels1qm(u) and 2qm(u) have the asymptotic
expressions

1qm~u!5
1

4p
$@0eN1

a
•

0Jini~n1!11eN0
a
•

0Jini~n1!

10eN0
a
•

1Jini~n1!#•3S~u!

10eN0
a
•

0Jini~n1!•2S~u!% ~A15!

2qm~u!5
1

4p
$0eN0

a0Jini~n1!•3S~u!%, ~A16!

whereni are the components of the unit normal vector at the
singular point.

Finally, the functionRm(u) stands for the parametric
representation of the square boundary elementa8b8c8d8 of
the j1–j2 plane~see Fig. 3!, while the functionsbm(u) and
gm(u) are given by the relations

bm~u!5
1

A~u!
, ~A17!

gm~u!5
AiBi

A4 . ~A18!
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Effective medium techniques have been developed by many authors to model the acoustic
propagation through layers of visco-elastic materials which contain fluid-filled or elastic cavities.
This paper extends such work to the case of materials containing air-filled microspheres whose thin
glassy shell separates the interior air from the surrounding polymer. Such composites have been
found particularly useful in conditions of high hydrostatic loading where the presence of the
reinforcing shells delays the onset of the hole collapse and the consequent degradation in the
acoustic performance of the composite. In the present paper, a model is presented which includes the
effect of shell wall thickness variability but excludes the depth dependency—the latter will be
presented in a sequel. Theoretical predictions are compared with experimentally measured values of
transmission loss for both stiff and soft polymer substrates and, in each case, good agreement with
experimental data is shown. ©1999 Acoustical Society of America.@S0001-4966~99!06203-7#

PACS numbers: 43.20.Gp, 43.20.Bi@DEC#

INTRODUCTION

Analytical theories of transmission phenomena are im-
portant for predicting the acoustic properties of novel
anechoic materials, particularly those composites which are
used in modern underwater sound applications. Typically,
such materials are composed of an elastic or visco-elastic
polymer into which air is introduced either by means of mac-
rovoids~large, molded holes!, microvoids~small air perfora-
tions, irregularly distributed!, or in the form of microspheres
~essentially microvoids which are separated from the matrix
substrate by a thin glassy shell wall!. They function princi-
pally by two means; first, by means of the scattering and
absorption of energy by the inclusions and, second, by im-
pedance principles whereby either the sound transmission
can be significantly reduced by creating a large mismatch in
the characteristic impedance at the boundary between adja-
cent media or reflectivity can be reduced by the close match-
ing of the two impedances at the interfaces. By careful se-
lection of the component materials, a multilayered structure
can be designed to provide optimal performance in the re-
quired regime of interest while satisfying the appropriate
constraints of cost, weight, thickness, and other relevant fac-
tors. For such design purposes, a reliable mathematical
model of the acoustic performance is clearly fundamental.

Within the literature, countless papers have been pub-
lished on acoustic and elastic wave propagation through ma-
terials containing inclusions. Very useful overviews of this
work can be found in Refs. 1–3, each of which contains an
extensive bibliography listing the most important contribu-
tions to the subject. Essentially, the papers can be divided
into two categories: those concerned with scattering by a
single inclusion and those attempting to characterize the

composite scattering material~i.e., matrix and inclusions! by
assigning some bulk properties to the medium and thereafter
treating it as a uniform ‘‘effective’’ medium.

For spherical inclusions, much has been written on the
scattering of a plane harmonic wave by an elastic, rigid, or
fluid inclusion which is embedded in an elastic or fluid ma-
trix; see, for example, Refs. 4 and 5. Extensions to a distri-
bution of such inclusions can be found in Refs. 6–11 with
many other references cited in the review papers mentioned
earlier. Scattering by elastic shells has also been well re-
searched, although, until recently, the published results were
mainly confined to the ultrasonics literature concerning
propagation through suspensions and emulsions~e.g., Refs.
12, 13! or to a single elastic shell in a fluid medium~e.g.,
Refs. 14, 15!. Notable exceptions have been presented in
Refs. 16–18 in which the scattering matrix was assumed to
be elastic, and the multiple scattering by a distribution of
scatterers was treated in the same manner as for the simpler
spherical inclusions.

For a single spherical shell, though, the most compre-
hensive treatment is the all-encompassing study of Anson
and Chivers19 in which the matrix, shell, and inner core can
be fluid or elastic and the model takes account of viscous and
thermal effects in each of the constituent phases. This leads
to a system of 12 simultaneous equations for the various
wave coefficients to satisfy the requirements of continuity of
normal and tangential velocities and stresses and of tempera-
ture and heat flux at the two surfaces of the shell. These are
presented in the form of a matrix which is solved by Gauss-
ian elimination methods after performing a number of alge-
braic manipulations to ensure numerical stability.

The present work is aimed at describing the main
mechanisms associated with the scattering and transmission
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process rather than presenting a far-reaching study in which
the underlying physics are buried within the extremely de-
tailed algebra. In particular, the contributions from thermal
waves have been ignored since these are considered negli-
gible for the types of material combinations considered here.
The research has been developed primarily for predicting the
performance of materials which could be used realistically
for sonar applications and has recently been extended to take
account of the various parameters which typically character-
ize the environment, i.e., temperature, depth, and ambient
sound speed. This has been supported by a comprehensive
testing program, involving small scale laboratory experi-
ments and deep water trials carried out at sea. Such tests
have enabled us to validate the modeling techniques which
are presented in this paper and in its two sequels.

Essentially, an effective medium approach is taken in
which the composite material is characterized by a homoge-
neous medium whose visco-elastic properties are determined
from theoretical techniques depending on the overall geom-
etry ~e.g., thickness, void fraction, inclusion size, etc.! and
knowledge of various parameters which describe the con-
stituent parts~e.g., the shear modulus, density, and bulk
modulus of each of the phases!. Clearly, for materials con-
taining microvoids or macrovoids, the geometry changes
with depth as the cavities decrease in size and the layer be-
comes thinner and stiffer; for polymers containing micro-
spheres, the pressure dependency is much more involved
with the presence of the reinforcing shells resulting in a non-
linear change in performance as depth increases. Further, as
is well known,20 the frequency-dependent visco-elastic
moduli in the matrix polymer vary with temperature. It is
important, therefore, that these properties are all described
accurately prior to their use in the acoustic propagation
model.

The present paper is concerned only with the modeling
of sound propagation through the various types of air-filled
polymers; the constituent materials’ properties and the geom-
etry are assumed to have been determineda priori. Enhance-
ments to incorporate pressure and temperature dependence
will be described in the sequels. Further, since effective me-
dia techniques are now well established for polymers con-
taining simple fluid-filled cavities and elastic inclusions~as
discussed in the following section!, the work concentrates on
their application to shell-reinforced materials.

An initial model is described for the situation where the
scatterers are identical; this can be considered as an exten-
sion of the single scattering theory developed by Gaunaurd
and Überall8 or of the multiple scattering approach of
Varadan et al.9 for simple spherical inclusions but with
greater algebraic complexity caused by the presence of the
shell walls. As with the theories in Refs. 8 and 9, and indeed
in various other models, the techniques make use of the low-
est order components of the field scattered by a single inclu-
sion in a visco-elastic polymer. The model is then enhanced
very easily to incorporate the case of a nonuniform distribu-
tion of inclusion sizes by averaging the scattering coeffi-
cients, taking account of an appropriate probability density
function defined over all possible inclusion sizes.

I. EFFECTIVE MEDIUM SOLUTIONS

Problems involving the modeling of wave propagation
in a cavity-filled medium are generally recognized as being
impossible to solve analytically as infinite orders of rescat-
tering would have to be considered along with the need to
satisfy continuity conditions for stresses and displacements
across each of the cavity boundaries when, in many cases,
the exact location of each of the cavities~with respect to
some chosen origin! is unknown. Often, however, the analy-
sis can be simplified by replacing the composite medium by
a homogeneous ‘‘effective’’ medium which can be charac-
terized by an appropriate choice of effective parameters. In
this way, the problem of predicting the transmission loss
through a layer containing air-filled scatterers would be ap-
proximated by that of predicting the transmission of sound
through a layer of homogeneous material, and the solution to
this latter problem can be found in many standard textbooks,
e.g., Ref. 21.

For a low concentration of sparsely distributed scatter-
ers, when multiple scattering effects are negligible, single
scattering approaches can often be used reliably. If the di-
mensions of the cavities are sufficiently small~e.g., where
the cavities take the form of microvoids in a foam matrix! so
that the resonant frequencies lie outwith the frequency band
of interest, then a nonresonant model such as that of Kuster
and Tokso¨z7 can be employed. Otherwise, resonance effects
should be included by means of a dynamic~frequency-
dependent! model similar to that developed by Gaunaurd and
Überall in Ref. 8. For higher void fractions, a multiple scat-
tering approach must be used, for example, that of Waterman
and Truell10 which accounts for first orders of rescattering
but not higher orders, or that developed more exactly by
Varadanet al.9 in which the effective wave numbers in the
low frequency limit are obtained from simple dispersion re-
lations using aT-matrix formulation to express the scattered
field coefficients in terms of the exciting fields at each of the
scatterers and hence to obtain the total field at any point
within the matrix.

In effect, all of these models provide a means of obtain-
ing a set of frequency-dependent estimates for ‘‘averaged’’
wave numbers and densities as a function of the material
properties of the constituent media, the dimensions of the
cavities, and the void fraction. The subsequent use of these
averaged properties within a layered-medium model for
wave propagation then yields frequency-dependent predic-
tions for reflection and transmission coefficients which de-
pend on the effective parameters as well as on the thickness
of the individual layers and the angle of incidence of the
incoming wave.

II. THE SINGLE INCLUSION PROBLEM

Since the ‘‘many-inclusion’’ problem depends intrinsi-
cally on the wave scattered by a single spherical inclusion
which is embedded in a visco-elastic polymer, we shall con-
sider the ‘‘single-inclusion’’ problem first. For this, the basic
geometry is shown in Fig. 1 and represents the most general
case.
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As shown, a spherical elastic shell of inner radiusa and
outer radiusb contains an interior elastic core and is assumed
to be embedded in a visco-elastic polymer. The three media
are assumed to be isotropic and therefore can each be char-
acterized by a pair of Lame´ parameters~l i and m i! and by
the material densityr i . In these, and in other expressions,
the subscript 1 will denote the properties of the surrounding
matrix substrate, the subscriptx will describe the shell prop-
erties, and the subscript 2 will be used to describe the prop-
erties associated with the internal medium. Additionally,e
will denote the volume fraction of the shell, i.e.,e5(1
2a3/b3).

For the particular case of interest to acoustic materials
designers, the central core is air, the shell is formed from a
polymer in its glassy regime~i.e., ul1u;um1u!, and the sub-
strate is typically a polymer which is operating in its rubbery
regime~i.e., ul1u@um1u!. For the sake of completeness, how-
ever, the most general case will be investigated in detail, the
simpler case of fluid-filled shells can be derived from the
resulting analysis by setting the shear modulus in the core
equal to zero.

If we assume that the motion is sinusoidal with time
dependence of the forme2 ivt, then the field equations for
linear visco-elasticity are defined by the Kelvin–Voigt model
as

~l12m!““–u2m“3“3u52rv2u, ~1!

where l and m are the complex Lame´ parameters of the
visco-elastic medium,r is the density,v is the angular fre-
quency, andu denotes the displacement. As is customary in
the solution of elastic problems,u is expressed in terms of a
scalar potentialf representing longitudinal~i.e., compres-
sional! motion and a vector potentialC which represents the
shear component of the motion so that

u5“f1“3C. ~2!

The two potentials satisfy the scalar and vector Helmholtz
equations

¹2f1kd
2f50; kd5v/cd ; cd

25~l12m!/r ~3!

and

“

2C1ks
2C50; ks5v/cs ; cs

25m/r. ~4!

Further, for the spherical geometry, the vector potential can
be written in terms of the two scalar Debye potentialsc and
x as

C5rcer1¹3~rxer !, ~5!

theer denoting the unit basis vector in the radial direction.22

Substitution into Eq.~4! illustrates thatc and x satisfy the
scalar wave equation with wave numberks .

The incident field is now assumed to be a plane dilata-
tional wave which propagates along thez axis with a corre-
sponding scalar potential given by

f inc5f0ei ~kd1z2vt !

5f0e2 ivt( i n~2n11! j n~kd1r !Pn~cosu!, ~6!

where the Rayleigh expansion has been used to express the
field in terms of orthogonal spherical harmonics andkd1 is
the longitudinal wave number in the substrate~using the sub-
script convention described earlier!. This incident wave ex-
cites compressional and shear motions in both the shell and
the interior medium and also results in scattered waves of
both types within the substrate itself.

The various wave potentials may be expressed in terms
of spherical Bessel functions and Legendre polynomials in
the usual way. In the interior of the inclusion, only Bessel
functions of the first kind are permitted because of the re-
quirement for finiteness at the origin. In the far field, the
radiation condition dictates that the scattered potentials con-
tain only spherical Hankel functions of the first kind, corre-
sponding to outgoing waves. Finally, in the shell, there are
no restrictions and the fields are therefore linear combina-
tions of spherical Bessel functions of the first and second
kind. A complete description of these is given below where
theAn to Hn are constants which are uniquely determined by
the boundary conditions. It should be noted that thec com-
ponent of shear is not present because of the requirement for
azimuthal symmetry:

f inc5f0e2 ivt( i n~2n11! j n~kd1r !Pn~cosu!, ~7!

fsc5f0e2 ivt( i n~2n11!Anhn~kd1r !Pn~cosu!, ~8!

xsc5f0e2 ivt( i n~2n11!Bnhn~ks1r !Pn~cosu!, ~9!

fx5f0e2 ivt( i n~2n11!@Enj n~kdxr !

1Fnnn~kdxr !#Pn~cosu!, ~10!

xx5f0e2 ivt( i n~2n11!@Gnj n~ksxr !

1Hnnn~ksxr !#Pn~cosu!, ~11!

FIG. 1. The scattering geometry.
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f25f0e2 ivt( i n~2n11!Cnj n~kd2r !Pn~cosu!, ~12!

x25f0e2 ivt( i n~2n11!Dnj n~ks2r !Pn~cosu!. ~13!

Given the azimuthal symmetry, a complete set of bound-
ary conditions are obtained from the continuity of the radial
and tangential components of the displacement~ur and uu!
and the continuity of the normal components of radial and
tangential stress~t rr andt ru! at the interior and exterior shell
radii. In applying these boundary conditions, the stress and
displacement components are given in terms of the Debye
potentials as

ur5
]

]r S f1
]

]r
~rx! D1ks

2rx, ~14!

uu5
1

r

]

]u S f1
]

]r
~rx! D , ~15!

t rr 52lkd
2f12m

]

]r F ]

]r S f1
]

]r
~rx! D1ks

2rxG , ~16!

t ru5m
]

]u F2
]

]r

1

r S f1
]

]r
~rx! D1ks

2xG . ~17!

The resulting eight simultaneous equations can be written
conveniently in matrix form as

3
d11

~n! d12
~n! d13

~n! d14
~n! d15

~n! d16
~n! d17

~n! d18
~n!

d21
~n! d22

~n! d23
~n! d24

~n! d25
~n! d26

~n! d27
~n! d28

~n!

d31
~n! d32

~n! d33
~n! d34

~n! d35
~n! d36

~n! d37
~n! d38

~n!

d41
~n! d42

~n! d43
~n! d44

~n! d45
~n! d46

~n! d47
~n! d48

~n!

d51
~n! d52

~n! d53
~n! d54

~n! d55
~n! d56

~n! d57
~n! d58

~n!

d61
~n! d62

~n! d63
~n! d64

~n! d65
~n! d66

~n! d67
~n! d68

~n!

d71
~n! d72

~n! d73
~n! d74

~n! d75
~n! d76

~n! d77
~n! d78

~n!

d81
~n! d82

~n! d83
~n! d84

~n! d85
~n! d86

~n! d87
~n! d88

~n!

4 3
An

Bn

Cn

Dn

En

Fn

Gn

Hn

4
53

r 1
~n!

r 2
~n!

r 3
~n!

r 4
~n!

r 5
~n!

r 6
~n!

r 7
~n!

r 8
~n!

4 , ~18!

where the matrix elements are listed in the Appendix. For the
zeroth order coefficients, only the four equations expressing
the continuity of ur and t rr at the interfaces are needed,
resulting in a 434 system for the coefficientsA0 , C0 , E0 ,
andF0 . These and the generalnth order terms can then be
found by applying Cramer’s rule.

For most applications, we are interested in the case
where the wavelength of the various modes is long compared
to the dimensions of the microspheres. Under these circum-
stances, the scattering coefficients may be approximated by

replacing each of the terms in the matrix system by their low
frequency asymptotic expansions. With the exception of the
zeroth order term, resonance effects in theAn coefficients
will be assumed to occur at sufficiently high frequencies to
allow only the first nonvanishing terms in the corresponding
expressions to be significant. However, it is known that the
A0 coefficient can exhibit monopole resonances at low fre-
quencies, so additional terms have been retained here.

Assuming that the shell fractione is small, low fre-
quency expansions for the first three scattering coefficients
are given by

A05S yd1
3

3i
D a12

yd1
2

10
a22

xd2
2

10
a32

ydx
2

9
eS Kx1

4

3
mxD

b11
yd1

2

2
b22

xd2
2

10
b32

ydx
2

9
eS Kx1

4

3
mxD

;

~19!

A15S yd1
3

9i D F12
rx

r1
e2

r2

r1
~12e!G , ~20!

and

A25S 2yd1
3

9i D eax,2S mx

m1
21D1~12e!ax,xS m2

m1
21D

eax,2a1,x1~12e!ax,xa1,2
,

~21!

where thexm j andym j are as given in the Appendix and

a15K22K11e
~K11 4

3 mx!

~Kx1 4
3 mx!

~Kx2K2!, ~22!

b15K21
4

3
m11

4

3
e

~mx2m1!

~Kx1 4
3 mx!

~Kx2K2!, ~23!

a25K22 5
3 K12 8

9 m1

1e
~ 5

3 K11 4
3 mx1 8

9 m1!

~Kx1 4
3 mx!

~Kx2K2!, ~24!

b25~11 2
3 iyd1!

3FK21
4

3
m11

4

3
e

~mx2m1!

~Kx1 4
3 mx!

~Kx2K2!G
2

2

3
~11 iyd1!FK11

4

3
m12e

~K11 4
3 m1!

~Kx1 4
3 mx!

3~Kx2K2!G , ~25!

a35
5

3
K22K11

8

9
m21e

~K11 4
3 mx!

~Kx1 4
3 mx!

3~Kx2 5
3 K22 8

9 mx!, ~26!

1530 1530J. Acoust. Soc. Am., Vol. 105, No. 3, March 1999 Baird et al.: Wave propagation in a viscoelastic medium



b35
5

3
K21

4

3
m11

8

9
m21

4

3
e

~mx2m1!

~Kx1 4
3 mx!

3~Kx2 5
3 K22 8

9 m2!, ~27!

am,n5
4

3 S 9Km

8mm
11D1

mn

mm
S Km

mm
12D , ~28!

with Km denoting the bulk modulus for the different materi-
als. The frequency-dependent terms inA0 enable that coef-
ficient to be compared directly with the corresponding term
in the work of Gaunaurd and U¨ berall8 for elastic inclusions
in a visco-elastic medium. Therefore the scattering model
described in the following section is properly established as
an extension of that theory.

III. THE MULTIPLE SPHERE PROBLEM: GU TYPE
APPROACH

As discussed in the Introduction, there are various tech-
niques for constructing a homogenized medium to represent
the matrix-plus-inclusions composite within much wider and
more intricate modeling scenarios. The model developed by
Gaunaurd and U¨ berall8 ~GU! offers a simple approach for
spherical scatterers which can easily be extended to the mi-
crospheres problem.

Within the GU theory~itself an extension of the static
modeling of Kuster and Tokso¨z7 and Kerner6!, a collection
of N spherical scatterers are assumed to be contained inside a
representative sphereV0 of radiusR5R0b whereb denotes
the outer radius of the inclusions~which are all considered,
initially, to be identical!. The modelling objective is to re-
placeV0 by a sphere of homogeneous material whose param-
eters should be determined in such a way that under excita-
tion by a plane longitudinal incident wave, the low frequency
displacement field due to scattering by the single effective
sphere should be approximately equal to that due to scatter-
ing by the original composite material of the same volume.
The following assumptions are made:

~i! the inclusions are randomly distributed throughout
V0 ,

~ii ! the observation point is sufficiently far fromV0 that
the center of each inclusion can be regarded as being
at the center ofV0 ,

~iii ! multiple scattering effects are negligible so that the
exciting field on each scatterer can be regarded as that
produced by the original incident wave.

Clearly, condition~iii ! holds only for a low concentration of
scatterers.

In the case of identical scatterers of radiusb, the third of
the above conditions leads to the equation

u* ~r ,r0!5Nusc~r ,r0!, ~29!

where the left hand side is the field scattered by the effective
sphere centred atr0 andusc is the field scattered by an inclu-
sion which is assumed to be centred atr0 . In agreement with
condition ~ii !, we must also assume that the observation
point r is far from V0 so thatu* andusc can be represented
by their far field asymptotic expansions.

From Eq.~8!, it is easily deduced that the scattered di-
latational potential can be approximated in the far field by

usc~r ,r0!5¹fsc, ~30!

where

fsc52 if0

ei ~kd1r 2vt !

kd1r ( ~2n11!AnPn~cosu!. ~31!

For the effective sphere, the scattering vectoru* can obvi-
ously be represented in the same way by

u* ~r ,r0!5¹f* , ~32!

where

f* 52 if0

ei ~kd1r 2vt !

kd1r ( ~2n11!An* Pn~cosu!. ~33!

In that expression, the effective scattering coefficientsAn*
can be obtained as a function of the matrix parameters and
the ~as yet undetermined! parameters of the effective me-
dium by solving the system in Eq.~18! with the shell fraction
set equal to 1, the two radii equal toR and the shell and
interior parameters equal to the corresponding effective pa-
rametersK* , m* , andr* . Therefore, Eq.~29! becomes:

( ~2n11!An* Pn~cosu!'N( ~2n11!AnPn~cosu!.

~34!

Now, as has been described by others~e.g., Refs. 8 and
16!, it is sufficient to consider only the first three terms in the
partial wave expansions to extract the effective properties of
interest. This is justifiable on physical grounds since these
terms are proportional to the volume of the scattering object,
whereas the higher order terms are negligible. Thus by ter-
mwise comparison of the two series in Eq.~34!, we obtain

Ãn* ~kd1R0b!35NÃn~kd1b!3, n50,1,2, ~35!

where Ãn* and Ãn denote the coefficients of (kd1b)3 in An*
andAn , respectively. Hence, upon noticing that

f5
Nb3

R3 ~36!

defines the volume concentration of scatterers in the volume
V0 , we obtain the system

Ãn* 5fÃn , n50,1,2 ~37!

from which the three effective parameters are easily found.
From knowledge of these, the complex effective wave num-
bers are obtained from the relationships

~kd* !25
v2r*

K* 1 4
3 m*

and ~ks* !25
v2r*

m*
, ~38!

and then the real effective speeds and attenuation values fol-
low from
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kd* 5
v

cd*
1 iad* and ks* 5

v

cs*
1 ias* . ~39!

Note, incidently, that although we have restricted the
matching process to the scattered dilatational potential, the
analogous equations which would arise from matching the
shear coefficientsB1 and B2 with those from the effective
scattered shear wave are actually identical to lowest order in
kd1b to those obtained in Eq.~37!. ~There is noB0 term.!
The same equations arise for the case of an incident shear
wave although, again, we have no monopole term. We may
conclude therefore that all of the required effective param-
eters can be obtained from Eq.~37! and that the correspond-
ing results for incident and effective shear waves are in com-
plete agreement with those found in the following
paragraphs.

A. The monopole term A 0

From the first of the equations in Eq.~37!, we obtain

K* 2K1

K* 1 4
3 m1

5f

a12
yd1

2

10
a22

xd2
2

10
a32

ydx
2

9
eS Kx1

4

3
mxD

b11
yd1

2

2
b22

xd2
2

10
b32

ydx
2

9
eS Kx1

4

3
mxD

,

~40!

which completely specifies the bulk modulus. Note that,
when the scattering medium is very large as in the present
case, the frequency-dependent terms in the approximation of
Ã0* may be neglected since the resonances in the effective
sphere can then be considered as fictitious.~This point has
been justified on physical grounds by Gaunaurd in Ref. 8 and
is acceptable on mathematical grounds also since, when the
radius of the effective sphere is sufficiently large, the cubic
approximations to the spherical Bessel functions are no
longer of higher accuracy than their ‘‘static’’ values.!

For the case of air-filled glassy inclusions in a rubbery
matrix, the expression forK* simplifies and can be approxi-
mated by

K* 5

K1
RF12f1

3K2
R

4m1
R 1

mx
R

m1
R e82S v

vmbt
D 2

2 iD0G
11S 3K2

R

4m1
R 1

mx
R

m1
R e8D ~12f!1

3K1
R

4m1
R f~12e8!2S v

vmbt
D 2F11

f

2
S 11

3r2K1
R

5r1K2
RD G2 iD1

, ~41!

wheree8 is the reduced volume fraction of the shell given by

e85
eKx

R

Kx
R1 4

3 mx
R

~42!

and the superscriptR denotes that the real part of the com-
plex modulus should be used. The damping termsD0 andD1

are defined by

D05S v

vmbt
D 2 v

vk
1d1~12f!1dx

mx
R

m1
R e8 ~43!

and

D15S v

vmbt
D 2 v

vk
1d11dx

mx
R

m1
R e8~12f!, ~44!

whered1 anddx denote the loss tangents for the matrix sub-
strate and the shell, respectively, andvmbt is the familiar
Meyer–Brendel–Tamm resonance frequency given by

vmbt5
2

b
Am1

R

r1
. ~45!

Finally, vk is a constant defined by

vk5
1

b
AK1

R

r1
, ~46!

which has no physical significance in this context.

In constructing the above expression forK* , we have
cast the result in a form based on the static modulus derived
by Kerner6 but with additional frequency and damping terms.
Inspection reveals that the main effect of the shell is a stiff-
ening of the composite through terms proportional to
e8mx

R/m1
R . In fact, apart from some changes to the damping

constant, the effect of the shell is equivalent to increasing the
air pressure by an amount proportional to 4e8mx

R/3.
Finally, it is worth remarking that the static bulk modu-

lus for this composite material is a by-product of these cal-
culations which is given by

K* 5

K1
RF12f1

3K2
R

4m1
R 1

mx
R

m1
R e8G

11S 3K2
R

4m1
R 1

mx
R

m1
R e8D ~12f!1

3K1
R

4m1
R f~12e8!

.

~47!

B. The dipole term A 1

The second equation in Eq.~37!, i.e., then51 case,
leads to the expression

12
r*

r1
5fF12

rx

r1
e2

r2

r1
~12e!G ~48!

from which the effective density is readily obtained as
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r* 5r11f@r12rxe2r2~12e!#. ~49!

Examination of this expression indicates that the effective
density is determined by a law of mixtures applied to the
constituent parts including the shell.

C. The quadrupole term A 2

Finally, then52 case in Eq.~37! leads to the expression

6m1S m*

m1
21D

6
m*

m1
~K112m1!1~9K118m1!

5f

eax,2S mx

m1
21D1~12e!ax,xS m2

m1
21D

eax,2a1,x1~12e!ax,xax,2
~50!

from which the complex effective shear modulus is easily
obtained.

IV. THE MULTIPLE SPHERE PROBLEM: SIZE
DISTRIBUTION

The above analysis was based on the assumption that the
microspheres are identical in geometry; in practice, this is
not generally true. Indeed, a sample of microspheres are
likely to differ in volume as well as in shell thickness. So,
since the dynamic properties derived earlier depend on the
shell fraction and volume, the effective medium solutions
must be enhanced to account for this variability.

Consider the case of an arbitrary distribution of inclu-
sions where the number of inclusions per unit volume with
outer radiusbi , inner radiusaj , and shell fractione i , j51
2aj

3/bi
3 is denoted byni , j . So the total concentration of

microspheres is given by

f5
4p

3 (
i , j

ni , jbi
35

4p

3
b3(

i , j
ni , j , ~51!

where b represents the average outer radius of the micro-
spheres.

Next, consider the three multipoles described previ-
ously. The summation of these coefficients over the distribu-
tion of microspheres will contain a volume term proportional
to bi

3 and some function of the relative shell wall thickness
e i , j . So if we writeAn,i , j to denote the scattering coefficient
which is appropriate to thei j th microsphere, then Eq.~35!
will become

Ãn* ~kd1R0b!35V(
i , j

ni , j Ãn,i , j~kd1bi !
3, n50,1,2,

~52!

whereV is the volume of the effective sphere. Therefore

Ãn* 5
V

~R0b!3 (
i , j

ni , j Ãn,i , jbi
35fÃn , n50,1,2, ~53!

where theÃn are now given by the averaged quantities

Ãn5
( i , jni , j Ãn,i , jbi

3

( i , jni , jbi
3 , n50,1,2. ~54!

So knowledge of the full distribution of shell thicknesses and
radii is required for the most general case.

To simplify the above, we introduce a normalized size
distribution functionn̄i , j defined by

n̄i , j5

4p

3
ni , jbi

3

f
5

4p

3
ni , jbi

3

4p

3
b3( i , jni , j

. ~55!

Then Eq.~53! becomes

Ãn* 5f(
i , j

n̄i , j Ãn,i , j , n50,1,2. ~56!

As before, the dipole and quadrupole termsÃ1 and Ã2

can be approximated by their static limits and the monopole
term by a low frequency expansion. Then the dipole equation
becomes

12
r*

r1
5f

(
i , j

ni , jbi
3F12

rx

r1
e i , j2

r2

r1
~12e i , j !G

( i , jni , jbi
3

5
4p

3 (
i , j

ni , jbi
3F12

rx

r1
e i , j2

r2

r1
~12e i , j !G , ~57!

which leads to the expression

r* 5r1~12f!1r2f(
i , j

n̄i , j~12e i , j !1rxf(
i , j

n̄i , je i , j

~58!

for the effective density. For the shear modulus, the appro-
priate equation becomes

6m1S m*

m1
21D

6
m*

m1
~K112m1!1~9K118m1!

5f(
i , j

n̄i , jM1,i , j , ~59!

where

M1,i , j5

e i , jax,2S mx

m1
21D1~12e i , j !ax,xS m2

m1
21D

e i , jax,2a1,x1~12e i , j !ax,xa1,2
. ~60!

It is readily seen that, apart from in the normalized weighting
terms n̄i , j , these volume averaged coefficients contain no
dependence on the radii, only on the shell fraction.

For the monopole case, however, the analysis is more
complicated as for the identical inclusions. Indeed, the equa-
tion for the bulk modulus is now given by

K* 2K1

K* 1 4
3 m1

5f(
i , j

n̄i , jM0,i , j , ~61!

where

1533 1533J. Acoust. Soc. Am., Vol. 105, No. 3, March 1999 Baird et al.: Wave propagation in a viscoelastic medium



M0,i , j

5

a1,i , j2
yd1,i

2

10
a2,i , j2

xd2,j
2

10
a3,i , j2

ydx,i
2

9
e i , j S Kx1

4

3
mxD

b1,i , j1
yd1,i

2

2
b2,i , j2

xd2,j
2

10
b3,i , j2

ydx,i
2

9
e i , j S Kx1

4

3
mxD ,

~62!

the am,i , j andbm,i , j depending on the shell fraction and the
normalized wave numbers on the radii.

Once again, knowledge of the effective parameters en-
ables us to compute a pair of effective wave numbers which,
together with the effective density, will provide a complete
characterization of the effective medium.

Finally, in this section, we return to the case of air-filled
inclusions in a visco-elastic polymer. Therefore, we shall set
the e i , j equal to zero and the shell parameters equal to those
of the interior with, clearly,mx5m250. Further, the void
fraction will be given by Eq.~51! but with n̄i[n̄i , j describ-
ing a normalized distribution over all radiibi .

Immediately, it is seen that Eq.~58! becomes

r* 5r1~12f!1r2f(
i

n̄i5r1~12f!1r2f, ~63!

so that the effective density depends only on the overall void
fraction and not on the size distribution of the inclusions.
Further, as theM1,i , j in Eq. ~60! is also independent of ra-
dius, it follows from Eq.~59! that the effective shear modu-
lus, given by

6m1S m*

m1
21D

6
m*

m1
~K112m1!1~9K118m1!

5
26m1f

~9K118m1!
, ~64!

is also dependent on the overall air fraction only. However,
the effective bulk modulus is now given by:

K* 2K1

K* 1 4
3 m1

5f(
i , j

n̄iM0,i , ~65!

where

M0,i5

a12
yd1,i

2

10
a22

yd2,i
2

10
a3

b11
yd1,i

2

2
b22

yd2,i
2

10
b3

~66!

and thea j and b j are given in Eqs.~22!–~27! with e set
equal to zero there. Therefore the effective bulk modulus
~and, consequently, the effective longitudinal wave number!
depends intrinsically upon the distribution of radius sizes.

Clearly, the results in this section provide an extension
to the work of Gaunaurd and Barlow in Ref. 23 in which the
visco-elasticity of the polymer matrix was modeled by inter-
preting the longitudinal and shear speeds in the matrix as
being complex with the viscosity represented by the imagi-
nary ‘‘loss factor.’’ This is in every way compatible with the

present derivation in which the dependence of the matrix
wave numbers on complex moduli is assumed to be inherent
in the Kelvin–Voigt equation~1!.

V. THE MULTIPLE SPHERE PROBLEM: VARADAN
APPROACH

As mentioned earlier, various other techniques have
been developed for constructing a representative effective
medium. One such model is that of Varadanet al.9 which
includes multiple scattering. In the case of inclusions which
are small on a wavelength scale and which are largely air-
filled, it has been found that this approach gives very similar
results to the GU model described above.

A comprehensive account of the model derivation can
be found in Ref. 9 and need not be repeated here. It is suf-
ficient to note that at low frequency, the effective compres-
sional and shear wave numbers are given by

S k̃d

kd1
D 2

5

~129fÃ1i !~123fÃ0i !F12
9

2
f iÃ2S K1

m1

12D G
F1115f iÃ2~123f iÃ0!2

9

2
f iÃ2S K1

m1

12D G
~67!

and

S k̃s

ks1
D 2

5

~129f iÃ1!F12
9

2
f iÃ2S K1

m1

12D G
F116f iÃ2S 9K1

8m1

11D G , ~68!

which, after routine algebraic manipulation, are shown to be
identically equal to the complex effective wave numbers de-
fined in Eq.~38!. Therefore, if the effective density is defined
as in Eq.~58! and the scattering coefficients as in Eq.~54!,
then the effective bulk modulus and shear modulus are ob-
tained from the relations

m* 5
r* v2

~ks* !2 and K* 1
4m*

3
5

r* v2

~kd* !2 , ~69!

and thus the material is characterized exactly as before but
without the need to define an effective sphere of indetermi-
nate radius.

VI. EXPERIMENTAL RESULTS

As an illustration of the performance of the model, the
predicted and measured acoustic properties of various com-
posite materials were compared using stiff substrate and soft
substrate samples as defined by their relative shear moduli.
In the case of the stiff substrate material, various samples
were fabricated using 5%, 9%, 13%, and 17% concentration
~by volume! of microspheres to form a single 1-cm layer of
the composite material in each case.

For the soft substrate, a single sample of thickness 2.5
cm was manufactured to contain a 10%~by volume! concen-
tration of microspheres. Subsequent measurement using a
parametric array system at the UK Defence Evaluation and
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Research Agency~DERA! furnished values of transmission
loss over a range of frequencies from 5 to 130 kHz.

The physical properties of the matrix materials, includ-
ing dynamic shear modulus and loss tangent—both derived
from measurements taken on a Dynamical Mechanical Ther-
mal Analyzer~DMTA !—are set out in Table I. Note that the
frequency-dependent shear modulus and loss tangent coeffi-
cients were obtained by fitting a third order polynomial to
the DMTA measurements which had been transformed to a
frequency scale by the use of WLF~Williams–Landel–
Ferry! shifting techniques as outlined in Ref. 20. Specifi-
cally, the moduli are given by:

logm1
R5A01A13 log f 1A23~ log f !21A3

3~ log f !3 ~70!

and

d15B01B13 log f 1B23~ log f !21B33~ log f !3,
~71!

wheref denotes the frequency in Hz.
For the purposes of this paper, and in order to illustrate

the nature of the effect, a Rayleigh distribution function for

the shell fraction chosen to be independent of the inclusion
size has been assumed. Although chosen on heuristic
grounds, initial measurements indicate that this distribution
is not far from reality for the grade of microspheres used in
the samples described here. The average shell wall fraction
of the distribution was chosen to match the measured value
shown in Table I. The distribution function is given by

n~e!5
n0pe

2ē2 expS 2
p

4
~e/ ē !2D . ~72!

For both materials, the model predictions were obtained
from the effective wave numbers given in Eq.~38! where the
effective moduli were approximated by their low frequency
expansions as given in Eqs.~19!–~21!. The accuracy of these
expansions was checked by comparing the results to those
calculated by numerical evaluation of the exact scattering
coefficients, and excellent agreement was obtained in each
case with the ‘‘approximate’’ parameters requiring much less
computing time than the full numerical values.

Figures 2 to 5 display experimentally measured trans-
mission loss values together with the model predictions for
the stiff samples. As can been seen from the figures, the

FIG. 2. Stiff substrate, 1 cm thick, with 5% microspheres.

TABLE I. Physical constants for polymer-microspheres experimental samples.

Stiff polymer Soft polymer

Bulk modulus of substrate~Pa!: 33109 33109

Density of substrate~kg/m3!: 1090 935
Dynamic shear modulus coefficients: A0 6.675 69 5.939 78

A1 3.95431022 2.661831021

A2 9.3931023 23.61331022

A3 3.8531023 4.131023

Dynamic loss tangent~tan delta! coefficients: B0 9.79231022 5.25131022

B1 5.931024 1.937431021

B2 6.8931022 26.20931022

B3 29.2531023 8.1931023

Bulk modulus of shell~Pa!: 2.13109 2.13109

Density of shell~kg/m3!: 1700 1700
Shear modulus of shell~Pa!: 1.263109 1.263109

Loss tangent of shell: 0.1 0.1
Bulk modulus of air at 1 atm~Pa!: 1.43105 1.43105

Density of air at 1 atm~kg/m3!: 1.28 1.28
Average shell fraction: 2.531022 2.531022

Average outer shell radius~m!: 531025 531025

FIG. 3. Stiff substrate, 1 cm thick, with 9% microspheres.
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comparison with measured values is good at all void frac-
tions, particularly at frequencies of less than 40 kHz. There is
a 2–3 dB discrepancy at higher frequencies which is prob-
ably due to the polynomial fit to the measured dynamic data
being less accurate in this region. The magnitude of the dis-
crepancy increases with void fraction; however, this is to be
expected since the transmission loss gradually increases as
the void fraction is increased and, as a consequence, the
sample becomes more compliant.

Figure 6 presents the results for the soft polymer sample.
For this material, the substrate polymer was chosen so that
the dynamic shear modulus was typically around 106 Pa.
With this value, terms of the forme(mx /m1) dominate the
denominators of the expressions for the monopole and quad-
rupole terms as set out in Eqs.~19! and ~21!. Consequently,
the acoustic performance actually depends on the average of
e21 rather thane, thus emphasizing the importance of in-
cluding the size variability in the model. Indeed, this is seen
clearly in the figure where the model results are compared to
those which would be generated by assuming that the shells
are identical with a thickness equal to the average value
given in Table I. Clearly, the predictions obtained by includ-
ing the size distribution are much closer to the measured
data. In particular, at the high frequency end, the results of
the enhanced model are within a factor of 2 of the measured
values, whereas, for the case of uniform shell size, the model

results underestimate the transmission loss by a factor of 10.
Although more detailed data on the actual shell wall distri-
bution would almost certainly improve the accuracy of the
model predictions, it is fair to say that the current prediction
is probably correct to within the limits of experimental error.

VII. SUMMARY AND CONCLUSIONS

Composite materials for sound reduction applications
are often constructed by introducing a known volume of air-
filled cavities into an elastic or visco-elastic polymer. Tradi-
tionally, this has been achieved through molding~to produce
regular holes! or by gas-blowing~to generate an irregular
distribution of tiny air-filled microvoids!. More recently,
however, successful materials have been developed by novel
means through the introduction of glassy microspheres
whose thin stiff shell separates the air from the surrounding
polymer. These are particularly useful at depth where the
presence of the reinforcing shells delays the onset of the
performance degradation which is characteristic of all air-
filled materials when exposed to hydrostatic loading.

Theoretical techniques have been developed elsewhere
~Refs. 8 and 9! to model the acoustic propagation through
visco-elastic materials containing fluid-filled or elastic cavi-
ties. This paper extends such work to the case of air-filled
microspheres and presents a model which includes the effect
of shell wall variability within the scattering approach.
Model predictions are compared with experimentally mea-
sured values of transmission loss for both stiff and soft poly-
mer substrates and, in each case, good agreement with ex-
perimental data is shown. The results confirm also that the
effect of shell wall variability is important in the case of soft
polymer substrates.

For materials design purposes, however, it is important
to be able to predict the acoustic performance of such mate-
rials under the conditions in which they would most likely be
used; for example, in various temperatures, depths, and sonar
environments. As mentioned in the Introduction, the visco-
elastic moduli vary as a function of temperature and the ma-
terials geometry changes with pressure. Indeed, it is their
superior behavior at high pressures which gives recommen-
dation to the shell-reinforced materials for use at depths

FIG. 4. Stiff substrate, 1 cm thick, with 13% microspheres.

FIG. 5. Stiff substrate, 1 cm thick, with 17% microspheres.

FIG. 6. Soft substrate, 2.5 cm thick, with 10% microspheres.
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where the simple air-filled materials would be ineffective
due to total hole collapse.

The current work has recently been extended to incor-
porate such considerations. For example, a new approach to
pressure-dependency modeling has recently been developed
which extends the treatment of deformation for simple
spherical holes so that predictions can be made of the depth-
dependent behavior of a visco-elastic layer containing a dis-
tribution of microspheres. Further, a novel treatment of the
temperature dependency has been formulated to provide an
analytical means of generating frequency-dependent moduli
without the need for the graphical manipulation techniques
of the WLF approach in Ref. 20. Future papers will present
the theoretical development and demonstrate the validity by
comparisons with experimental data, thus providing a unified
approach to the modeling of propagation through air-filled
materials in arbitrary underwater environments.

APPENDIX

The components of the matrix system of Eq.~18! are
listed below. For convenience, the notation for the wave
numbers

ydm5kdmb; xdm5kdma; ysm5ksmb; xsm5ksma

has been defined such that them denotes the appropriate
subscript corresponding to the matrix, the shell, or the inte-
rior medium:

d11
~n!5yd1hn8~yd1!,

d12
~n!5n~n11!hn~ys1!,

d13
~n!50, d14

~n!50,

d15
~n!52ydxj n8~ydx!,

d16
~n!52ydxnn8~ydx!,

d17
~n!52n~n11! j n~ysx!,

d18
~n!52n~n11!nn~ysx!,

d21
~n!5hn~yd1!,

d22
~n!5ys1hn8~ys1!1hn~ys1!,

d23
~n!50, d24

~n!50,

d25
~n!52 j n~ydx!,

d26
~n!52nn~ydx!,

d27
~n!52ysxj n8~ysx!2 j n~ysx!,

d28
~n!52ysxnn8~ysx!2nn~ysx!,

d31
~n!5Fn~n11!2

ys1
2

2 Ghn~yd1!22yd1hn8~yd1!,

d32
~n!5n~n11!@ys1hn8~ys1!2hn~ys1!#,

d33
~n!50, d34

~n!50,

d35
~n!52

rx

r1

ys1
2

ysx
2 H Fn~n11!2

ysx
2

2 G
3 j n~ydx!22ydxj n8~ydx!J ,

d36
~n!52

rx

r1

ys1
2

ysx
2 H Fn~n11!2

ysx
2

2 G
3nn~ydx!22ydxnn8~ydx!J ,

d37
~n!52

rx

r1

ys1
2

ysx
2 n~n11!@ysxj n8~ysx!2 j n~ysx!#,

d38
~n!52

rx

r1

ys1
2

ysx
2 n~n11!@ysxnn8~ysx!2nn~ysx!#,

d41
~n!5yd1hn8~yd1!2hn~yd1!,

d42
~n!5Fn~n11!212

ys1
2

2 Ghn~ys1!2ys1hn8~ys1!,

d43
~n!50, d44

~n!50,

d45
~n!52

rx

r1

ys1
2

ysx
2 @ydxj n8~ydx!2 j n~ydx!#,

d46
~n!52

rx

r1

ys1
2

ysx
2 @ydxnn8~ydx!2nn~ydx!#,

d47
~n!52

rx

r1

ys1
2

ysx
2 H Fn21n212

ysx
2

2 G
3 j n~ysx!2ysxj n8~ysx!J ,

d48
~n!52

rx

r1

ys1
2

ysx
2 H Fn21n212

ysx
2

2 G
3nn~ysx!2ysxnn8~ysx!J ,

d51
~n!50, d52

~n!50,

d53
~n!5xd2 j n8~xd2!,

d54
~n!5n~n11! j n~xs2!,

d55
~n!52xdxj n8~xdx!, d56

~n!52xdxnn8~xdx!,

d57
~n!52n~n11! j n~xsx!,

d58
~n!52n~n11!nn~xsx!,

d61
~n!50, d62

~n!50,

d63
~n!5 j n~xd2!,

d64
~n!5xs2 j n8~xs2!1 j n~xs2!,

d65
~n!52 j n~xdx!,
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d66
~n!52nn~xdx!,

d67
~n!52xsxj n8~xsx!2 j n~xsx!,

d68
~n!52xsxnn8~xsx!2nn~xsx!,

d71
~n!50, d72

~n!50,

d73
~n!5Fn~n11!2

xs2
2

2 G j n~xd2!22xd2 j n8~xd2!,

d74
~n!5n~n11!@xs2 j n8~xs2!2 j n~x2!#,

d75
n 52

rx

r2

xs2
2

xsx
2 H Fn~n11!2

xsx
2

2 G
3 j n~xdx!22xdxj n8~xdx!J ,

d76
~n!52

rx

r2

xs2
2

xsx
2 H Fn~n11!2

xsx
2

2 G
3nn~xdx!22xdxnn8~xdx!J ,

d77
~n!52

rx

r2

xs2
2

xsx
2 n~n11!@xsxj n8~xsx!2 j n~xsx!#,

d78
~n!52

rx

r2

xs2
2

xsx
2 n~n11!@xsxnn8~xsx!2nn~xsx!#,

d81
~n!50, d82

~n!50,

d83
~n!5xd2 j n8~xd2!2 j n~xd2!,

d84
~n!5Fn~n11!212

xs2
2

2 G j n~xs2!2xs2 j n8~xs2!,

d85
~n!52

rx

r2

xs2
2

xsx
2 @xdxj n8~xdx!2 j n~xdx!#,

d86
~n!52

rx

r2

xs2
2

xsx
2 @xdxnn8~xdx!2nn~xdx!#,

d87
~n!52

rx

r2

xs2
2

xsx
2 H Fn21n212

xsx
2

2 G
3 j n~xsx!2xsxj n8~xsx!J ,

d88
~n!52

rx

r2

xs2
2

xsx
2 H Fn21n212

xsx
2

2 G
3nn~xsx!2xsxnn8~xsx!J ,

r 1
~n!52yd1 j n8~yd1!,

r 2
~n!52 j n~yd1!,

r 3
~n!52H Fn~n11!2

ys1
2

2 G j n~yd1!22yd1 j n8~yd1!J ,

r 4
~n!52@yd1 j n8~yd1!2 j n~yd1!#,

r 5
~n!50, r 6

~n!50, r 7
~n!50, r 8

~n!50.
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Acoustic eigenfrequencies in a spheroidal cavity
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The acoustic eigenfrequenciesf nsm in a spheroidal cavity containing a concentric penetrable sphere
are determined analytically, for both Dirichlet and Neumann conditions in the spheroidal boundary.
Two different methods are used for the evaluation. In the first, the pressure field is expressed in
terms of both spherical and spheroidal wave functions, connected with one another by well-known
expansion formulas. In the second, a shape perturbation method, this field is expressed in terms of
spherical wave functions only, while the equation of the spheroidal boundary is given in spherical
coordinates. The analytical determination of the eigenfrequencies is possible when the solution is
specialized to small values ofh5d/(2R2), (h!1), with d the interfocal distance of the spheroidal
boundary and 2R2 the length of its rotation axis. In this case exact, closed-form expressions are
obtained for the expansion coefficientsgnsm

(2) and gnsm
(4) in the resulting relationf nsm(h)5 f ns(0)@1

1h2gnsm
(2) 1h4gnsm

(4) 1O(h6)#. Analogous expressions are obtained with the use of the parameterv
512(R2 /R28)

2, (uvu!1), with 2R28 the length of the other axis of the spheroidal boundary.
Numerical results are given for various values of the parameters. ©1999 Acoustical Society of
America.@S0001-4966~99!05803-8#

PACS numbers: 43.20.Ks@ANN#

INTRODUCTION

Calculation of eigenfrequencies in acoustic cavities of
various shapes is an important problem with many applica-
tions in room acoustics,1 acoustic levitation2,3 and high ac-
curacy measurements of sound speed in gases.4 The shape of
the boundaries severely limits the possibility for analytical
solution of such problems. For complicated geometries nu-
merical techniques are used. Analytical, perturbational meth-
ods were used elsewhere, in order to obtain the acoustic
eigenfrequencies in a spherical cavity with an eccentric inner
sphere, for both Dirichlet and Neumann boundary condi-
tions, in the case of small eccentricity between the two
spheres,5 or for a small inner sphere.6,7 In spheroidal cavities
calculation is more complex, due to the complexity of sphe-
roidal functions. In Refs. 8 and 9 the eigenfrequencies of a
prolate spheroidal cavity were calculated, for Dirichlet and
Neumann boundary conditions, too. The same is valid also in
Refs. 10 and 11 for concentric spheroidal–spherical cavities,
by analytical, perturbational methods. In this last case not
only the prolate but also the oblate spheroidal boundaries are
examined.

In the present paper the acoustic cavity, shown in Fig. 1,
is examined also for both Dirichlet and Neumann conditions
in its spheroidal boundary, which has major and minor semi-
axesR2 and R28 , respectively, and interfocal distanced. It
contains a concentric penetrable sphere with radiusR1 . This
cavity is a perturbation of the concentric spherical one with
radii R1 and R2 . Only the prolate spheroidal boundary is
shown, but corresponding formulas for the oblate one are
obtained immediately. The length of the rotation axis in each

case is 2R2 , while that of the other axis is 2R28 .
The acoustic eigenfrequencies in the former cavity are

determined by two different methods. In the first of them the
pressure field is expressed in terms of both spherical and
spheroidal wave functions, while use is made of the well-
known expansion formulas connecting these functions.12 In
the second method we use shape perturbation. In this case
the pressure field is expressed in terms of spherical wave
functions only, while the equation of the spheroidal bound-
ary is given in spherical coordinatesr andu. In both cases,
after the satisfaction of the boundary conditions, we obtain
an infinite determinantal equation for the evaluation of the
eigenfrequencies. In the special case of smallh5d/(2R2),
(h!1) we are led to an exact evaluation, up to the orderh4,
for the elements of the infinite determinant and, finally, for
the determinant itself. It is then possible to obtain the eigen-
frequencies in the form f nsm(h)5 f ns(0)@11h2gnsm

(2)

1h4gnsm
(4) 1O(h6)#. The expansion coefficientsgnsm

(2) andgnsm
(4)

are independent ofh and are given by exact, closed-form
expressions, whilef ns(0) are the eigenfrequencies of the cor-
responding spherical cavity withh50.

The main advantage of such an analytical solution lies in
its general validity for each small value ofh and for all
modes, while numerical techniques require repetition of the
evaluation for each differenth, with accuracy deteriorating
quickly for higher order modes.

Analogous expansions are obtained by using the param-
eterv512(R2 /R28)

2, (uvu!1).
Our method can be applied also in the corresponding

exterior ~scattering! problem.
The cases of the Dirichlet and Neumann conditions in

the spheroidal boundary are examined in Secs. I and II, re-a!Electronic mail: iroumel@cc.ece.ntua.gr
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spectively. Finally, Sec. III includes numerical results and
discussion.

I. DIRICHLET BOUNDARY CONDITIONS

As shown in Fig. 1, the density, the sound speed and the
wave number arer1 , c1 , k1 andr2 , c2 , k2 inside the pen-
etrable sphere~region 1! and between it and the spheroidal
boundary~region 2!, respectively. The materials of both re-
gions are considered as fluids or fluidlike, i.e., they do not
support shear waves.

Let p1 andp2 be the acoustic pressure fields in regions 1
and 2, respectively. These fields, which satisfy the scalar
Helmholtz equation, have the following expressions:

p15 (
n50

`

(
m50

n

j n~k1r !Pn
m~cosu!@Cnm cosmw

1Dnm sinmw#, ~1!

p25 (
n50

`

(
m50

n

@ j n~k2r !2Ennn~k2r !#Pn
m~cosu!

3@Anm cosmw1Bnm sinmw#. ~2!

In Eqs.~1!, ~2! r, u, w are the spherical coordinates with
respect toO, j n andnn are the spherical Bessel functions of
the first and second kind, respectively, andPn

m is the associ-
ated Legendre function of the first kind.

By satisfying the boundary conditions atr 5R1

p15p2 ,
1

r1c1

]p1

]~k1r !
5

1

r2c2

]p2

]~k2r !
, ~3!

and using the orthogonal relations for the associated
Legendre13 and the trigonometric functions we obtain the
following expression forEn

En5
j n~x1! j n8~w1!2q jn~w1! j n8~x1!

nn~x1! j n8~w1!2q jn~w1!nn8~x1!
, ~4!

where

w15k1R1 , x15k2R1 , q5
r1c1

r2c2
, ~5!

and the primes denote derivatives with respect to the argu-
ment.

In order to satisfy the remaining boundary condition
p250 at the spheroidal boundary, denoted bym5m0 , we
follow two different methods. In the first of them we expand
the spherical wave functions, appearing in Eq.~2!, into con-
centric spheroidal ones by the formula12

zn
~s!~k2r !Pn

m~cosu!

5
2

2n11

~n1m!!

~n2m!! (
l 5m,m11

`

8
i l 2n

Nml

3dn2m
ml Sml ~c,h!Rml

~s!~c,j!, c5k2d/2. ~6!

In Eq. ~6! j5coshm, h are the spheroidal coordinates (w is
common in both systems!, zn

(s) (s51 – 4) is the spherical
Bessel function of any kind,Rml

(s) is the corresponding radial
spheroidal function of the same kind,Sml anddn2m

ml are the
angular spheroidal function of the first kind and its expansion
coefficients, while

Nmn52 (
r 50,1

`

8
~dr

mn!2~r 12m!!

~2r 12m11!r !
. ~7!

The prime over the summation symbols in Eqs.~6! and ~7!
indicates that whenn2m is even/odd these summations start
with the first/second value of their summation index and con-
tinue only with values of the same parity with it.

We substitute from Eq.~6! into Eq. ~2! satisfying the
boundary conditionp250 atm5m0(j5j0) and we next use
the orthogonal properties of the angular spheroidal12 and the
trigonometric functions, to obtain finally the following infi-
nite set of linear homogeneous equations for the expansion
coefficientsAnm ~or Bnm)

(
n5m,m11

`

8 a l nmAnm50, l >m,m11, ~8!

where

a l nm5
2i 2n~n1m!!

~2n11!~n2m!!

3dn2m
ml @Rml

~1! ~c,coshm0!2EnRml
~2! ~c,coshm0!#. ~9!

In Eqs. ~8! and ~9! l and n are both even or odd, starting
with that value ofm or m11, which has the same parity with
them. So, Eq.~8! separates into two distinct subsets, one
with l , n even and the other withl , n odd.

We next substituteRml
(1) andRml

(2) from Eq.~7! of Ref. 10
into Eq. ~9! and set each one of the two determinants

FIG. 1. Geometry of the cavity.
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D(a l nm) ~one with l , n even and the other withl , n odd!
of the coefficientsa l nm in Eq. ~8! equal to 0. So, we obtain
two determinantal equations of the same form for the evalu-
ation of the eigenfrequencies, which are treated simulta-
neously under the symbolD(a l nm). By dividing a l nm by
the product 2i 2n tanhmm0(dl 2m

ml )2(n1m)/@(2n11)(n
2m)! #, as in Ref. 10, we do not change the roots of the
determinantal equation. We next use the symbola l n for the
resulting coefficient, deleting the subscriptm for simplicity,
and replacec5k2d/2 by its equal onec5x2h, where x2

5c coshm05k2R2 andh5d/(2R2). For large values ofh the
determinantal equation can be solved only numerically, but
for small h ~h!1! an analytical solution is possible. In this
last case we can set up to the orderh4,

ann5Dnn
~0!1h2Dnn

~2!1h4Dnn
~4!1O~h6!,

an62,n5h2Dn62,n
~2! 1h4Dn62,n

~4! 1O~h6!, ~10!

an64,n5h4Dn64,n
~4! 1O~h6!.

Exact expressions for the variousD’s used in our calcu-
lations are given in Eqs.~A1!–~A5! of the Appendix.

Relations~10! allow a closed-form evaluation of the de-
terminantD(a l n)5D(a l nm), up to the orderh4, in steps
exactly the same with those in Ref. 10, which will not be
repeated here.

The resonant wave numbersk25k2(h), as well asx2

5x2(h)5k2(h)R2 have also expansions of the form

k2~h!5k2
~0!1h2k2

~2!1h4k2
~4!1O~h6!, ~11!

x2~h!5x2
~0!1h2x2

~2!1h4x2
~4!1O~h6!,

x2
~r!5k2

~r!R2 , r50, 2, 4, ~12!

where k2
(0)[k2

0 and x2
(0)[x2

0 correspond to the concentric
spherical cavity with radiiR1 andR2 ~h50!.

The expressions ofx2
(2) and x2

(4) in terms of D’s are
exactly the same as in Ref. 10 and are given by the formulas

x2
~2!52FdDnn

0 ~x2
0!

dx2
G21

Dnn
~2!~x2

0!, ~13!

x2
~4!52FdDnn

0 ~x2
0!

dx2
G21F ~x2

~2!!2

2

d2Dnn
0 ~x2

0!

dx2
2

1x2
~2!

dDnn
~2!~x2

0!

dx2

1Dnn
~4!~x2

0!2
Dn12,n

~2! ~x2
0!Dn,n12

~2! ~x2
0!

Dn12,n12
0 ~x2

0!

2
Dn,n22

~2! ~x2
0!Dn22,n

~2! ~x2
0!

Dn22,n22
0 ~x2

0!
G , ~14!

whereDnn
(0)[Dnn

0 . As it is evident from Eq.~8!, the various
subscripts in Eq.~10! and so also in Eqs.~13!, ~14! should be
equal or greater thanm>0. In the opposite case the corre-
spondinga ’s andD’s are equal to zero and so disappear.

In Eqs. ~13! and ~14! we have used the relationsx1

5tx2 , w15tx2c2 /c1 , wheret5R1 /R25constant, sox2 is
the only variable.

Formulas~13! and~14! are also valid for the oblate cav-
ity, with the only difference thatD (2)’s change their signs

andR2 is the minor semiaxis of the oblate boundary. So,x2
(2)

changes its sign, whilex2
(4) remains the same.

The eigenfrequencies for the problem of two concentric
spheres with radiiR1 and R2 , used in Eqs.~13!, ~14!, are
given by the equation@Eq. ~A1! in the Appendix# Dnn

0 50, or

j n~x2
0!

nn~x2
0!

5En~x2
0!, x1

05tx2
0 , w1

05tx2
0 c2

c1
, t5

R1

R2
.

~15!

By using Eqs.~15!, ~A1!, ~A22! from the Appendix and
the Wronskian13 j n(x2

0)nn8(x2
0)2 j n8(x2

0)nn(x2
0)51/(x2

0)2, we
obtain

dDnn
0 ~x2

0!

dx2
52

1

~x2
0!2nn~x2

0!
2nn~x2

0!
dEn~w1

0 ,x1
0!

dx2
. ~16!

Equations~16! and ~A2! substituted in~13! give x2
(2) . The

expression forx2
(4) is much more lengthy, but is obtained

immediately from Eqs.~13!, ~14!, ~16!, ~A1!–~A5! and
~A22!–~A24!.

By setting Eq.~12! in the form x2(h)5x2
0@11h2g(2)

1h4g(4)1O(h6)# we obtain the eigenfrequencies in the cav-
ity of Fig. 1 by the expression

f nsm~h!5 f ns~0!@11h2gnsm
~2! 1h4gnsm

~4! 1O~h6!#,

n50,1,2,..., s51,2,3,..., m50,1,2,...,n, ~17!

wheref ns(0)5c2(x2
0)ns /(2pR2) are the eigenfrequencies of

the concentric spherical cavity,x2
05(x2

0)ns are the successive
positive roots of Eqs.~15! and g(2),(4)5x2

(2),(4)/x2
0@gnsm

(2),(4)

5(x2
(2),(4))nsm/(x2

0)ns#.
We next apply the second method for the determination

of the eigenfrequencies. This is a shape perturbation method
with no use of spheroidal wave functions. Equations~1!–~5!
are also valid in this case. In order to satisfy the remaining
boundary conditionp250, at the spheroidal surface, we ex-
press the equation of this surface in terms of r andu, as in
Ref. 14

r 5
R2

A12v sin2 u
, ~18!

where11

v512S R2

R28
D 2

57h22h41O~h6!. ~19!

The upper/lower sign in Eq.~19! corresponds to the pro-
late (v,0)/oblate (v.0) spheroidal boundary.

We expand Eq.~18! into power series inh, thus obtain-
ing up to the orderh4

r 5R2F17
h2

2
sin2 u2

h4

2
sin2 uS 12

3

4
sin2 u D1O~h6!G .

~20!

By using Eq. ~20! we get the following expansion11

(x25k2R2):
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j n~k2r !5 j n~x2!7
h2

2
x2 j n8~x2!sin2 u2

h4

2
x2 sin2 u

•$ j n8~x2!2 1
4 @3 j n8~x2!1x2 j n9~x2!#sin2 u%

1O~h6!, ~21!

and a similar one fornn(k2r ).
We next substitute the former expansions into Eq.~2!

satisfying the boundary condition at the spheroidal surface
and we use the orthogonal properties of the associated
Legendre13 and the trigonometric functions, concluding fi-
nally to the following infinite set of linear homogeneous
equations for the expansion coefficientsAnm ~or Bnm), up to
the orderh4:

an24,nAn24,m1an22,nAn22,m1annAnm1an12,nAn12,m

1an14,nAn14,m50, n>m. ~22!

The third subscriptm is omitted from the variousa ’s in
Eq. ~22!, for simplicity. Their expressions are also given by
the general expansions~10!, but with differentD’s, which
are given in Eqs.~A6!–~A9! of the Appendix. As it is evi-
dent from Eq.~2!, the first subscripts ofA’s ~andB’s! should
be always equal or greater thanm>0. In the opposite case
A’s ~and B’s! are equal to zero and disappear. The same is
valid also for the correspondinga ’s andD’s.

If m has the same/opposite parity withn, i.e., n2m is
even/odd, the first subscript of thea ’s in Eq. ~22! starts from
the minimum valuem/m11 and continues with the values
m12/m13, m14/m15, etc. So, Eq.~22! separates into two
distinct subsets, one withn even and the other withn odd.
Setting each one of the determinants of the coefficientsa, in
these subsets, equal to zero, we obtain two determinantal
equations of the same form for the evaluation of the eigen-
frequencies, which are treated simultaneously. The rest steps
are exactly the same as with the first method. So, Eqs.~11!–
~17! are also valid here with identical final results as in that
method @x2

(2) is obtained from Eqs.~13!, ~16! and ~A7!,
while x2

(4) from Eqs.~13!, ~14!, ~16!, ~A6!–~A9! and~A22!–
~A24!#, as it is expected for the same problem. This consists
a very good check for their correctness.

The problem can be also solved, from the beginning, by
using the eccentricity parameterv instead ofh. In this case
the expansion of the general quantityy with respect tov is

y5y~v !5y01vyv
~1!1v2yv

~2!1O~v3!, ~23!

while its expansion with respect toh is

y5y~h!5y01h2yh
~2!1h4yh

~4!1O~h6!. ~24!

By using Eq.~19! into ~23!, as well as the relation

v25h41O~h6! ~25!

we finally obtain11

yv
~1!57yh

~2! ,yv
~2!57yh

~2!1yh
~4! . ~26!

These last expressions are unique for both the prolate and the
oblate cavity (v includes the sign!, becauseyh

(2) simply
changes its sign in these two cases.

By using the limiting valuer1→0 (q→0), with c1 fi-
nite, in Eq.~4!, we obtainEn5 j n(x1)/nn(x1), corresponding
to a soft inner sphere. In the special case withr15r2 and
c15c2 , q51, w15x1 andEn50. Use of the small argument
formulas for the various Bessel functions13 in Eq. ~4! asR1

→0, gives alsoEn50. The last two cases correspond to a
simple spheroidal cavity, i.e., in the absence of the inner
sphere. In all three cases the various results become identical
with the corresponding ones in Refs. 10 and 11. ForEn50,
Eq. ~16! is replaced bydDnn

0 (x2
0)/dx25 j n8(x2

0).

II. NEUMANN BOUNDARY CONDITIONS

Equations~1!–~5! are also valid in this case. In order to
satisfy the boundary condition]p2 /]m50 (]p2 /]j50) at
m5m0 (j5j0), according to the first method, we follow
steps identical to those for the Dirichlet case. So, we use
again formulas~6! and~7! and conclude finally to the infinite
set ~8!, with the difference thata l nm is now given by the
expression

a l nm5
2i 2n~n1m!!

~2n11!~n2m!!

3dn2m
ml F ]Rml

~1! ~c,coshm0!

]m
2En

]Rml
~2! ~c,coshm0!

]m G .
~27!

The remarks after Eq.~9! are again valid in this case. We
next substitute]Rml

(1) /]m and]Rml
(2) /]m from Eq.~33! of Ref.

10 into Eq. ~27! and follow the same procedure as in the
Dirichlet case. So, we obtain again Eqs.~10!–~14! and ~17!
but with different expressions for the various expansion co-
efficients, which are given in Eqs.~A12!–~A15! of the Ap-
pendix. In place of Eq.~15! we now have

j n8~x2
0!

nn8~x2
0!

5En~x2
0!, x1

05tx2
0 , w1

05tx2
0 c2

c1
, ~28!

while, by using Eqs.~28!, ~A12!, ~A22! and the Wronskian
j n8(x2

0)nn9(x2
0)2 j n9(x2

0)nn8(x2
0)5@(x2

0)22n(n11)#/(x2
0)4, we

obtain in place of Eq.~16!

dDnn
0 ~x2

0!

dx2
52

~x2
0!22n~n11!

~x2
0!3nn8~x2

0!
2x2

0nn8~x2
0!

dEn~w1
0 ,x1

0!

dx2
.

~29!

Equations~29! and ~A13! substituted in~13! give x2
(2) . The

expression forx2
(4) is much more lengthy, but is obtained

immediately from Eqs.~13!, ~14!, ~29!, ~A12!–~A15! and
~A22!–~A24!.

According to the second method, the boundary condition
at the spheroidal surface is expressed asû•¹p250, with û
the normal unit vector there, where11
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TABLE I. Dirichlet conditions,t5R1 /R250.2(0.5),r2 /r150.820,c2 /c150.787.

n m

s

1 2 3 4

0 3.177 90~3.559 71! 6.501 60~7.210 62! 9.936 19~10.366 79! 13.365 58~14.325 24!

1 4.486 10~4.711 36! 7.745 53~8.862 57! 11.066 88~12.032 23! 14.494 62~15.773 77!

(x2
0)ns 2 5.761 16~5.865 33! 9.088 70~10.073 77! 12.345 25~13.870 28! 15.656 05~17.058 48!

3 6.987 53~7.031 11! 10.414 10~11.145 51! 13.694 39~15.437 97! 16.949 25~18.601 91!

0 0 0.344 06~0.428 86! 0.360 30~0.313 11! 0.366 44~0.409 89! 0.358 75~0.364 37!

1 0 0.199 71~0.244 14! 0.204 75~0.242 79! 0.213 32~0.189 74! 0.219 74~0.264 96!

1 0.399 43~0.488 28! 0.409 49~0.485 57! 0.426 65~0.379 48! 0.439 48~0.529 93!

2 0 0.237 73~0.269 14! 0.238 29~0.320 50! 0.242 98~0.225 86! 0.251 36~0.290 21!

1 0.285 28~0.322 96! 0.285 94~0.384 60! 0.291 58~0.271 04! 0.301 63~0.348 25!

gnsm
(2) 2 0.427 92~0.484 45! 0.428 92~0.576 90! 0.437 37~0.406 56! 0.452 44~0.522 37!

3 0 0.244 36~0.261 26! 0.244 16~0.326 41! 0.244 99~0.288 47! 0.249 00~0.238 21!

1 0.266 57~0.285 01! 0.266 36~0.356 08! 0.267 26~0.314 70! 0.271 64~0.259 87!

2 0.333 22~0.356 27! 0.332 94~0.445 10! 0.334 07~0.393 37! 0.339 55~0.324 84!

3 0.444 29~0.475 02! 0.443 93~0.593 47! 0.445 43~0.524 49! 0.452 73~0.433 11!

0 0 0.287 40~0.380 06! 0.454 87~0.258 68! 0.500 62~1.697 56! 0.472 91~0.779 97!

1 0 0.172 25~0.222 26! 0.312 11~0.188 53! 0.439 25~0.430 22! 0.446 97~1.412 77!

1 0.315 19~0.463 98! 0.422 44~0.315 38! 0.525 28~0.563 89! 0.538 78~1.234 51!

2 0 0.008 16~0.164 49! 0.073 86~20.986 60! 0.237 85~20.508 26! 0.301 96~20.184 46!

1 0.234 09~0.297 28! 0.333 31~0.340 12! 0.470 29~0.213 73! 0.568 60~1.321 73!

gnsm
(4) 2 0.330 57~0.453 67! 0.383 07~0.513 66! 0.465 10~0.192 64! 0.532 06~1.147 67!

3 0 0.040 08~0.177 55! 0.024 64~0.109 70! 0.159 16~21.073 90! 0.366 18~0.305 79!

1 0.110 71~0.217 35! 0.125 24~0.211 68! 0.249 18~20.650 71! 0.427 43~0.414 20!

2 0.266 72~0.318 24! 0.333 72~0.447 47! 0.426 93~0.195 64! 0.537 91~0.639 27!

3 0.340 52~0.424 66! 0.370 07~0.606 64! 0.415 51~0.195 52! 0.477 79~0.680 55!

TABLE II. Neumann conditions,t5R1 /R250.2(0.5),r2 /r150.820,c2 /c150.787.

n m

s

1 2 3 4

0 0 ~0! 4.593 68~5.321 42! 8.076 78~8.539 48! 11.565 52~12.299 21!

1 2.0785 7~2.065 35! 5.935 43~6.584 94! 9.276 24~10.483 81! 12.682 46~13.641 99!

(x2
0)ns 2 3.341 69~3.329 69! 7.284 93~7.708 81! 10.613 20~12.050 94! 13.911 58~15.272 41!

3 4.514 05~4.506 37! 8.582 49~8.834 41! 11.968 13~13.250 97! 15.248 40~17.063 92!

0 0 - ~-! 0.352 66~0.409 12! 0.365 22~0.314 75! 0.364 96~0.439 78!

1 0 0.027 51~0.023 60! 0.189 10~0.254 63! 0.203 83~0.189 61! 0.214 25~0.237 87!

1 0.484 29~0.491 39! 0.408 48~0.541 61! 0.420 08~0.388 18! 0.435 34~0.482 28!

2 0 0.182 70~0.181 15! 0.231 60~0.299 20! 0.237 17~0.288 05! 0.245 22~0.224 55!

1 0.257 92~0.256 54! 0.282 16~0.363 85! 0.286 50~0.347 41! 0.295 37~0.270 29!

gnsm
(2) 2 0.483 60~0.482 68! 0.433 84~0.557 81! 0.434 47~0.525 50! 0.445 82~0.407 52!

3 0 0.212 60~0.211 25! 0.239 93~0.289 24! 0.242 25~0.329 32! 0.245 21~0.229 13!

1 0.242 78~0.241 35! 0.263 22~0.317 19! 0.264 97~0.360 01! 0.267 92~0.250 27!

2 0.333 31~0.331 62! 0.333 07~0.401 04! 0.333 11~0.452 08! 0.336 04~0.313 68!

3 0.484 21~0.482 08! 0.449 50~0.540 80! 0.446 69~0.605 54! 0.449 58~0.419 36!

0 0 - ~-! 0.388 61~0.331 51! 0.509 44~0.556 64! 0.497 98~2.139 97!

1 0 0.002 79~20.001 42! 0.230 09~0.250 39! 0.390 53~0.186 52! 0.463 00~1.218 65!

1 0.353 85~0.377 20! 0.368 74~0.516 54! 0.488 42~0.220 76! 0.549 29~1.239 80!

2 0 20.045 04~0.008 38! 0.000 61~0.068 21! 0.143 08~21.642 10! 0.296 70~20.031 19!

1 0.204 57~0.205 67! 0.279 89~0.377 77! 0.401 47~0.228 16! 0.535 14~0.525 47!

gnsm
(4) 2 0.354 56~0.361 04! 0.358 28~0.573 67! 0.424 37~0.284 77! 0.507 73~0.583 57!

3 0 0.037 14~0.059 73! 0.007 27~0.251 12! 0.066 14~20.701 53! 0.256 99~20.292 88!

1 0.104 04~0.118 83! 0.101 13~0.297 71! 0.169 40~20.350 43! 0.335 23~20.122 20!

2 0.257 61~0.256 91! 0.300 40~0.418 80! 0.378 67~0.377 97! 0.484 26~0.210 74!

3 0.356 50~0.356 31! 0.358 23~0.558 40! 0.392 42~0.508 95! 0.447 05~0.168 60!
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û5S 12
h4

8
sin2 2u D û8,

~30!

û85 r̂ 1
h2

2
sin 2u~611h2 cos2 u!û1O~h6!.

So

û•¹p25û8•¹p25
]p2

]r
1

h2

2
sin 2u~61

1h2 cos2 u!
1

r

]p2

]u
50. ~31!

We next substitute from Eq.~2! into ~31!, thus obtaining
the equation

(
n50

`

(
m50

n H @ j n8~k2r !2Ennn8~k2r !#Pn
m~cosu!

1
h2

2
sin 2u~611h2 cos2 u!

1

k2r
@ j n~k2r !2Ennn~k2r !#

•

dPn
m~cosu!

du J @Anm cosmw1Bnm sinmw#50. ~32!

By using Eq.~20! we get expansions similar to Eq.~21!
for j n8(k2r ) and nn8(k2r ), but with one more prime in each
one of their Bessel functions. We also obtain the expansion11

j n~k2r !

k2r
5

j n~x2!

x2
7

h2

2 F2
j n~x2!

x2
1 j n8~x2!Gsin2 u

1
h4

2 H F j n~x2!

x2
2 j n8~x2!Gsin2 u

1
1

4F2
j n~x2!

x2
1 j n8~x2!1x2 j n9~x2!Gsin4 uJ

1O~h6! ~33!

and a similar one fornn(k2r )/k2r .
We next substitute the former expansions into Eq.~32!

and we use the orthogonal properties of the associated Leg-
endre and the trigonometric functions, thus obtaining again
the set~22!, certainly with differenta ’s and soD’s, which
are given in Eqs.~A16!–~A19! of the Appendix.

The rest steps are identical with those in the first
method, i.e., we obtain again Eqs.~10!–~14!, ~17! and ~28!,
~29! with identical as their final results@x2

(2) is obtained from
Eqs. ~13!, ~29! and ~A17!, while x2

(4) from Eqs.~13!, ~14!,
~29!, ~A16!–~A19! and~A22!–~A24!#, as is expected for the
same problem. This is a very good check for their correct-
ness.

The parameterv, instead ofh, can be also used in this
case by keeping in mind Eqs.~19! and ~23!–~26!.

By using the limiting valuer1→` (q→`), with c1 fi-
nite, in Eq.~4!, we obtainEn5 j n8(x1)/nn8(x1), corresponding

FIG. 2. Eigenfrequencies of a spherical cavity with a penetrable sphere;
r2 /r150.820, c2 /c150.787—Dirichlet conditions.

FIG. 3. First order expansion coefficients for eigenfrequencies in a spheroi-
dal cavity with a penetrable sphere;r2 /r150.820, c2 /c150.787—
Dirichlet conditions.

FIG. 4. Second order expansion coefficients for eigenfrequencies in a sphe-
roidal cavity with a penetrable sphere;r2 /r150.820, c2 /c150.787—
Dirichlet conditions.
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to a hard inner sphere. So, the various results become iden-
tical with the corresponding ones in Refs. 10 and 11. The
same is valid also for a simple spheroidal cavity, whereEn

50. In this last case Eq.~29! is replaced bydDnn
0 (x2

0)/dx2

5x2
0 j n9(x2

0).

III. NUMERICAL RESULTS AND DISCUSSION

In Table I the roots (x2
0)ns ~ n50 – 3, s51 – 4) of Eq.

~15! as well as the corresponding values ofgnsm
(2) andgnsm

(4) are
given in the Dirichlet case, fort5R1 /R250.2,0.5,r2 /r1

50.820,c2 /c150.787. In Table II the roots (x2
0)ns of Eq.

~28! are given, as well asg’s in the Neumann case, for the
samet ’s and the values of the parameters as before. The
value (x2

0)0150 corresponds to the smallest eigenvaluek2
0

5k1
050 ~with constant eigenfunction! of the Helmholtz

equation under Neumann conditions. As (x2
0)0150, also

f 01(0)50 and f 010(h)50, so the values ofg010
(2) andg010

(4) do
not matter.

Both tables are referred to the prolate cavity. For the
oblate oneg(2)’s simply change their signs, whileg(4)’s re-

main unchanged.~The same will be valid also in Figs. 3, 4, 6
and 7, which follow.!

For the values of the parameters used, allg(2)’s in both
tables are positive. Keeping in mind Eq.~17!, this means that
the eigenfrequencies of the prolate/oblate cavity are greater/
smaller than those of the corresponding spherical one, up to
the orderh2.

From the former tables and many other available results,
it is evident that (x2

0)ns (n>0,s>1) and so alsof ns(0) for
Neumann conditions are smaller than the corresponding ones
for Dirichlet conditions. The same is valid forf nsm(h), as
can be easily proved for the results given in these tables, in
the case withh!1.

In Fig. 2 we plot the roots (x2
0)ns (n50 – 2,s51, 2) of

Eq. ~15! versust, for a concentric spherical cavity with radii
R1 and R2 and Dirichlet conditions. The various numbers
designating the curves in this and the rest of the figures cor-
respond to the subscripts of the ordinate. Fort→0(R1

→0), En→0 and so (x2
0)ns tend to the zeros ofj n(x2

0), cor-
responding to a simple spherical cavity with parameters
r2 , c2 . For t→1(R1→R2), x1

0→x2
0, so Eq.~15! is reduced

to j n(w1
0)5 j n(x2

0c2 /c1)50 corresponding to a simple
spherical cavity with parametersr1 , c1 and (x2

0)ns in this
case are equal with those fort→0, multiplied by c1 /c2 .

In Figs. 3 and 4 we plotgnsm
(2) and gnsm

(4) , respectively,
versust, for the cavity of Fig. 1 with Dirichlet conditions.
For t→0 the variousg’s tend to the corresponding ones for
a simple spheroidal cavity11 with parametersr2 , c2 , by tak-
ing in mind Eqs.~26!. So,g(2)’s are independent ofs in this
case, as it was proved in Ref. 11 and is seen in Fig. 3. For
t→1 ~for the prolate cavity is necessary thath→0, as t
→1) the same remarks as before are valid forg’s, where
now the simple spheroidal cavity has parametersr1 , c1 .
Also in this caseg(2)’s are independent ofs, as is seen in Fig.
3, and are equal with those fort→0, multiplied byr2 /r1 .
This can be proved easily by using the result11 gnsm

(2) 5F @F is
given in Eq. ~A10!# for t→0, as well as Eqs.~13!, ~16!,
~A7!, ~15!, the Wronskian following it and~A22! for t→1,
i.e., with x1

0→x2
0 and j n(w1

o)50.

FIG. 5. Eigenfrequencies of a spherical cavity with a penetrable sphere;
r2 /r150.820, c2 /c150.787—Neumann conditions.

FIG. 6. First order expansion coefficients for eigenfrequencies in a spheroi-
dal cavity with a penetrable sphere;r2 /r150.820, c2 /c150.787—
Neumann conditions.

FIG. 7. Second order expansion coefficients for eigenfrequencies in a sphe-
roidal cavity with a penetrable sphere;r2 /r150.820, c2 /c150.787—
Neumann conditions.
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In Fig. 5 the roots (x2
0)ns (n50 – 2,s51 – 3) of Eq.~28!

are plotted versust, for a concentric spherical cavity with
radii R1 and R2 and Neumann conditions@(x2

0)0150, as in
Table II#. For t→0, (x2

0)ns tend to the zeros ofj n8(x2
0), cor-

responding to a simple spherical cavity with parameters
r2 ,c2 . For t→1, Eq. ~28! is reduced to j n8(w1

0)
5 j n8(x2

0 c2 /c1)50 ~for a simple spherical cavity withr1 ,c1)
and (x2

0)ns are equal with the corresponding ones fort→0,
multiplied by c1 /c2 .

In Figs. 6 and 7 we plotgnsm
(2) and gnsm

(4) , respectively,
versust, for the cavity of Fig. 1 with Neumann conditions.
For t→0 the variousg’s tend to the corresponding ones for
a simple spheroidal cavity11 with parametersr2 ,c2 @we keep
in mind Eqs.~26!#. So, goso

(2) (s>2) are independent ofs in
this case, as is seen in Fig. 6. Fort→1 the same remarks are
valid for g’s in a simple spheroidal cavity with parameters
r1 , c1 . So goso

(2) are independent of s also in this case~Fig.
6!.

APPENDIX

The expressions for the variousD’s appearing in Eq.
~10! and used in our calculations are the following~the
upper/lower sign corresponds to the prolate/oblate cavity!:

1. Dirichlet boundary conditions

A. First method (use of spheroidal wave functions)

Dnn
0 5unn , ~A1!

Dnn
~2!56

x2
2

2~2n11!F ~n1m11!~n1m12!

~2n13!2 un12, n

2
~n2m21!~n2m!

~2n21!2
un22,nG , ~A2!

Dnn
~4!5x2

4 ~n1m11!~n1m12!

~2n11!~2n13!2~2n17!

3F 124m2

~2n21!~2n13!2
un12,n

1
~n1m13!~n1m14!

8~2n15!2
un14, nG

2x2
4 ~n2m21!~n2m!

~2n25!~2n21!2~2n11!

•F 124m2

~2n21!2~2n13!
un22,n

2
~n2m23!~n2m22!

8~2n23!2
un24,nG , ~A3!

Dn12,n
~2! 56x2

2 ~n1m11!~n1m12!

2~2n13!2~2n15!
un12,n ,

~A4!

Dn,n12
~2! 57x2

2 ~n2m11!~n2m12!

2~2n11!~2n13!2
un,n12 ,

where

uvs5 j v~x2!2Esnv~x2!. ~A5!

B. Second method (shape perturbation)

Dnn
0 5unn , ~A6!

Dnn
~2!57x2Funn8 , ~A7!

Dnn
~4!5x2G~3unn8 1x2unn9 !2x2Funn8 , ~A8!

Dn12,n
~2! 56x2

~n1m11!~n1m12!

2~2n13!~2n15!
un12,n128 ,

~A9!

Dn,n12
~2! 56x2

~n2m11!~n2m12!

2~2n11!~2n13!
unn8 ,

where

F5
n21m21n21

~2n21!~2n13!
, ~A10!

G5
~n1m11!~n1m12!~n1m13!~n1m14!

8~2n11!~2n13!2~2n15!

1
~n2m21!~n2m!~n1m11!~n1m12!

2~2n21!2~2n13!2

1
~n2m23!~n2m22!~n2m21!~n2m!

8~2n23!~2n21!2~2n11!
,

~A11!

while the number of primes overuvs , in any case, denotes
the number of primes overj v(x2) andnv(x2) ~i.e., the order
of their derivatives with respect to their argumentx2) in Eq.
~A5!.

2. Neumann boundary conditions

A. First method (use of spheroidal wave functions)

Dnn
0 5x2unn8 , ~A12!

Dnn
~2!57Fx2unn8 2munn

2x2
3 ~n1m11!~n1m12!

2~2n11!~2n13!2
un12,n8

1x2
3 ~n2m21!~n2m!

2~2n21!2~2n11!
un22,n8 G , ~A13!

Dnn
~4!5x2

2 ~n1m11!~n1m12!

2~2n11!~2n13!2 H 2x2un12,n8 1mun12,n

1
2x2

3

2n17
•F 124m2

~2n21!~2n13!2
un12,n8

1
~n1m13!~n1m14!

8~2n15!2
un14,n8 G J
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2x2
2 ~n2m21!~n2m!

2~2n21!2~2n11!
H 2x2un22,n8 1mun22,n

1
2x2

3

2n25
•F 124m2

~2n21!2~2n13!
un22,n8

2
~n2m23!~n2m22!

8~2n23!2
un24, n8 G J , ~A14!

Dn12,n
~2! 56x2

3 ~n1m11!~n1m12!

2~2n13!2~2n15!
un12,n8 ,

~A15!

Dn,n12
~2! 57x2

3 ~n2m11!~n2m12!

2~2n11!~2n13!2
un,n128 .

B. Second method (shape perturbation)

Dnn
0 5x2unn8 , ~A16!

Dnn
~2!57x2

2Funn9 7Munn , ~A17!

Dnn
~4!5x2

2G@3unn9 1x2unn- #1
L

2~2n11!
@unn1x2unn8 #

2x2
2Funn9 2Munn , ~A18!

Dn12,n
~2! 56

~n1m11!~n1m12!

2~2n13!~2n15!
@x2

2un12,n129

22~n13!un12,n12#, ~A19!

Dn,n12
~2! 56

~n2m11!~n2m12!

2~2n11!~2n13!
@x2

2unn9 12nunn#,

where

M5
1

2n11F ~n11!~n22m2!

2n21
2

n~~n11!22m2!

2n13 G ,
~A20!

L5
~n2m!~n1m11!

2n11 F ~n11!~n1m!

2n21
1

n~n2m11!

2n13 G
3S n1m

2n21
2

n2m11

2n13 D
2

n~~n11!22m2!~n1m12!~n1m13!

~2n13!2~2n15!

1
~n11!~n2m22!~n2m21!~n22m2!

~2n23!~2n21!2
. ~A21!

3. Two useful derivatives

The following two derivatives ofEn are very useful in
Eqs. ~13!, ~14!, for the evaluation ofx2

(2) and x2
(4) in any

case, i.e., for Dirichel and Neumann conditions and for both
methods. Various recurrence relations and Wronskians for
spherical Bessel functions13 have been used for their evalu-
ation:

dEn

dx2
52H tx1

2S 12
r1

r2
D @ j n8~w1!#21q2t j n

2~w1!

3Fx1
22

r2

r1
w1

22n~n11!S 12
r2

r1
D G J Y ~x1

4Q2!,

~A22!

d2En

dx2
2

52
2t2

x1
4Q2H x1S 12

r1

r2
D j n8~w1!@ j n8~w1!1w1 j n9~w1!#

1q2
c2

c1
j n~w1! j n8~w1!•Fx1

22
r2

r1
w1

22n~n11!

3S 12
r2

r1
D G1q2 j n

2~w1!S x12
w1

q D J
22t

dEn

dx2
S 2

x1
1

Q11Q2c2 /c1

Q D , ~A23!

where

Q5nn~x1! j n8~w1!2q jn~w1!nn8~x1!,

Q15nn8~x1! j n8~w1!2q jn~w1!nn9~x1!, ~A24!

Q25nn~x1! j n9~w1!2q jn8~w1!nn8~x1!,

while x15tx2 , w15tx2c2 /c1 andt5R1 /R2 .
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Three-pass mufflers with uniform perforations
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A quasi-one-dimensional approach is presented to analyze three-pass mufflers with perforated
elements using numerical decoupling. The approach is further developed to include mufflers with
ducts extended into the end cavities. Theoretical predictions are compared with experiments for
three different muffler configurations, one fabricated and two commercially available mufflers, and
shown to agree reasonably well. The effect of porosity, length of the end cavities, and expansion
chamber diameter are studied. Also, the effect of ducts extending into the end cavities are
investigated. ©1999 Acoustical Society of America.@S0001-4966~99!01703-8#
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LIST OF SYMBOLS

A cross-sectional area
c0 speed of sound
d duct diameter
D d/dx
f frequency; as defined in Eq.~4!
i imaginary unit,A21
k0 wave number,v/c0

M Mach number
n unit vector normal to the control surface
p pressure
t time; perforate thickness
T transfer matrix
TR rank reduced transfer matrix as defined by Eq.~63!
u axial velocity
u velocity vector
U velocity of moving medium
v radial velocity
x axial coordinate

Greek symbols
G control surface

d end correction length
z specific impedance of perforate
l eigenvalue
r density
Y diagonal matrix composed of eigenvalues
f porosity/open-area ratio
F vector of generalized coordinates/transformation

vector
C matrix of eigenvectors
v angular frequency, 2p f
V control volume

Subscripts
0 mean value
LEC left end chamber
REC right end chamber

Superscripts
˜ perturbed quantity
8 d/dx
h perforate
T transpose

INTRODUCTION

Perforated tube elements are widely used in resonators
and mufflers to suppress engine exhaust noise. Typical ex-
amples include concentric tube resonators and cross-flow el-
ements. The flow through the tubes can be either straight-
through or reversed. Aero-acoustic analysis of perforated
elements in the form of a series expansion for the straight-
through silencer elements was first presented by Sullivan and
Crocker.1 A segmentation method developed by Sullivan2,3

later lumped the effect of perforations into a number of dis-
crete planes with solid pipes present in between. This was
followed up by Jayaraman and Yam4 who developed a de-
coupling method to obtain a closed form analytical solution.

Thawani and Jayaraman demonstrated the use of this
method5 by analyzing straight-through resonators in the ab-
sence of flow. Rao and Munjal6 extended the analysis of
Jayaraman and Yam by allowing the Mach numbers in the
inner perforated duct and the outer casing to be different.
Munjal et al.7 then developed a decoupling procedure by ex-
tracting the roots of the characteristic polynomial of the sys-
tem numerically. Later, Peat8 presented another numerical
decoupling approach where the eigenvalues and the eigen-
vectors were obtained rather than the roots of the character-
istic polynomial, thereby removing the numerical instability
problems associated with other methods described thus far.
Gogate and Munjal9 extended the analysis of Munjalet al.7

to include open-ended two-pass perforated mufflers. Re-
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cently, Dokumaci10 presented a matrizant approach for the
analysis of perforated duct mufflers and included the gradi-
ent of the mean flow in the analysis which was later extended
to include multiple duct perforated pipe arrangement with
identical perforated pipes.11 All of these studies, except Ref.
10, are limited to concentric tube resonators, plug mufflers,
or two-pass mufflers~two perforated ducts plus an expansion
chamber!.

As many of the commercially available mufflers imple-
ment three passes~three perforated ducts plus an expansion
chamber!, such configurations have been of more recent in-
terest. Ross12 attempted the analysis of the three-pass muffler
using the finite element method, but only demonstrated the
results for the case where the middle pipe was just pass
through~not perforated!. Recently, Dickeyet al.13 presented
a time-domain computational analysis of a multi-pass perfo-
rated muffler, and illustrated the results for a three-pass muf-
fler. The corresponding frequency domain analysis of this
muffler was later presented by Munjal,14 via a decoupling
method, which was also refined to include the extended-tube
three-pass perforated element muffler.15 This decoupling ap-
proach was shown by Peat8 to lead to numerical instability
problems, especially near transmission loss peaks.

The present study has developed a quasi-one-
dimensional theoretical model for the analysis of a three-pass
perforated duct muffler based on the transfer matrix method
and the numerical decoupling of Peat.8 The method is then
generalized to include the analysis of three-pass mufflers
where the ducts extend into the end cavities. A prototype
three-pass muffler was built and the transmission loss was
measured in an impedance tube facility for this prototype
muffler, as well as for two production mufflers. Experimental
results are shown to be in reasonable agreement with the
theoretical predictions.

Following this introduction, the general theoretical ap-
proach is discussed in Sec. I for the analysis of the three-pass
muffler. The ‘‘numerical decoupling’’ of the differential
equations is described in Sec. II, the boundary conditions for
the expansion chamber and the end cavities in Sec. III, and a
transfer matrix solution in Sec. IV. The results are presented
in Sec. V, followed by concluding remarks in Sec. VI.

I. THEORY

The derivation of governing equations follows, in gen-
eral, that of Sullivan2,3 and Peat.8 The mean flow in the
chamber~designated by 4 in Fig. 1!, however, is assumed to
be zero. In addition, the thicknesses of the walls of the per-
forated tubes~designated by 1–3 in Fig. 1! are assumed to be
negligible compared to the diameter of the chamber, and the
gradient of the mean flow is neglected.

Consider four control volumes, each of lengthdx, as
shown in Fig. 1. For simplicity, the tube and the chamber are
assumed to be circular. Integrating the continuity equation,

]r

]t
1“•ru50, ~1!

over a finite control volumeV and applying the divergence
theorem yields

]

]t EV
r dV1E

G
ruj–n dG50, j 51,2,3,4, ~2!

where u is the velocity vector,r is the density,G is the
control surface, andn is the unit vector normal to the surface
G. Applying Eq. ~2! to each of the four control volumes
yields

]r j

]t
1uj

]r j

]x
1r

]uj

]x
1r f j50, j 51,2,3,4, ~3!

where

f j5
4v j ,4

dj
, j 51,2,3;

~4!

f 452
4~d1v1,41d2v2,41d3v3,4!

d4
22~d1

21d2
21d3

2!
;

v j ,4 is the radial velocity of ductj; d1 , d2 , d3 are the diam-
eters of the perforated tubes; andd4 is the diameter of the
chamber or the external housing.

FIG. 1. Three-duct perforated ele-
ment.
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Similarly, integrating the momentum equation

]uj

]t
1uj–“uj52

1

r
“pj ~5!

over the finite control volumeV gives

E
V

]uj

]t
dV1

1

2 EG
uj–ujn dG1E

V

1

r
“pj dG50,

j 51,2,3,4, ~6!

wherepj is the pressure in ductj. The x component of Eq.
~6! is then

]uj

]t
1uj

]uj

]x
1

1

r

]pj

]x
50, j 51,2,3,4. ~7!

Equations ~3! and ~7! are linearized by substituting
r5r01 r̃, uj5U j1ũ j , and pj5p01 p̃ j and retaining only
the first-order terms, whereU j is the mean velocity in ductj,
the symbol ‘‘̃ ’’ denotes a fluctuating component, and the
subscript 0 is the steady-state component. This yields

]r̃

]t
1U j

]r̃

]x
1r0

]ũ j

]x
1r0f j50, j 51,2,3,4, ~8!

for the continuity equation and

r0

]ũ j

]t
1r0U j

]ũ j

]x
1

] p̃ j

]x
50, j 51,2,3,4, ~9!

for the momentum equation. Similarly, from isentropic rela-
tionship

p̃

r̃
5c0

2. ~10!

For uniform perforations in a duct of constant cross section,
at any position along the perforate,1

v j ,45
p̃ j2 p̃4

r0c0z j
, j 51,2,3, ~11!

wherec0 is the speed of sound andz j is the specific acoustic
impedance of the perforate of ductj, given in terms of the

mean flow, duct geometry, and the perforate geometry.1–3,8,16

Substituting the expressions forf j andr̃ given, respectively,
by Eqs. ~4! and ~10!, in Eq. ~8! and employing Eq.~11!
yields

1

c0
2

] p̃ j

]t
1

U j

c0
2

] p̃ j

]x
1r0

]ũ j

]x
1

4

dj
S p̃ j2 p̃4

c0z j
D50, j51,2,3,

~12!

and ~for j 54)

1

c0
2

] p̃4

]t
1r0

]ũ4

]x

2
4

d4
22~d1

21d2
21d3

2! (
m51

3
dm

c0zm
~ p̃m2 p̃4!50. ~13!

Upon operating Eqs.~12! and~13! with ]/]t and subtracting
from it the corresponding Eq.~9! ~after operating it with
]/]x) yields

1

c0
2

]2p̃ j

]t2 1
2U j

c0
2

]2p̃ j

]t]x
2~12M j

2!
]2p̃ j

]x2

1
4

c0z jdj
S ] p̃ j

]t
2

] p̃4

]t D1
4M j

z jdj
S ] p̃ j

]x
2

] p̃4

]x D50 ~14!

for the perforated ducts (j 51 to 3!, and

1

c0
2

]2p̃4

]t2 2
]2p̃4

]x2

1
4

d4
22~d1

21d2
21d3

2!
S d1

z1

] p̃1

]t
1

d2

z2

] p̃2

]t
1

d3

z3

] p̃3

]t D
2

4

d4
22~d1

21d2
21d3

2!
S d1

z1
1

d2

z2
1

d3

z3
D ] p̃4

]t
50 ~15!

for the chamber (j 54). Substituting for the time harmonic
motion

p̃~x,t !5p~x! exp ~ ivt ! ~16!

in Eqs.~14! and ~15! yields

FD21a1D1a4 0 0 a7D1a10

0 D21a2D1a5 0 a8D1a11

0 0 D21a3D1a6 a9D1a12

a13 a14 a15 D21a16

G H p1

p2

p3

p4

J 5H 0
0
0
0
J ~17!

where

a j5
22M j

12M j
2 F 2

z jdj
1 ik0G , j 51,2,3, ~18!

a j 135
1

12M j
2 S k0

22
4ik0

z jdj
D , j 51,2,3, ~19!

a j 165
4M j

~12M j
2!z jdj

, j 51,2,3, ~20!

a j 195
4ik0

~12M j
2!z jdj

, j 51,2,3, ~21!

a j 1125
4ik0dj /z j

d4
22~d1

21d2
21d3

2!
, j 51,2,3, ~22!
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a165~k0
22a132a142a15!, ~23!

k052p f /c0 is the wave number, andf is the frequency.
Equation~17! is decoupled8 and solved as shown next.

II. NUMERICAL DECOUPLING

Let

y15p18 , y25p28 , y35p38 , y45p48 ,
~24!

y55p1 , y65p2 , y75p3 , y85p4 ,

where the symbol~8! denotesd/dx. Substituting Eq.~24! in
Eq. ~17! then yields

$y8%5@B#$y%, ~25!

where

$y%5 by1 , y2 , y3 , y4 , y5 , y6 , y7 , y8cT,

~26!

@B#53
2a1 0 0 2a7 2a4 0 0 2a10

0 2a2 0 2a8 0 2a5 0 2a11

0 0 2a3 2a9 0 0 2a6 2a12

0 0 0 0 2a13 2a14 2a15 2a16

1 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0

0 0 1 0 0 0 0 0

0 0 0 1 0 0 0 0

4 ~27!

and superscriptT denotes the transpose. Let

$y%5@C#$F%, ~28!

where@C# is a matrix whose columns are the eigenvectors of
matrix @B#, and$F% is a transformation vector or a vector of
generalized coordinates. Substituting Eq.~28! in Eq. ~25!
then gives

$F8%5@C#21@B#@C#$F%[@Y#$F%, ~29!

where@Y# is a diagonal matrix composed of the eigenvalues
l of the matrix@B#. Substituting the solution of Eq.~29!,

$F%5 bc1el1x,c2el2x,c3el3x,c4el4x,

c5el5x,c6el6x,c7el7x,c8el8x,cT, ~30!

in Eq. ~28! yields

$y%5@C# bc1el1x,c2el2x,c3el3x,c4el4x,

c5el5x,c6el6x,c7el7x,c8el8xcT. ~31!

Substituting Eq.~31! in Eq. ~24!, replacingpj8 by r0c0uj

@using Eq.~9!#, and then rearranging the equation gives

$p%5@L~x!#$c%, ~32!

where

$p%5 bp1 , r0c0u1 , p2 , r0c0u2 ,

p3 , r0c0u3 , p4 , r0c0u4cT,

~33!

$c%5 bc1 , c2 , c3 , c4 , c5 , c6 , c7 , c8cT,
~34!

and

@L~x!#5

l

C51e
l1x C52e

l2x
¯ C58e

l8x

2C11e
l1x

ik01M1l1

2C12e
l2x

ik01M1l2
¯

2C18e
l8x

ik01M1l8

C61e
l1x C62e

l2x
¯ C68e

l8x

2C21e
l1x

ik01M2l1

2C22e
l2x

ik01M2l2
¯

2C28e
l8x

ik01M2l8

C71e
l1x C72e

l2x
¯ C78e

l8x

2C31e
l1x

ik01M3l1

2C32e
l2x

ik01M3l2
¯

2C38e
l8x

ik01M3l8

C81e
l1x C82e

l2x
¯ C88e

l8x

2C41e
l1x

ik01M4l1

2C42e
l2x

ik01M4l2
¯

2C48e
l8x

ik01M4l8

m

.

~35!

III. BOUNDARY CONDITIONS

The schematic of two typical three-pass perforated ele-
ment mufflers~i! where the perforated ducts do not extend
into the end chambers and~ii ! where the perforated ducts
extend into the end chambers are shown in Figs. 2 and 3,
respectively. Two different segments can be identified:~i!
expansion chamber and~ii ! end chambers. Boundary condi-
tions for these segments are discussed in this section.
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A. Expansion chamber

At sectionsA8 and B8, because of the rigid walls the
velocity u450. Therefore,

r0c0u4uA52 i tan~k0l a!p4 ,

and ~36!

r0c0u4uB5 i tan~k0l b!p4.

B. End cavities—No extensions

At the junctionC in the right end chamber~REC! ~see
Fig. 2!

p15p25pREC, A1u11A2u25ARECuREC,

and ~37!

i tan~k0l c!pREC5r0c0uREC,

where A1 , A2 , and AREC are the cross-sectional areas of
ducts 1, 2, and the end chamber~at C!, respectively. Also,

H p1

r0c0u1
J

B

5F cosk0l b1 i sink0l b1

i sink0l b1 cosk0l b1
G H p1

r0c0u1
J

C

~38!

and

H p2

r0c0u2
J

B

5F cosk0l b2 i sink0l b2

i sink0l b2 cosk0l b2
G H p2

r0c0u2
J

C

,

~39!

wherel b15l b1tb1d1 , l b25l b1tb1d2C , and

d150.425d1S 1.021.25
d1

Ad4
22d3

2D ,

~40!

d2C50.425d2S 1.021.25
d2

Ad4
22d3

2D
are the end corrections for the expansion of ducts 1 and 2,
respectively, into the end chamber atC. The end correction

FIG. 2. A typical three-pass perforated muffler.

FIG. 3. A typical three-pass perforated muffler with ducts extending into the end cavities.
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lengths are added to account for the lumped inertance at the
ends of ducts 1 and 2~at locationC! and correspond to the
lumped inertance of a duct terminating into an infinite
flange.17

Combining Eqs.~37!–~39! gives

H p1

r0c0u1
J

B

5@Q#H p2

r0c0u2
J

B

, ~41!

where

@Q#5F cos~k0l b1! i sin~k0l b1!

i sin~k0l b1! cos~k0l b1!
G

3F 1 0

i
AREC

A1
tan~k0l c! 2

A2

A1

G
3F cos~k0l b2! i sin~k0l b2!

i sin~k0l b2! cos~k0l b2!
G21

. ~42!

Similarly, applying boundary conditions at junctionD in the
left end chamber~LEC! leads to

H p2

r0c0u2
J

A

5@R#H p3

r0c0u3
J

A

, ~43!

where@R# can be obtained from@Q# by replacing~i! l b by
2l a , ~ii ! tb by 2ta , ~iii ! l c by 2l d , ~iv! A1 by A2 andA2

by A3 , ~v! d1 by 2d3 andd2 by 2d4 , and~vi! the subscript
REC by LEC, as

@R#5F cos~k0l a1! 2 i sin~k0l a1!

2 i sin~k0l a1! cos~k0l a1!
G

3F 1 0

2 i
ALEC

A2
tan~k0l d) 2

A3

A2

G
3F cos~k0l a2! 2 i sin~k0l a2!

2 i sin~k0l a2! cos~k0l a2!
G21

, ~44!

wherel a15l a1ta1d2D , l a25l a1ta1d3 , and

d2D50.425d2S 1.021.25
d2

Ad4
22d1

2D ,

~45!

d350.425d3S 1.021.25
d3

Ad4
22d1

2D ,

are the end corrections for the expansion of ducts 2 and 3,
respectively, into the end cavity atD.

C. End cavities—With extensions

A typical three-pass muffler where the inlet, center, and
the outlet ducts extend into the end chamber is illustrated in
Fig. 3. An enlarged view of its right end chamber is shown in
Fig. 4.

1. Case I (l 1>l 2)

At location E8 ~see Fig. 4!

p1uE85pRECuE
28

5pRECuE
18

~46!

and

A1r0c0u1uE81~AREC2A1!r0c0uRECuE
28

5ARECr0c0uRECuE
18
. ~47!

Because of the rigid ends at locationsC and C8, uREC50.
Hence,

r0c0uREC

pREC
U

E
18

5 i tank0~ l c2l 1! ~48!

and

r0c0uREC

pREC
U

E2

52 i tank0l 2 . ~49!

Combining Eqs.~46!–~48! gives

H p1

r0c0u1
J

E8
5F 1 0

i
AREC

A1
tank0~ l c2l 1! 2

~AREC2A1!

A1

G
3 H pREC

r0c0uREC
J

E
28
. ~50!

At location E,

pRECuE1
5pRECuE2

5p2uE ~51!

FIG. 4. An enlarged view of right end chamber.
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and

~AREC2A1!r0c0uRECuE1

5~AREC2A12A2!r0c0uRECuE2
1A2r0c0u2uE . ~52!

Combining Eqs.~49!, ~51!, and~52! yields

H pREC

r0c0uREC
J

E1

5F 1 0

2 i S AREC2A12A2

AREC2A1
D tank0l 2

A2

AREC2A1

G
3 H p2

r0c0u2
J

E

. ~53!

Also, the state variablespREC anduREC at either ends of the
duct segmentE–E8 are related by

H pREC

r0c0uREC
J

E
28

5F cosk0~ l 12l 2! 2 i sink0~ l 12l 2!

2 i sink0~ l 12l 2! cosk0~ l 12l 2!
G

3H pREC

r0c0uREC
J

E1

. ~54!

In view of Eqs.~50!, ~53!, and~54!,

H p1

r0c0u1
J

E8
5F 1 0

i
AREC

A1
tank0~ l c2l 1! 2

~AREC2A1!

A1

G
3F cosk0~ l 12l 2! 2 i sink0~ l 12l 2!

2 i sink0~ l 12l 2! cosk0~ l 12l 2!
G

3F 1 0

2 i S AREC2A12A2

AREC2A1
D tank0l 2

A2

AREC2A1

G
3 H p2

r0c0u2
J

E

. ~55!

In the presence of ducts extending into the end cavities, Eqs.
~38! and ~39! become

H p1

r0c0u1
J

B

5F cosk0l b3 i sink0l b3

i sink0l b3 cosk0l b3
G H p1

r0c0u1
J

E8
~56!

and

H p2

r0c0u2
J

B

5F cosk0l b4 i sink0l b4

i sink0l b4 cosk0l b4
G H p2

r0c0u2
J

E

,

~57!

respectively, where l b35l b1tb1l 11d1 and
l b45l b1tb1l 21d2 , and d1 and d2 are end corrections
for the expansion of ducts 1 and 2 into the chamber atE8 and
E. Thus, in view of Eqs.~56!, ~57!, and~53!, the matrix@Q#
defined by Eq.~41! becomes

@Q#5F cosk0l b3 i sink0l b3

i sink0l b3 cosk0l b3
G

3F 1 0

i
AREC

A1
tank0~ l c2l 1! 2

~AREC2A1!

A1

G
3F cosk0~ l 12l 2! 2 i sink0~ l 12l 2!

2 i sink0~ l 12l 2! cosk0~ l 12l 2!
G

3F 1 0

2 i S AREC2A12A2

AREC2A1
D tank0l 2

A2

AREC2A1

G
3F cosk0l b4 i sink0l b4

i sink0l b4 cosk0l b4
G21

. ~58!

2. Case II (l 1<l 2)

Following the procedure illustrated for Case I, it can be
shown that

H p2

r0c0u2
J

E

5F 1 0

i
AREC

A2
tank0~ l c2l 2! 2

~AREC2A2!

A2

G
3F cosk0~ l 22l 1! 2 i sink0~ l 22l 1!

2 i sink0~ l 22l 1! cosk0~ l 22l 1!
G

3F 1 0

2 i S AREC2A12A2

AREC2A2
D tank0l 1

A1

AREC2A2

G
3 H p1

r0c0u1
J

E8
. ~59!

Equation~59! can also be obtained from Eq.~55! by switch-
ing subscripts 1 and 2, andE andE8. The matrix@Q# is then
given by
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@Q#5F cosk0l b3 i sink0l b3

i sink0l b3 cosk0l b3
G

3F 1 0

2 i S AREC2A12A2

AREC2A2
D tank0l 1

A1

AREC2A2

G21

3F cosk0~ l 22l 1! 2 i sink0~ l 22l 1!

2 i sink0~ l 22l 1! cosk0~ l 22l 1!
G21

3F 1 0

i
AREC

A2
tank0~ l c2l 2! 2

~AREC2A2!

A2

G21

3F cosk0l b4 i sink0l b4

i sink0l b4 cosk0l b4
G21

. ~60!

The matrix @R# defined by Eq.~43! may now be obtained
from @Q# following the procedure similar to that illustrated in
Sec. III B. In the absence of ducts extending into the end
chambers, Eqs.~58! and~60! can readily be shown to reduce
to Eq. ~42!.

IV. TRANSFER MATRIX SOLUTION

The transfer matrix@T# is defined as

$p%xA
5@T#$p%xB

, ~61!

which relates the state vector$p% at A to that atB. By sub-
stituting x5xA andx5xB in Eq. ~32! gives

@T#5@L~xA!#@L~xB!#21. ~62!

Equation~61! subject to appropriate boundary conditions is
the solution of the coupled Eq.~17!, which is illustrated next.

Substituting Eq.~36! in Eq. ~61! yields

5
p1

r0c0u1

p2

r0c0u2

p3

r0c0u3

6
A

5@TR#5
p1

r0c0u1

p2

r0c0u2

p3

r0c0u3

6
B

, ~63!

where @TR# is the rank reduced transfer matrix given in
terms of the elements of@T# by

TRmn5Tmn2
„T8n1 i tan~k0l a!T7n…„Tm71 i tan~k0l b!Tm8…

T871 i tan~k0l b!T881 i tan~k0l a!„T771 i tan~k0l b!T78…
, m,n51,...,6. ~64!

Substituting Eqs.~41! and ~43! in Eq. ~63! yields

H p1

r0c0u1
J

A

5@Toverall#H p3

r0c0u3
J

B

, ~65!

where

@Toverall#5@TR13#2~@TR11#@Q#1@TR12# !~@TR21#@Q#

1@TR22#2@R#@TR31#@Q#2@R#@TR32# !21

3~@TR23#2@R#@TR33# ! ~66!

is the overall 232 transfer matrix. Transmission loss~TL! is
then evaluated by18

TL520 log10F1

2
AA1

A3
UT111T121T211T22U 11M1

11M3
G .
~67!

Computer programs were developed inC11 to predict the
transmission loss of a three-pass muffler with and without
the perforated ducts extending into the end cavity. The re-
sults obtained from the approach described in Secs. II–IV
are presented next.

V. RESULTS AND DISCUSSION

A. Prototype muffler

A prototype three-pass muffler with a clear cast acrylic
external housing of diameterd450.1651 m and with three
perforated brass pipes~forming the three passes! of inner
diameterd15d25d350.0489 m and thicknesst50.0008 m
was fabricated to facilitate controlled experiments. End cavi-
ties of lengthsl c50.15 m andl d50.102 m were separated
from the central section by aluminum baffles of thickness
ta5tb50.0127 m. An interior duct porosity off50.045 was
obtained by drilling 448 holes ofdh50.00234 m diameter in
each duct over the central region such that
l p50.27432 m andl a5l b50.02794 m. The dimensions of
the fabricated prototype were chosen to duplicate a Chrysler
production muffler. The three perforated brass tubes are held
in position by two identical baffles as shown in Fig. 5. The
transmission loss characteristics of the fabricated prototype
are measured in an impedance tube setup. The details of the
setup are described elsewhere.19

Figure 6 compares the theoretical predictions~depicted
by solid line! and experimental results~depicted by solid
symbols! for the fabricated prototype. The experimental re-
sults agree reasonably well with the theoretical results up to
about 900 Hz. Higher-order acoustic modes start propagating
beyond this frequency, limiting the present analysis. Note,
this frequency is somewhat lower than the limit for the first
diametral mode in a circular duct@f first diametral mode
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FIG. 5. Schematic of the baffle plate.

FIG. 6. Transmission loss of the three-pass perforated muffler: theory versus experiments.l p50.274 m, l a5l b50.0279 m,l c50.15 m, l d50.102 m,
ta5tb50.0127 m,d15d25d350.0489 m,d450.1651 m,dh50.00 234 m,t50.0008 m,f50.045,r51.18 kg/m3, c05343.7 m/s, andM50.
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51.84c0 /pdmax'1220 Hz, for dmax ~chamber!50.1651 m
and a sound speed of 344 m/s#. This limit, however, shifts to
higher frequencies as the speed of sound increases or as the
gas temperature rises~since the speed of sound varies in
direct proportion to the square root of the gas temperature!.
At very low frequencies~,50 Hz!, the impedance tube ter-
mination is not fully anechoic and results in some discrep-
ancy between theoretical predictions and experimental re-
sults. The overall behavior resembles that of a simple
expansion chamber of lengthl 5l p1l a1l b ~because of
the central section, with troughs occurring at frequency in-
tervals ofc0/2l '520 Hz, and peaks at odd multiples of the
frequencyc0/4l '260 Hz), with a superimposed resonance
near 240 Hz, contributed by the presence of the two end
cavities. Note, the perforate impedance for quiescent
medium,1–3

z5@6310231 ik0~ t10.75dh!#/f, ~68!

was used in Fig. 6. Here,t is the duct thickness anddh is the
perforate diameter. This same impedance is used in all the
figures that follow.

B. Production mufflers

The transmission loss characteristics of two production
three-pass mufflers used in Chrysler vehicles were measured
in the impedance tube setup. The mufflers were later cut
open to obtain the geometric details. The expansion chamber
and the end cavities of both mufflers are elliptical in cross
section. For theoretical treatment, elliptical cross sections
were replaced by circular ducts of equal cross-sectional area.

The theoretical and experimental results for the first
muffler are shown in Fig. 7. As in Fig. 6, the muffler shows

an expansion chamber behavior with a superimposed reso-
nance at about 250 Hz. The resonance may be attributed to
the combined effect of the end cavities. Theoretical results
compare reasonably well up to about 700 Hz, a frequency
dictated primarily by the propagation of higher-order modes.
Discrepancy between theory and experiments may also be
attributed to the fact that the exact geometry and the louver
size and its distribution are not knowna priori; only a rough
estimate of the physical dimensions of the muffler has been
used in the computations. Also, the cross-sectional area of
the inlet and outlet ducts are not exactly uniform as assumed
by the theoretical model.

The inlet and center perforated ducts of the second muf-
fler extend into the right and the left end chambers, respec-
tively. The two baffle plates of this muffler have two holes
each, approximately 0.0254 m in diameter. Since the present
theoretical method cannot handle baffle holes~which would
couple the expansion chamber and the end cavities directly!,
these holes were plugged before the muffler was mounted in
the impedance tube setup. Theoretical and experimental re-
sults for this muffler are compared in Fig. 8. As in Figs. 6
and 7, two resonant peaks occur at low frequencies, due
mainly to the presence of the end cavities. The agreement
between the theory and experiments is reasonable at low fre-
quencies. Similar to the muffler of Fig. 7, the discrepancy
between theory and experiments may partially be attributed
to the fact that the exact geometry, and the pore size and its
distribution are not knowna priori; only a rough estimate of
the physical dimensions of the muffler has been used in the
computations. The theory assumes that there is a common
length l p over which the inlet, center, and the outlet ducts
are perforated. This particular muffler, however, has perfora-
tions which are nonuniformly distributed. Therefore, an av-
erage perforated length has been used in the computations.

FIG. 7. Transmission loss of a
Chrysler muffler theory versus experi-
ments. l p50.28 m, l a50.02 m, l b

50.03 m, l c50.102 m, l d

50.152m, ta5tb50.011 m, d15d2

5d350.0489 m, d450.164 m, dh

50.00 249 m, t50.0008 m, f50.09,
r51.18 kg/m3, c05344.57 m/s, and
M50.
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This may also contribute to the differences between the the-
oretical predictions and the experimental results.

C. Parametric study

Similar to Ref. 14, the variations of the parameters
which affect the performance of the three-pass muffler are
studied in this section. The prototype muffler is used as the
baseline case in all the comparisons that follow~see solid
lines in Figs. 9–14!.

The sensitivity of the three-pass muffler to variations in
duct porosity is shown in Fig. 9. The effect of porosity is
marginal until about 600 Hz~beyond which expansion cham-
ber behavior dominates!. At frequencies greater than 600 Hz
the transmission loss is greater for the muffler with lower
duct porosities. At low frequencies~,300 Hz!, where the
resonances are due to the end cavity, the effect is just the
opposite. These frequency limits depend, to a large extent,
on the geometry of the muffler.

FIG. 8. Transmission loss of a Chrysler
muffler theory versus experiments.l p

50.105 m, l a50.025m, l b50.05 m,
l c50.25 m, l d50.148 m, l 150.205 m,
l 250 m, l 2850.112 m, l 350 m, ta5tb

50.015 m, d150.0482m, d250.0424 m,
d350.0475 m, d450.157
m, dh50.00 249 m, t50.0008 m,
f50.09, r51.18 kg/m3, c05344.57 m/s,
andM50.

FIG. 9. Effect of porosity on the per-
formance of a three-pass muffler.l p

50.274 m, l a5l b50.0279 m,l c50.15
m, l d50.102 m, ta5tb50.0127 m, d1

5d25d350.0489 m, d450.1651 m, dh

50.00 234 m, t50.0008 m, r51.18
kg/m3, c05343.7 m/s, andM50.
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Figure 10 shows the effect of the length of the end cavi-
ties on the transmission loss characteristics. Increasing the
length of the end cavities shifts the peaks in the transmission
loss to lower frequencies. As noted in Figs. 5–9, the end
cavities contribute to the resonant peaks, since they, together
with the perforated ducts, constitute approximately a Helm-
holtz resonator. It is well known that the resonance fre-
quency of a Helmholtz resonator is inversely proportional to
the square root of the length of the cylindrical cavity, which

in this case is the length of end cavities for fixed cross-
sectional area. This explains the shift observed in Fig. 10.
Figure 11 compares the muffler of the baseline case with a
muffler whose end chambers are identical~only l c is varied
and made equal tol d). Since the total length of the end
cavity for the latter case is reduced, the resonance peaks shift
to higher frequencies. The effect, however, is marginal be-
yond 400 Hz where the simple expansion chamber behavior
dominates. The effect of the length of expansion chamber is

FIG. 10. Effect of the length of end cavity
on the performance of a three-pass muf-
fler. l p50.274 m, l a5l b50.0279 m,
ta5tb50.0127 m, d15d25d350.0489
m, d450.1651 m, dh50.00 234 m, t
50.0008 m,f50.045,r51.18 kg/m3, c0

5343.7 m/s, andM50.

FIG. 11. Effect of the length (l c) of one
of the end cavities on the performance of a
three-pass muffler. l p50.274 m, l a

5l b50.0279 m, l d50.102 m, ta5tb

50.0127m, d15d25d350.0489 m, d4

50.1651 m, dh50.00 234 m, t50.0008
m, f50.045, r51.18 kg/m3, c0

5343.7 m/s, andM50.
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shown in Fig. 12. Increase in the expansion chamber length
l p1l a1l b (l a and l b were retained the same! shifts the
peaks and troughs to lower frequencies. The effect is mini-
mal at low frequencies~below 300 Hz! where end cavities
dominate.

The effect of increase in the diameter of the expansion
chamber is shown in Fig. 13. An increase in the diameter
increases the transmission loss at higher frequencies~.600
Hz!. The presence of the middle chamber~expansion cham-

ber!, as discussed earlier, results in a simple expansion
chamber behavior. The troughs for a simple expansion cham-
ber occur at frequency intervals off 5c0/2l '520 Hz. It is
well known that the transmission loss for a simple expansion
chamber increases with increase in the diameter ratio. This
explains the behavior observed at frequency.520 Hz. At
lower frequencies, the Helmholtz behavior of the end cham-
ber becomes important. Increase in the expansion chamber
diameter increases the diameter of the end cavities and, since

FIG. 12. Effect of the length (l c) of
the expansion chamber on the per-
formance of a three-pass muffler.l a5l b

50.0279 m, l c50.15 m, l d50.102 m,
ta5tb50.0127m, d15d25d350.0489
m, d450.1651 m, dh50.00 234 m, t
50.0008 m,f50.045,r51.18 kg/m3, c0

5343.7 m/s, andM50.

FIG. 13. Effect of the diameter of the ex-
pansion chamber on the performance of a
three-pass muffler.l p50.274 m, l a5l b

50.0279 m, l c50.15 m, l d50.102 m,
ta5tb50.0127 m, d15d25d350.0489
m, dh50.00 234 m, t50.0008 m, f
50.045, r51.18 kg/m3, c05343.7 m/s,
andM50.
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the Helmholtz resonance frequency is inversely proportional
to the square root of the cavity cross-sectional area for a
given length~which in the present case is the cross-sectional
area of the end cavity!, the resonant peaks shift to lower
frequencies when the diameter of the end cavity is increased.
Also, as the diameter of the expansion chamber increases,
the expansion chamber behavior becomes more pronounced.

Figure 14 shows the effect of ducts extending into the
end chambers. The presence of duct extensions in the end
cavity shifts the peaks and troughs to lower frequencies; the
effect, however, is marginal. Also, an additional peak is in-
troduced at about 800 Hz.

VI. CONCLUDING REMARKS

A quasi-one-dimensional approach is presented to ana-
lyze three-pass mufflers with perforated ducts using the ‘‘nu-
merical decoupling.’’ The approach is further developed to
include mufflers with ducts extended into the end cavities.
Theoretical and experimental results are first compared for a
fabricated prototype three-pass muffler. This is followed by a
similar comparison for two production mufflers. Theoretical
results compare reasonably well with experiments. Duct po-
rosity is shown to have only a marginal effect until about 600
Hz beyond which the transmission loss is greater for a muf-
fler with lower duct porosity. Increasing the length of the end
cavities is found to shift the transmission loss peaks to lower
frequencies. The effect is similar when the diameter of the
expansion chamber is increased. Increase in the expansion
chamber diameter is also shown to increase the transmission
loss at frequencies greater than 600 Hz and at some lower
frequencies. Finally, the presence of duct extensions in the
end cavity is shown to shift the peaks and troughs to lower
frequencies; the effect, however, is marginal.
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A spatially averaged impulse response for an unfocused
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Fourier–Bessel theory is used to derive a closed-form solution for the spatially averaged
velocity-potential impulse response associated with one-way diffraction from an unfocused piston
transducer of radiusa. The derivation provides additional insight into the problem of diffraction
from an unfocused piston transducer. ©1999 Acoustical Society of America.
@S0001-4966~99!03403-7#
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INTRODUCTION

Computation of a spatially integrated or spatially aver-
aged impulse response is the first step when correcting for
diffraction effects in attenuation measurements with
ultrasound.1 Williams2 makes the case for spatial integration,
while Harris3 makes the case for spatial averaging. The two
cases differ by a multiplicative factor only, and we do not
dwell on the difference here. The spatially averaged impulse
response for an unfocused piston transducer is amenable to
closed-form solution. Hence, piston transducers have been
researched for over fifty years.1 Indeed, Huntingtonet al.,4

Williams,2,5 Sekiet al.,6 Bass,7 Rhyne,8 and Rogers and Van
Buren9 all derived closed-form spatially averaged one-way
diffraction corrections. Khimunin10 and Benson and
Kiyohara11 tabulated extensive numerical results, and more
recently, Harris,3 Cassereauet al.,12 and Chenet al.13 have
continued the work of the early researchers.

In this paper, Fourier–Bessel theory14 is used to present
a novel derivation of the spatially averaged impulse response
for an unfocused piston transducer. The derivation leads to
additional insight into the problem of diffraction from an
unfocused piston transducer.

I. DERIVATION AND DISCUSSION

With c and Jn(x) denoting the speed of sound and an
nth-order Bessel function of the first kind, respectively, the
arccos diffraction formulation inintegral form is

h1~r,z,t !

5H acE
0

`

J0~tr!J1~ta!J0~tA~ct!22z2!dt, ct.z,

0, ct,z,
~1!

and in closed forminvolves eponymous arccos terms. The
integral and closed-form results were derived analytically by
Oberhettinger15 in 1961. A decade later, Stepanishen derived
the closed-form solution geometrically and interpreted it as

an impulse response.16 Hence, the arccos diffraction formu-
lation is also known as the velocity-potential impulse re-
sponse.

Equation 1 assumes a piston transmitter of radiusa and
a point receiver. The spatially averaged impulse response in
the case of afinite piston receiver of radiusb<a is

^h1~z,t !&b5
1

pb2 F2pE
0

b

h1~r,z,t !r drG . ~2!

Rhyne8 derived a closed-form expression for^h1(z,t)&b with
b5a by integrating the closed-form arccos diffraction for-
mulation directly, and Cassereauet al.12 generalized Rhyne’s
result by doing the same for 0,b,`.

These results can be placed in new perspective by spa-
tially averaging the integral form of the arccos diffraction
formulation@Eq. ~1!# and interpreting the result as a Fourier–
Bessel or Hankel transform

^h1~z,t !&b5
1

pb2 F2pacE
r50

b E
t50

`

J0~tr!J1~ta!

3J0~tA~ct!22z2!r dr dtG ,
5

1

pb2 F2pabcE
t50

`

t21J1~tb!J1~ta!

3J0~tA~ct!22z2!dtG ,
5

1

pb2 F2pabcE
t50

`

t22J1~tb!

3J1~ta!J0~gt!t dtG ,
5

c

pb2H$2pt21bJ1~tb!t21aJ1~ta!%, ~3!

whereg5A(ct)22z2, andH denotes the Hankel transform
with conjugate variablesg and t. The convolution theorem
for Hankel transforms allows Eq.~3! to be writtena!Electronic mail: cjd6905@rit.edu or narpci@rit.edu
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^h1~z,t !&b5
c

pb2 cylS g

2bD *
g
cylS g

2aD , ~4!

where cyl(r ) is defined in Ref. 17. Gaskill derived a closed-
form solution to Eq.~4! via graphical convolution. Witha
5(g21a22b2)/(2ga), and b5(g21b22a2)/(2gb), the
solution is

^h1~z,t !&b

55
c, g,a2b,

ca2

pb2 @cos21~a!2aA12a2#

1
c

p
@cos21~b!2bA12b2#, a2b<g<a1b,

0, g.a1b.

~5!

Equation~5! reduces to Rhyne’s result whenb5a, and, with
the exception of a multiplicative constant, Eq.~5! appears to
be the same as the result derived by Cassereauet al.

Even though it was derived under the assumptionb
<a, Eq. ~5! is completely general. That is,a and b can

simply be interchanged in Eq.~5! if b.a. Reasons for this
will be discussed in the next section. Algebraic manipulation
of g reveals that, for a fixedb, the spatially averaged
velocity-potential impulse response^h1(z,t)&b is compressed
in time asz increases.12,1

Equation ~5! was used to computêh1(z,t)&b for six
values ofb at two depths:z53 cm andz59 cm. The speed
of sound was set atc51540 m/s, and the diameter of the
piston transmitter was set at 2a513 mm; the radius of the
receiverb is annotated in each of the plots. The transmitter
was assumed to have an infinitely broadband or Dirac
response;12 the excitation was assumed to be an impulse; and
the sampling frequency was set atf S536 MHz. The results
are shown in Figs. 1 and 2.

Spatially averaged velocity-potential impulse responses
for the caseb5a/1000 are shown in Fig. 1~a! and~b! and are
consistent with point-receiver theory.16 In particular, the case
b5a/1000 approximates an on-axispoint receiver, and
point-receiver theory predicts that the velocity-potential im-
pulse response for an on-axis point receiver is a rectangular
pulse with a pulse width that is compressed in time with
increasing depth. The spatially averaged results obtained us-
ing Eq. ~5! with b5a/1000 are consistent with this predic-

FIG. 1. Spatially averaged velocity-potential impulse
responses.
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tion. Figure 1~c! and ~d! reveal that the pulse-like nature of
the spatially averaged impulse response decays asb is in-
creased.

Figure 1~e! and ~f! show spatially averaged impulse re-
sponses for the caseb5a, and the results are consistent with
those presented by Rhyne.8 Figure 2~a!–~f! reveal that a
pulse-like behavior begins to re-emerge in the spatially av-
eraged impulse responses asb becomes larger thana. This
behavior will be discussed in the next section. Finally, the
graphs in both Fig. 1 and Fig. 2 confirm the prediction that,
for a fixed b, the spatially averaged velocity-potential im-
pulse response is compressed in time asz increases.

II. FURTHER INSIGHTS

Additional insight can be gained by considering Eqs.~4!
and~5!. First, the generality of Eq.~5! is due to the commu-
tativity of convolution in Eq.~4! which, in this context, may
be interpreted as a mathematical manifestation of Helm-
holtz’s reciprocity theorem.18 Consequently,a and b can
simply be interchanged in Eq.~5! if b.a.

Furthermore, point-receiver theory complemented with
Helmholtz’s reciprocity theorem can be used to predict that
the spatially averaged velocity-potential impulse response
will resemble a rectangular pulse whenb@a. That is, the

impulse response will be a rectangular pulse when the trans-
mitter, relative to the receiver, approximates an on-axispoint
transmitter. The graphs in Fig. 2 show that the spatially av-
eraged impulse response becomes more pulse-like asb is
increased. Thus, the prediction is theoretically confirmed and
the behavior of the impulse responses forb.a explained.

Second, Eq.~5! is well known in optics. Gaskill calls it
the cylinder-function cross correlation~Ref. 17, pp. 302–
304!, while Bracewell gives the namechat function~Ref. 19,
pp. 187–192! to the special case that results whenb5a.
Bracewell coined this term because the shape of the graph of
Eq. ~5! as a function ofg for b5a resembles a Chinese
farmer’s hat. Thus, insights and results developed in optics
for Eq. ~5! may benefit researchers in ultrasound.

Finally, the graph that results from plotting Eq.~5! as a
function of time t for b5a is strikingly similar to the cel-
ebratedbrachistochrone;20–22 compare Fig. 1~e! and ~f! and
Fig. 3. Indeed, the form of Eq.~5! for the caseb5a is
similar to the equation for the brachistochrone; Eq.~5! for
the caseb5a is

^h1~z,t !&a5
2c

p FarccosS g

2aD2
g

2a
A12

g2

4a2G , ~6!

and, with the parameterization

FIG. 2. More spatially averaged velocity-potential im-
pulse response.
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x5a~u2sinu! ~7a!

and

y5a~11cosu!, ~7b!

where 0<u<p, the equation for the brachistochrone is

x5a arccosS y2a

a D2aA12S y2a

a D 2

. ~8!

Note the similarity between Eq.~6! and Eq.~8!. The graphi-
cal and functional similarities just noted are not surprising
when one considers the physical origins of and mathematical
solutions to the brachistochrone and diffraction problems.

Specifically, both problems can be formulated in terms
of Hamilton’s physical principle of least action.23,21,24Thus,
both are mathematically amenable to solution via the calcu-
lus of variations. More rigorous comparison of these two
problems may lead to deeper understanding of diffraction
from piston transducers and transducers involving other ge-
ometries.

III. CONCLUSION

Fourier–Bessel theory was used to present a novel deri-
vation of the spatially averaged velocity-potential impulse
response associated with one-way diffraction from an unfo-
cused piston transducer of radiusa. The derivation also led
to insights which may be of theoretical and practical interest
to researchers in ultrasound.
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Experimental study of a fractal acoustical cavity
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The resonance properties of a prefractal cavity are studied in an acoustical transmission experiment.
Resonance frequencies and quality factors are measured and compared to theory. All the delocalized
modes are detected, and their measured eigenfrequencies closely fit numerical predictions. Most of
the localized modes appear to be missing in the experimental spectra because of their weak coupling
with the acoustic excitation and detection. The measurement of the quality factor of the acoustic
resonances confirms the existence of increased damping due to the irregular shape of the cavity.
This constitutes the first experimental evidence for the damping power of fractal structures.
© 1999 Acoustical Society of America.@S0001-4966~99!04503-8#

PACS numbers: 43.20.1g, 43.55.1p, 61.43.Hv@ANN#

INTRODUCTION AND THEORETICAL PREDICTIONS

Geometrical irregularities are present in many natural
and artificial systems, and their vibrational properties are of
general interest. Current empirical knowledge about resona-
tors indicates that perturbations of a resonator geometry may
modify not only its frequency spectrum but also the reso-
nances quality factors. Experimental observation and nu-
merical calculation of the low-frequency modes of fractal
drums have been already published.1,2 The fractal language
makes it possible to express extreme geometrical irregularity
or geometrical disorder by simple models.3,4 The study of the
acoustic properties of a fractal cavity may then help to un-
derstand the acoustical properties of strongly irregular sys-
tems in general. This paper presents the first experimental
study of a prefractal cavity. It follows a theoretical study
which suggested the existence of localization and increased
damping in such systems.5 We call prefractal a physical sys-
tem which displays in its geometry afinite range of scale
invariance. A prefractal cavity is then smooth under some
characteristic length, often called the smaller cutoff length,
while in a mathematical fractal cavity the smaller cutoff
length is null and the object is rough at all scales. Here this
smaller smooth length is of the order 1 cm while the size of
the cavity is a few tens of cm.

In the experiment, the lower 15 or so acoustic reso-
nances of a shallow cavity with typical diameter of order 30
cm are detected in the range 300 to 2500 Hz and their fre-
quencies are compared to numerical predictions. The mea-
surement of the energy dissipation through the quality fac-
tors confirms the existence of increased damping due to
geometrical irregularity. Several modes predicted by the
theory are not observed in this experiment. These missing
modes are localized modes which are confined near the ir-
regular frontier of the cavity. Consequently, their coupling to
the experimental excitation and detection is weak. This is
why they are not observed as we show below.

The geometry of the base of the cylindrical cavity stud-
ied here is shown in Fig. 1. The cavity is closed by two
parallel horizontal plates distant of 5 cm so that the vertical

height is irrelevant in the frequency range of interest. The
figure shows the contour of the base of the cylinder with
sizes of the order of tens of cm. This shape has been chosen
for several reasons. First, it is not too difficult to build. Sec-
ond, the eigenmodes can be computed readily using our stan-
dard method.2,6 In addition, this shape presents no geometri-
cal symmetry, and the eigenmodes are not degenerate.

In the following, we restrict ourselves to linear acoustics
and consider the limit of weak losses. In this way, the am-
plitude distribution is well approximated by the zero-loss
modes of an infinitely rigid cavity. We consider an eigen-
modeN at frequencyvN with a pressure distribution:

pN~x,y,z,t !5p0V1/2CN~x,y,z!cos~vNt !, ~1!

wherep0 is the peak acoustic pressure andV is the volume
of the cavity. In the following, we use everywhere functions
CN(x,y,z) which are normalized in the volume of the cavity
V by the relation

E E E
V

dv CN
2 ~x,y,z!51. ~2!

For sound velocityc, the acoustic pressure obeys the
Helmholtz equationDP5(1/c2)(]2P/]t2) with the condi-
tion that the normal derivative (¹P)n50 ~Neumann bound-
ary condition!. This condition corresponds to a perfectly re-
flecting surface with no phase change. The eigenmodes
CN(x,y,z) are solutions of the eigenvalue equationDCN

52(vN
2 /c2)CN . As the experimental cavity is shallow

~heightLz55 cm! only the so-called higher-order modes ex-
ist within the experimental frequency range. These eigen-
modes take the formCN(x,y,z)5(Lz)

21/2Cn(x,y), where
Lz is the height of the cavity.~Then the indexN andn cor-
respond respectively to 3D and 2D functions.! The functions
Cn(x,y) satisfy the two-dimensional eigenvalue equation
DCn52(vn

2/c2)Cn and are normalized over the cross sec-
tion. The eigenfrequenciesvN remain unchanged:vN

5vn .
Systems in which the perimeter only is fractal, like a

fractal drum or a fractal cavity, are called ‘‘surface fractals’’
and their vibrations ‘‘fractinos.’’2 The two-dimensional
modes of the prefractal geometry are then ‘‘Neumann frac-a!Electronic mail: bernard.sapoval@polytechnique.fr
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tinos.’’ The Neumann fractinos of our geometry have been
numerically calculated using the method developed in Refs.
2 and 6. The computation is made on a discretized grid
which uses 160 segments in the lengthL of Fig. 1. This
induces only a negligible error on the numerical values of the
lower eigenfrequencies, as discussed in Ref. 2. For each
mode n, the frequencyvn , the amplitude distribution, the
localization volume, and the quality factorQn have been
computed.

Localization effects correspond to the more or less
strongly uneven distribution of the vibration amplitude in the
resonator. To characterize mathematically the localization or
the confinement of each modeCn , we compute an existence
surfaceSn defined by7

Sn5F E dx dyuCnu4G21

. ~3!

Whenever the relative existence volumeSn /L2 or ‘‘par-
ticipation ratio’’ of staten is found to be significantly smaller
than 1, this particular mode is called ‘‘localized.’’ It was
found in Refs. 5 and 6 that a number of modes of fractal
cavities are confined at the boundary, the amplitude in the
inner part of the resonators being small. The values of the
participation ratiosSn /L2 for our cavity are given in Table I.
For statesn54, 11, 12, 13, 19, 20, 21, and 22, the existence
surface is only a small fraction of the total surface of the
resonator. Note that for the delocalized cosine functions of a
square or rectangular cavity, the value of the participation
ratio is equal to 2/3 $inverse of the integral of
@(2/L)1/2cos(px/L)#4% for modes uniform in one direction
and to 4/9 for the others. The spatial location of the confined
modes is linked to the Neumann boundary condition for
which the boundary region is free to vibrate. Eigenmodes
can then have a maximum amplitude at the boundary. This is
illustrated in Fig. 2, which pictures the amplitude distribution
of the delocalized moden514 and of the localized moden
511. Visual comparison reveals the strength of the localiza-
tion effect which enters the category of weak localization.
This term is used in the same general sense describing en-
hanced backscattering in random media. Here localization is
a consequence of the partially destructive interference of
waves reflected by the irregular boundary.6

The quality factors of prefractal cavities have been re-
cently calculated5 and it was predicted that the boundary
layer damping is increased by the geometrical irregularity of

the frontier. Acoustical losses in a rigid cavity are due to heat
conduction and to viscous dissipation. Away from the walls,
these losses are small at audio frequencies and are neglected
here.8–10Energy dissipation takes place at the cavity walls on
a small boundary layer with a thickness of the order of
1024 cm, much smaller than the smaller cutoff length of the
geometry.9,11 To calculate the losses, we consider that the
walls present a small but finite specific admittance«~v!. This
admittance can be that of the real fluid boundary layer or
more simply, the admittance of a suitable sound absorbing
material of small thickness, covering the lateral cavity walls.
The calculations in Ref. 5 were aimed at the study of the
geometrical dependence of the damping by irregular walls.
The results of this work neglected on purpose the role of the
horizontal covers of the cavities. In the present work, these
contributions cannot be neglected and the results are gener-
alized below.

The quality factorQN of a resonator for a modeN is the
ratio of the stored energy to the losses per cycleWN :

QN52pEN /WN . ~4!

Along the same lines as discussed in Ref. 5, one can take
into account the losses on the lateral walls and the losses on
the covers by writing

FIG. 1. Geometry of the base of the cylindrical prefractal cavity. This ge-
ometry is obtained by substituting two adjacent sides of the square by the
generator shown at the top of the figure and by reiterating the process once.
The side of the square has a lengthL and the areaL2 is kept constant by the
transformation. The fractal which is generated this way has a fractal dimen-
sion equal to 3/2.

TABLE I. Results of the numerical computation of the properties of the
prefractal cavity~No. 2 in Fig. 1!. The mode of indexn50 is the trivial
mode of uniform pressure. For this mode the formal value ofL0 /L ~for the
trivial state! is equal to 1/10, becauseC0

2(x,y)51/L2 and the perimeter of
the cavity is equal to 10L.

Mode
index n

Frequency
~c/2L units! Ln /L

Participation
ratio Sn /L2

Amplitude
sensitivity
~arb. units!

0 0.00 000 0.100 000 1.00 000
1 0.58 910 0.057 883 0.31 067 5.519e22
2 0.75 484 0.065 382 0.33 962 2.238e21
3 1.09 158 0.064 684 0.27 935 7.917e22
4 1.30 855 0.037 871 0.10 546 8.076e25
5 1.41 363 0.065 756 0.28 032 5.773e23
6 1.62 054 0.073 745 0.37 089 1.386e22
7 2.02 414 0.071 256 0.23 029 7.952e22
8 2.12 723 0.053 850 0.26 484 1.819e22
9 2.19 563 0.057 096 0.18 639 1.707e22

10 2.38 734 0.055 200 0.36 047 3.029e22
11 2.61 450 0.028 737 0.03 063 6.320e25
12 2.61 352 0.028 632 0.05 139 8.990e27
13 2.61 395 0.028 631 0.04 382 5.300e26
14 2.67 935 0.061 661 0.24 670 7.754e24
15 2.71 453 0.052 465 0.14 829 1.637e22
16 2.93 055 0.051 903 0.16 457 1.640e22
17 3.00 412 0.061 955 0.24 945 5.550e24
18 3.15 946 0.058 272 0.22 662 1.196e22
19 3.21 682 0.040 803 0.05 986 1.844e23
20 3.28 241 0.034 162 0.03 162 6.175e24
21 3.30 723 0.035 245 0.04 277 7.379e24
22 3.49 220 0.050 780 0.05 543 3.803e22
23 3.60 769 0.070 307 0.22 336 4.327e23
24 3.71 762 0.077 729 0.28 223 1.774e21

1568 1568J. Acoust. Soc. Am., Vol. 105, No. 3, March 1999 Hébert et al.: Damping in fractal cavities



1/QN5~c/vN!H @Re« lat~vn!#E E
lat.s

dsuCN
2 ~x,y,z!u

12@Re«cov~vn!#E E
cov.s

dsuCN
2 ~x,y,z!uJ , ~5!

where« lat(vN) and «cov(vN) are, respectively, the specific
admittances of the lateral walls and of the covers; the inte-
grals are taken respectively over the lateral and cover sur-
faces. For the modesCN(x,y,z)5(Lz)

21/2Cn(x,y), the sec-
ond integral is simply equal to (Lz)

21. The above equation
can then be written

1

QN
5

1

Qn
5

c

vn
H @Re« lat~vn!#E E

lat.S
dsuCN

2 ~x,y,z!u

1@Re«cov~vn!#~2/Lz!J . ~6!

For the same mode the first integral can be expressed as

E E
lat.S

dsuCN
2 ~x,y,z!u5E

perimeter
dluCn

2~x,y!u, ~7!

where the right side integral is over the perimeter of a cross
section. Finally, the quality factor is given by

1/Qn5~c/vn!$@Re« lat~vn!#~Ln
21!1@Re«cov~vn!#

3~2Lz
21!%, ~8!

with

1

Ln
5E

perimeter
dluCn

2~x,y!u. ~9!

The length Ln /@Re«lat(vn)# is a ‘‘damping length’’
given by the curvilinear integral over the perimeter of the
cavity.5 For delocalized modesuCn

2(x,y)u is of order ofL22

and the larger the perimeter, the smallerLn and the stronger
the damping. For localized modes, the larger the amplitude at
the boundary, the lower the value of the lengthLn and also
the lower the quality factor.5

These equations then simply express that the dissipation
which takes place at the cavity walls increases with the local
pressure amplitude and the effective perimeter of the region
where the mode exists. Theoretical values ofLn have been
computed from the eigenmodes amplitude distribution. They
are given in Table I. One can note that the more localized
modes are predicted to exhibit stronger damping asLn is
smaller. This can be explained qualitatively by the fact that,
for these modes, the amplitude at the boundary is larger,
because of their normalization in a smaller volume. The in-
tegral ~9! is then increased correspondingly, andLn is
smaller. This argument can be made quantitative for the
strongly localized modes.5

Relations~8! and ~9! are general and can be applied to
any geometry. In order to compare the irregular cavity with a
‘‘smooth’’ equivalent, the resonances of a rectangular cavity
built of the same material with the same height were studied.
The dimensions of this rectangular cavity have been chosen
in order to have resonances in the same frequency range as
our prefractal system, with no degeneracy. The modes of
rectangular cavities are known. Theory relating to the rect-
angular cavity is recalled in the Appendix. The experimental
measurement of the quality factors of the rectangular cavity
resonances permits us to calibrate the value of the admit-
tances«~v! of the lateral walls.

If one neglects the difference between the specific con-
tributions of the heat and viscous losses,8 @Re«lat(vn)#
5@Re«cov(vn)#5@Re«(vn)# and the product Qn

3@Re«(vn)# is only a function of the pressure distribution
through Ln . It depends on the geometry of the resonator
only, independently of the physical characteristics of the
walls. The numerical values ofQn3@Re«(vn)# for both the

FIG. 2. Comparison between localized and delocalized modes: at the top,
moden514, with a participation ratio of order 0.25; at the bottom, mode
n511, with a participation ratio of order 0.030. Moden511 is clearly
strongly localized the irregular frontier of the cavity. The computer imaging
is due to J. F. Colonna.
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rectangular and the prefractal cavities are shown in Fig. 3.
Damping is then predicted to increase with ‘‘fractalization’’
even for the delocalized modes. For these modes, the damp-
ing is roughly proportional to the perimeter. The localized
modes,n54, 11, 12, 13, and 19, are predicted to be even
more damped.

I. EXPERIMENTS

The experiment is an acoustic transmission experiment.
It is represented schematically in Fig. 4. The prefractal cavity
is built in aluminium, with dimensions corresponding toL
530.4 cm. The smaller flat segment~smaller cutoff! of the
structure is equal tol 5(30.4/16)51.875 cm. The rectangu-
lar cavity has dimensionsLx524.0 cm andLy537.5 cm.
Both cavities have the same heightLz55 cm. The cavities
are excited by a pure sine signal through a loudspeaker
MSP-30 connected to a low-frequency generator~Schlum-
berger 4417!. The excitation frequency is scanned linearly
with time. The modulation speed and the range of frequen-

cies can both be varied. The acoustic signal is detected by a
microphone EM110, sensitive to the local pressure on the
cavity wall. Both microphone and loudspeaker have been
chosen small in order to minimize the perturbation of the
geometry. They are coupled to the cavity through a cylindri-
cal hole, 1 cm in diameter, situated at half-height. The posi-
tions of the loudspeaker and of the microphone are indicated
in the figure. The microphone signal is amplified and filtered.
A homemade synchronous detector measures its in-phase
and quadrature components. This permits one to detect both
the absorption and the dispersion components of the cavity
transmission.

Two sets of transmission experiments were performed
with the rectangular and the prefractal cavities. In the first
set, the lateral aluminum cavity walls were bare. In the sec-
ond set, the lateral cavity walls were covered with a fabric,
serving as absorbent material, in order to increase the wall
admittance@Re«lat(vn)#. The goal of this second set of ex-
periments was to control better the dissipation process due to
acoustic losses on the irregular lateral walls. One should note
that, in order to obtain only modes which are uniform in the
vertical direction, the height of the cavity should be kept
smaller than the half-wavelength, 17 cm at 1 kHz. Conse-
quently, the dissipation due to the cover is far from being
negligible in Eq. ~8!. This is the reason why we have to
increase the participation of the lateral walls to damping by
covering the lateral walls with a more absorbing material.
Since increasing the dissipation broadens the resonances, the
absorbent material was chosen to cause only a moderate in-
crease of the dissipation, so that individual quality factors
could still be measured. The theoretical equations in the Ap-
pendix are used to calculate the real part of the wall admit-
tance from the measurements on the rectangular cavity. This
allows the prediction of theQ-factors of the resonances of
the fractal cavity, which can be compared to experiment. In
the following, we first discuss the spectra and then the damp-
ing measurements.

II. FREQUENCY SPECTRA

Transmission experiments have been performed both
with the rectangular and the prefractal cavity between 400
and 2000 Hz. The transmission spectra of both cavities with
bare aluminium walls are shown in Fig. 5. The spectrum of
the rectangular cavity gives eigenfrequencies which fit Eq.
~A2!. The mode indexes of the fractal cavity resonances have
been attributed by comparison with the eigenfrequency val-
ues given in Table I usingL530.4 cm andc5340 m/s.
When the lateral walls of the cavities were covered with
absorbent material, the spectra were essentially the same.

Several facts are observed. First, for a given value of the
phase relation between excitation and detection, the trans-
mission spectrum is not an absorption spectrum. Some peaks
are ‘‘up,’’ others ‘‘down.’’ This corresponds to the fact that,
on a trace going from the loudspeaker to the microphone,
one crosses an even or odd number of node lines. Depending
of this number, the signal phase is shifted by 180 degrees.
Then52, 3, and 14 resonances present a dispersion compo-
nent that can only be annihilated if the particular mode is
isolated, by delicate tuning of the phase between the loud-

FIG. 3. Theoretical values ofQn@Re«(vn)# for the rectangular~squares! and
prefractal cavity~circles!. The values for the rectangular cavity are obtained
from Eq. ~A4!. The values for the prefractal cavity are obtained from Eq.
~5!, using Table I. TheQ-factors for the prefractal cavity are predicted to be
smaller than for the rectangular cavity, especially for the localized states
indicated by arrows.

FIG. 4. Scheme of the experimental setup. The distances from the loud-
speaker and the microphone to the cornerC are respectively 18.9 and 16.4
cm.
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speaker sine excitation and the detected signal. This is due to
the fact that the impedance matching~in amplitude and
phase! is different for the different modes that are detected.

Second, modesn54, 11, 12, and 13, which are localized
on the irregular region of the frontier, are missing. They are
not detected, because the loudspeaker and the microphone
are not located in their region of existence. To understand
why localized modes can be ‘‘missed’’ in our experiment,
one has to discuss the experimental sensitivity.

The transmission amplitude of a moden for given values
of the excitation voltage and signal amplification chain de-
pends on several factors: the acoustic pressures at the exci-
tation ~loudspeaker! and detection~microphone! locations,
the impedances matching, and the quality factor of the mode.
There is no reason for the transmission amplitude to be con-
stant. It is, however, clear that the higher the amplitudes at
excitation and detection, the higher the transmission. One
can then, knowing the acoustic pressure distribution in space
for each moden, compute an ‘‘intrinsic’’ sensitivityAn

which is the product of the acoustic pressure at the loud-
speaker locationCn,LS and the acoustic pressure at the mi-
crophone locationCn,mP :

An5uCn,LS3Cn,mPu. ~10!

The two factors depend on the pressure distribution and
are found to be comparatively very small for states localized
at the irregular frontier~see Fig. 4!. The values ofAn com-
puted from the numerical values of the amplitude of the nor-
malized amplitudes of vibrations are listed in Table I and are
shown in Fig. 6. They display a very large dispersion. One

observes that,because of the location of the excitation and
detection at the smooth part of the cavity where the values of
bothCn,LS andCn,mP are small, the localized modes can be
missed in an experiment where the signal-to-noise ratio is
finite ~see below!. Note also that localized modes are more
damped,5 which should decrease even more the experimental
sensitivity. All the modes with a valueAn.1024 were de-
tected in the experiment. The moden519, although local-
ized, according to Table I, was detected because of its rela-
tively high amplitude sensitivity.

The fact that the experimental amplitudes do not repro-
duce the distribution of the intrinsic sensitivity indicates that
the quality factors and the impedance matching also play a
role in the intensity of the transmitted signal, but a detailed
study of these effects is beyond the scope of the present
work. Note that, at the emission, it is the loudspeakerveloc-
ity which is imposed whereas the microphone measures the
acoustic pressure proportional toCn,mP . Then the emission
depends really on the local acoustic velocity of the mode.
This is the local normal derivative of the acoustic pressure.
This derivative is linked toCn,LS by the local impedance of
the mode at the loudspeaker location.

The experimental resonance frequencies of the fractal
cavity are compared with the numerical predictions in Fig. 7.
The agreement is good. Slight differences between the two
can be attributed to several possible causes: small tempera-
ture variations, shifts due to finiteQ values, or the role of the
small loudspeaker and microphone apertures.

III. RESONANCES DAMPING

Quality factors were studied for both cavities with walls
either bare or covered by absorbing material. We have mea-
sured carefully theQ-factors from the absorption and disper-
sion spectra for each resonance that could be isolated in the
spectra. For the rectangular cavity, the measured resonances
correspond respectively to~m51, m850!; ~m51, m851!;

FIG. 5. Experimental transmission spectra of the rectangular~top! and frac-
tal ~bottom! cavities. The mode indexes (m,m8) of the rectangular cavity
and the mode indexesn of the prefractal cavity are indicated. Note that the
fractino modesn54, 11, 12, and 13 are ‘‘missing.’’ These modes are local-
ized ~see Table I!. They are weakly coupled to the excitation and the detec-
tion because of their localization near the irregular frontier and subsequent
weakness at the loudspeaker and microphone location. As seen in Table I or
Fig. 6, their intrinsic sensitivityAn , defined in Eq.~10!, is predicted to be
much smaller than that of the modes that are detected.

FIG. 6. Intrinsic sensitivity~in arbitary units! calculated using Eq.~10! as a
function of the mode index. The localized modes are indicated by the ar-
rows. Modesn54, 11, 12, and 13, which have a small intrinsic sensitivity,
are not found in the experimental spectrum at the bottom of Fig. 5.
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~m50, m852!; ~m51, m852!; and~m50, m853!. For the
prefractal cavity, we have studied carefully the modesn
53, 5, 6, 7, and 10, not modesn58 and 9, because they are
too close in frequency. Higher modes are also insufficiently
resolved for measurement of the individualQ-factors. The
transmitted signals of the moden55 are shown as an ex-
ample in Fig. 8. Note that the signal-to-noise ratio is of order
100. The signal-to-noise ratio is then expected to be of order
1 for the localized modesn54, 11, 12, and 13 from the
values of the intrinsic sensitivity listed in Table I, explaining
that they are not detected.

The experimental values of the quality factors for the
individual resonances are given in Fig. 9. The measured val-
ues confirm that the prefractal cavity is more damped than
the smooth rectangular cavity by a factor of order 2. The
results are reminiscent of the theoretical prediction displayed
in Fig. 3.

The following discussion proceeds in three steps. First,
we compare the quality factors of the bare rectangular cavity
with known results. Second, we calibrate the admittance of
the fabric that we use to increase the damping on the lateral
walls. Finally, we use this measurement, made on the rect-
angular cavity, to predict the quality factors of the fractal
cavity and compare with experiment.

First we assume, for simplicity, that both viscous and
thermal losses contribute equally to the different modes dis-
sipation, so than we can write@Re«lat(vn)#5@Re«cov(vn)#
5@Re«(vn)#. The equations~A4! used to describe the prop-
erties of the bare walls rectangular cavity should be approxi-
mately verified with the value@Re«(vn)# of the order of
'1023 at 1 kHz found in the literature.8 Using this value in
Eq. ~A4!, one predictsQ-factors of the order of 270 for the
rectangular bare cavity with rigid aluminum walls. This
value has the same order of magnitude but is somewhat
larger than the experimental values which are found in the
range 150 to 200. This indicates the existence of additional
damping sources in the experiment, such as the possible con-
tribution to damping of the seal between the upper cover and
the main body of the cavity.

Since the additional damping should not be modified by
the coverage of the lateral walls, the rectangular cavity reso-
nances can be used to calibrate the value of thedifference
between the admittance of the fabric and that of the bare
walls. This difference D@Re«lat(vn)#5@Re«lat(vn)# fabric

2@Re«lat(vn)#bare can be measured using Eq.~A4!. For ex-
ample, for a modemÞ0, m8Þ0, one can write

FIG. 7. Comparison between the experimental eigenfrequencies and their
theoretical values for the observed~nonlocalized! modes of the prefractal
cavity with bare walls. The theoretical resonance frequencies were obtained
from the data of Table I usingc5340 m/s.

FIG. 8. Experimental determination of the quality factor. Top: dispersion
signal of moden55, bottom: absorption signal of the same mode. The
Q-factor is equal to the ratioFn /DFn of the resonance frequency to the
width at half-height of the absorption signal or to the peak distance of the
dispersion curve.

FIG. 9. Measured quality factors. Squares correspond to the rectangular
cavity and circles to the prefractal cavity. Both in the cases of bare walls,
represented by empty symbols, or with walls covered with absorbent fabric,
represented by filled symbols, theQ-factors are smaller by a factor of order
2 for the prefractal cavity.
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D@Re« lat~vn!#5@Qfabric
21 2Qbare

21 #~vn /c!

3@LxLy/4~Lx1Ly!#. ~11!

Note that by this procedure, the contributions of the covers
and the additional contribution are automatically eliminated
from the determination ofD@Re«lat(vn)#. The values of
D@Re«lat(v)#, calculated by this procedure from the data in
Fig. 9, are shown in Fig. 10.

Using the experimental value forD@Re«lat(v)#, one can
predict the values of the fractalQ-factors and compare them
with experiment by using a relation that follows simply from
Eq. ~8!:

Qfabric
21 5@Qbare

21 #exp1~c/vn!D@Re« lat~v!#•Ln
21. ~12!

In other words, it is assumed that for each cavity, the
contribution of the covers and of the additional damping re-
mains the same when the damping on the lateral walls is
modified by the presence of the sound absorbing fabric. The
comparison between the fractalQ-factors computed from Eq.
~12! and experiment is shown in Fig. 11. The theoretical
values have been calculated using the linear fit of
D@Re«lat(v)# shown in Fig. 10. Taking into account that the
accuracy of the measurement ofQ factors is around65%,
the agreement between theory and experiment can be consid-
ered satisfactory.

These results constitute the first experimental evidence
of the existence of increased damping in fractal acoustic
cavities. More detailed theoretical and experimental study
should include a specific calculation of the contribution of
heat and viscous losses to each mode and an increase in the
experimental sensitivity, including experiments with excita-
tion and detection located in the region of existence of the
localized modes at the fractal boundary.

IV. CONCLUSION

We have presented the first experimental study of a pre-
fractal cavity. The observed frequency spectrum agrees with
numerical predictions. The fact that most of the localized
modes are not detected is due to their very weak coupling
with the experimental excitation and detection and the exis-
tence of a finite signal-to-noise ratio. The weak coupling is a
direct consequence of the confinement of these modes near
the irregular frontier. In that sense, the experimentally
‘‘missing’’ modes confirm the existence of a strong localiza-
tion effect. The measurement of the quality factor of several
resonances gives the first experimental confirmation of the
increased damping power of fractal structures as compared to
more regular geometrical structures.12 In particular, a cavity
with a larger number of iterations of the frontier geometry
should be more damped than the case that we have studied.
Although our results on damping are obtained in the case of
weak losses, they may have possible applications to room
acoustics. They also can be considered a rationale to better
understand the dependence of the properties of anechoic
chambers on geometry.

The idea to study fractal resonators arises from the sug-
gestion that there could exists in nature a ‘‘self-
stabilization’’ of fractal structures due to their increased
damping power.1,4 For example, self-stabilization could be
the cause of the existence of fractal sea-coasts by limiting
erosion through increased damping of waves. Of course, the
present result is only one step towards this uncertain goal,
but it can be considered as a positive step in that direction.
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APPENDIX: DAMPING OF A RECTANGULAR CAVITY

The 2D modes of rectangular cavities have been known
since Rayleigh. They can be labeled by two positive integers
m andm8. The normalized modes take the form

CmÞ0,m850~x,y!5~2/LxLy!1/2cos~mx/Lx!,

Cm50,m8Þ0~x,y!5~2/LxLy!1/2cos~m8y/Ly!, ~A1!

CmÞ0,m8Þ0~x,y!52/~LxLy!1/2cos~mx/Lx! cos~m8y/Ly!.

Their frequency is given by

vm,m85pc@~m/Lx!
21~m8/Ly!2#1/2, ~A2!

whereLx is the width andLy the length. Using Eqs.~8! and
~9!, the damping lengthsL are found to be

~LmÞ0,m850!2152~Lx12Ly!/LxLy ,

~Lm50,m8Þ0!2152~2Lx1Ly!/LxLy , ~A3!

~LmÞ0,m8Þ0!2154~Lx1Ly!/LxLy

~QmÞ0,m850!215~c/vmÞ0,m850!$@Re« lat~vmÞ0,m850!#

3~2~Lx12Ly!/LxLy!

1@Re«cov~vmÞ0,m850!#~2Lz
21!%,

~Qm50,m8Þ0!215~c/vm50,m8Þ0!$@Re« lat~vm50,m8Þ0!#

3~2~2Lx1Ly!/LxLy!

1@Re«cov~vm50,m8Þ0!#~2Lz
21!%,

~A4!

~QmÞ0,m80!215~c/vmÞ0,m8Þ0!$@Re« lat~vmÞ0,m8Þ0!#

3~4~Lx1Ly!/LxLy!

1@Re«cov~vmÞ0,m8Þ0!#~2Lz
21!%.

If the admittances of the lateral walls and the covers are
equal to«(vn), the productsQn@Re«(vn)# are situated on
the three linear curves as shown in Fig. 3.
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Oscillations in harmonics generated by the interaction
of acoustic beams
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A numerical model of nonlinear propagation is used to investigate two cases of monochromatic
ultrasonic beams interacting at small angles in a nonlinear medium. Two finite Young’s slits are
seen to produce fringes at harmonic frequencies of the source in places where the source frequency
is absent, which can be seen as a combination of harmonic generation near the source, and in the
beam. Two intersecting beams with shaded edges are seen to produce similar fringes in the near
field, with an oscillatory structure. Algebraic solutions to a simplified model, using the weak-field
Khokhlov–Zabolotskaya equation, are invoked to illustrate the origin of the oscillations, and of the
far-field directivity, providing an alternative view of the fringes due to Young’s slits. It is seen that
two weakly interacting beams can produce fringes of second harmonic where the source frequency
has low amplitude, if the beams coincide at the point of observation, or if a boundary condition is
imposed on the second harmonic where the beams coincide. ©1999 Acoustical Society of
America.@S0001-4966~99!03103-3#

PACS numbers: 43.25.Cb, 43.25.Jh@MAB #

INTRODUCTION

It has been established that when a sound wave of finite
amplitude passes through a nonlinear medium, the wave
tends to steepen in such a way as to produce harmonics of
the source frequency, and for the case of waves whose com-
ponents are approximately collinear, the Khokhlov–
Zabolotskaya–Kuznetsov~KZK ! equation1 has been found
to describe this phenomenon. This equation has been shown
to possess solutions which exhibit what have come to be
known as ‘‘fingers’’2—fringes at harmonic frequencies,
which appear between the regions of constructive interfer-
ence in the source frequency, and these have been observed
experimentally.3,4

What might be considered surprising about this phenom-
enon is the assumption that, since~in a first approximation!
harmonics are necessarily generated where the fundamental
is nonzero, and since the harmonics due to the self-action of
a plane wave have motion parallel to that wave, then the
harmonic fringes should in some sense follow those of the
source frequency. This is compounded by the observation of
Westervelt5 that the wave equation which he derived, and to
which the KZK equation approximates in the case of near-
collinearity, a nondissipative medium, and weak
nonlinearity,6 possesses a solution which is proportional to a
quantity ~related to the energy density! quadratic in the fun-
damental beam, and which thus vanishes where the funda-
mental and its derivatives vanish. A similar conclusion is
reached by Jiang and Greenleaf7 for a dissipative medium.

Many studies have been published which show that fin-
gers nevertheless do appear~see also, for example, Refs. 6
and 8!, and the purpose of this paper is to elucidate the
mechanisms of their production by means of two simple, if

idealized, examples. In the process, the phenomenon of
oscillation9 of harmonics is explored, and seen to be both a
cause of fingers in the near field, and a limiting factor on
those in the far field.

The KZK equation,

]2p8

]s ]t
5ar 0

]3p8

]t3 1
1

4
¹'

2 p81
r 0

2l d

]2p82

]t2 , ~1!

assumes that the beam can be regarded as propagating ap-
proximately in one direction, along thez axis, in the absence
of vorticity.

It is most convenient to perform the general analysis in
terms of dimensionless quantities;t is the dimensionless re-
tarded time coordinate

t5vt2kz, ~2!

p8 is a dimensionless measure of the overpressure,

p85~P2p0!/P0 , ~3!

P being the pressure,p0 is the ambient pressure, andP0 is
here taken to be the amplitude of the pressure at the source,
and the wave has a characteristic wavelengthl52p/k, fre-
quencyf 5v/2p, and speedc ~the medium is assumed non-
dispersive!. The Rayleigh distance,

r 05pa2/l, ~4!

wherea is a characteristic radius of the beam near the source,
is itself a characteristic distance in the direction of propaga-
tion, and defines the dimensionless coordinate

s5
z

r 0
. ~5!

The first term on the rhs is the absorption, with coeffi-
cient

a5a0f 2, ~6!
a!Now working at Christian Michelsen Research AS, Fantoftvegen 38, Post-
boks 6031, 5020 Bergen, Norway.
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a052.5310214 Np m21 Hz22 ~7!

in water, the second term is diffraction, with

¹'
2 5

]2

]x82 1
]2

]y82 , ~8!

~x8,y8!5~x,y!/a, ~9!

and the last term describes the nonlinear distortion, with the
‘‘shock wave formation distance’’

l d5
c2r0

bkP0
~10!

the approximate distance at which, neglecting attenuation, a
plane wave of given amplitude forms a shock wave,b being
3.5 in water.

The numerical tool used to solve this is the Bergen
code,10,11 which solves the KZK equation as a set of diffu-
sion equations, one for each temporal harmonic of the beam,
weakly coupled by the nonlinear term. This is done using
finite difference algorithms and with coordinates appropriate
to a spherically diverging beam.

I. NUMERICAL RUNS

Specific examples of acoustic interactions are given in
the following sections, and specific dimensional parameters
are given. These can be related to the dimensionless quanti-
ties of the general equations by Eqs.~2!–~10!.

A. Young’s slits

Figure 1~a! shows the fundamental beam due to two slits
of width 5 mm and length 20 mm, separated by 10 mm, the
beam propagating down the page, through water for a dis-
tance of 150 mm. The image is a cross section through the
center of the beam, perpendicular to the slits, and one sees
the usual fringes fanning out towards the bottom of the im-
age. The amplitude of the initial wave,P0 is 1 MPa, and the
frequency is 2.25 MHz, under which conditions the system is

strongly nonlinear, so that in addition to the fringes of the
fundamental, one also sees fringes at harmonic frequencies.
Figure 1~b! is the second harmonic field produced by the
nonlinear interaction. In addition to the second harmonic
seen within each fringe of the fundamental, it also clearly
possesses ‘‘fingers’’ between these fringes. This is hardly
surprising, since we see that in the region just below the slits,
the fundamental possesses maxima, which are effectively
sources of the second harmonic. Two such sources might be
expected to produce an interference pattern with twice the
transverse spatial frequency found in the fundamental, sim-
ply because the second harmonic has half of the wavelength
of the fundamental. From this oversimplified point of view,
then, the fingers are the result not of nonlinear interaction of
the beams, one from each slit, but of the superposition of the
beams, each with its compliment of the second harmonic,
and higher harmonics, produced prior to the interaction.

Figure 2~a! shows a cross section of the beam atz
5150 mm, y50, i.e., across the bottom of the images. It
includes the third harmonic, which also shows fringes; for
each fringe of the fundamental there are two corresponding
fringes of the second harmonic, and three of the third, just as
would be expected from a superposition of two noninteract-
ing sources. Figure 2~b!, however, shows the pattern pro-
duced by adding the fields of two such noninteracting slits,
calculated using the same model. The two patterns are very
similar, but there is a visible difference—the interacting
beams have slightly stronger second and third harmonic
fringes where there is a fundamental fringe, and the fingers
~located at the fundamental minima! are slightly diminished.

FIG. 1. Amplitude plot of Young’s fringes, showing a region 33 mm wide,
the beams propagating down the page for 150 mm. The images are ex-
panded 32 horizontally. ~a! Fundamental, full scale deflection
~FSD!51 MPa, ~b! second harmonic, FSD50.5 MPa. Two fingers are indi-
cated by arrows.

FIG. 2. Amplitude of the first three harmonic components in a cross section
of the beam from Young’s slits, corresponding to the bottom of Fig. 1:~a!
fully interacting field and~b! field due to each slit separately calculated and
then superposed.
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The nonlinear interaction of the beams acts todiminish the
fingers. This also is not surprising, if we consider that some
of the harmonic generation will take place where the beams
are interacting, so that there will be increased generation of
harmonics where there is constructive interference of the
fundamental, and where there is destructive interference of
the fundamental there will be less harmonic generation, than
in the case of the noninteracting slits. It is known2 that for a
circular source the fingers diminish as 1/r , while the lobes
corresponding to those of the fundamental diminish more
slowly, as ln (r )/r , being continuously ‘‘pumped’’ by the
~itself diminishing! fundamental.

B. Cosine grating

While Young’s slits are a familiar system, their spatial
spectrum still has a complex structure, making it difficult to
see clearly the spatial properties of harmonic generation. A
simpler system is now considered in which the interacting
beams cross at the origin and possess shaded edges, which
limit the width of their spatial spectra. The source function

p85cos~Kx8! f ~x8,y8! ~11!

for K.10 has a spatial spectrum in thex direction with two
clearly defined lobes, atkx56K/a, for a reasonably smooth
f (x8,y8), that is, it represents two beams crossing at an
angle

2u5
2K

ka
. ~12!

First consider the case

f ~x8,y8!5exp„25~x821y82!2
…, ~13!

which is flatter than a Gaussian profile, and takeK510p,
the pressureP051 MPa, frequencyf 52.25 MHz, and di-
mension of the sourcea54 cm.

Figure 3 shows the resulting evolution of the fundamen-
tal in the near field, as it propagates 15 cm down the page,
from the grating at the top of the figure, in the planey8
50, perpendicular to the grating. Across the top the source
falls off, while down the page at the sides, the fringes be-
come less distinct as the two beams separate. Figure 4~a!
shows the second harmonic. The left half of the image has
been cut off, so that the top left-hand corner corresponds to
the center of the grating, but the scale is the same as in Fig.
3. As the beam propagates downwards, fringes of second
harmonic appear, as expected, where the fundamental has the
greatest amplitude. At 4 cm from the source, however, fin-
gers start to appear between these principal fringes, and at 8
cm from the source these fingers are brighter than the prin-
cipal fringes. Figure 4~b! shows the same thing occurring in
the third harmonic—principal fringes appear at the maxima
of the fundamental, to be outshone by two intermediate fin-
gers 7 cm from the source. The oscillations continue, with
the principal fringes brightest 11 cm from the source, and
~just discernibly! the fingers brightest at the bottom of the
image.

To see what is happening here, consider Fig. 5. This
shows the spatial spectrum of the second harmonic~in the x
direction, for y50), from Fig. 4~a!, as a function ofz, the
beam propagating into the page. To the right of the figure is
a band with spatial frequency twice that of the fundamental.
This grows smoothly, as might be expected. To the left, how-
ever, is a band centered onkt50 which, while initially grow-

FIG. 3. Fundamental amplitude due to cosine grating~intersecting beams! in
plane y50. Beam propagates down the page from grating at the top.
FSD51 MPa. Region shown is 67 by 150 mm2, expanded32 horizontally.

FIG. 4. Amplitude plots for cosine grating~intersecting beams!, as in Fig. 3,
but for ~a! second harmonic, FSD50.25 MPa and~b! third harmonic,
FSD50.167 Mpa. Beam propagates down the page from grating at the top,
with the top left-hand corner being at the center of the source. Region shown
is 33 by 150 mm2, expanded32 horizontally.
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ing twice as fast as the right-hand band, proceeds to oscillate.
The initial behavior is what one might expect, since the self-
action of each component of the fundamental~at kt

56K/a) will create the right-hand bands, and the interac-
tion of the two will create one with zero spatial frequency,
and will be seen in some sense to be associated with the
fingers.

Oscillations have been noted before in harmonic
generation,9,12 where they were seen to be due to beating
between the generated harmonic field and the field due to the
boundary conditions, and this will be seen to be the case here
as well.

II. ANALYSIS

A. The weak-field approximation

The previous example involved a strong field, in a dis-
sipative medium. In order to gain a clearer understanding of
the origin of the oscillations in Figs. 4 and 5, consider Eq.~1!
in the limit of negligible absorption,a, and adopt the quasi-
linear approximation, in which we need only consider fields
due to the self-action of the fundamental field.

Equation~1! becomes the Khokhlov–Zabolotskaya~KZ!
equation

]2p8

]s ]t
5

1

4
¹'

2 p81
r 0

2l d

]2p82

]t2 , ~14!

and, adopting the Fourier decomposition

p85
1

2i (
n52`

`

Wn~x8,s!eint, ~15!

Wn52W2n* , ~16!

W050 ~17!

~the normalization is appropriate to the computer program!,
we find

]Wn~s!

]s
52

i

4n
¹'

2 Wn1
r 0n

4l d
(

m52`

`

Wn2mWm . ~18!

If the source includes only the fundamentalW1 , with

W1~x8,0!5cos~Kx8!exp~22x82!, ~19!

independent ofy, then in the quasi-linear approximation,2

]W1~x8,s!

]s
52

i

4

]2W1

]x82 , ~20!

]W2~x8,s!

]s
52

i

8

]2W2

]x82 1
r 0

2l d
W1

2. ~21!

DecomposingWn into its transverse spatial spectrum,

Wn~x8,s!5E
2`

`

e2 ikxx8vn~kx ,s!dkx , ~22!

then

]v1~kx ,s!

]s
5

ikx
2

4
v1~kx ,s!, ~23!

]v2~kx ,s!

]s
5

ikx
2

8
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1
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2l d
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v1~kx2kx8 ,s!v1~kx8 ,s!dkx8 ,

~24!

and

v1~kx,0!5A 1

32p FexpS 2
~kx1K !2

8 D
1expS 2

~kx2K !2

8 D G , ~25!

so that

v1~kx ,s!5A 1

32p FexpS 2
~kx1K !2

8 D
1expS 2

~kx2K !2

8 D Gexp~ ikx
2s/4!, ~26!

which has the inverse transform

W1~x8,s!5
1

2A122is
FexpS ~4ix81K !2

8~122is!
2

K2

8 D
1expS ~4ix82K !2

8~122is!
2

K2

8 D G . ~27!

The two terms in the square brackets are clearly the two
diverging beams, whose amplitudes atx857Ks/2, decrease
as 1/A4 114s2. The wave is described in Eq.~1! with a re-
tarded time coordinate, so the greater part of the phase of
each component is implicit in the representation; however,
the first terms on the rhs of the differential equations~23!
and~24! impose a phase lag on the wave due to its having a
component in the transverse~x! direction, proportional to the
square ofkx . This is due to the relationk25v2/c2, k andv
being the dimensional angular frequencies, in the parabolic
approximationkx!1 @see the discussion introducing Eq.
~1!#.

B. Near-field oscillations

Now applying Eq.~26! to Eq. ~24!, and evaluating the
convolution, one finds

FIG. 5. Amplitude of the transverse Fourier transform of the second har-
monic, as a function ofz, the distance from a cosine grating. The units ofkt

are rad/m, the fundamental having a maximum atkt5K/a5785 rad/m,
which generates second harmonic components at6K/a6K/a.
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]v2~kx ,s!
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2~122is!
D Geikx
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which, confining attention for now to the region near the
grating with

K2s2!1, s!1, ~29!

is

]v2~kx ,s!

]s
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ikx
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3FexpS 2
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12 expS 2
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16
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iK 2s

2 D Geikx
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All three components in the square brackets represent Gaus-
sians with greater width than those in Eq.~26!, correspond-
ing in configuration space to a source narrower than the
width of the fundamental. The first two terms are due to the
convolution of each term of Eq.~26! with itself, and are
centered onkx572K, with a phase lagikx

2s/8, as might be
expected, but the third, which is due to the convolution of
each beam with the other, and so represents the interaction of
the two, while centered onkx50, has an additional phase lag
iK 2s/2. This additional lag is directly attributable to that in
the beams of the fundamental, which each possess a lag ap-
propriate to a mode withkx5K, and it is this which can be
seen as the cause of the oscillations.

Imposing the condition that there is no second harmonic
at the grating

v2~kx,0!50, ~31!

Eq. ~30! has the solution

v2~kx ,s!'
r 0

32l dAp
F XexpS 2

~kx12K !2

16 D
1expS 2

~kx22K !2

16 D Cs
1

4i

K2 ~12eiK 2s/2!expS 2
kx

2

16D Geikx
2s/8. ~32!

In configuration space, and given the approximation~29!,
this is

W2~x8,s!'
r 0

8l d
e24x82F2eiK 2s/2 cos~2Kx8!s

1
8

K2 eiK 2s/4 sinS K2s

4 D G . ~33!

Figures 6 and 7 compare this approximation with the results
of model runs. Herea is taken as 8 cm, the~ideally infinite!
length of the slits is taken to be 80 cm,a50, P051 kPa,
and all other parameters are as before. Figure 6 shows the
amplitude of the beam along the central lobe (x850) for two
values ofK, while Fig. 7 compares the complex components
for K510p. While the approximation becomes invalid after
a couple of cycles, it reproduces the oscillations and phase
variation of the first cycle well.

The first two terms in the square brackets of Eq.~32!
vary ass, while the third oscillates, being proportional to
(12eiK 2s/2). This is the difference between a component
generated in the beam, which rotates in phase due to the lag
iK 2s/2 mentioned above, and a term due to the boundary

FIG. 6. Comparison of predictions from the numerical model, and from the
algebraic approximation equation~33!, for the axial variation of the ampli-
tude of the second harmonic, forK510p andK514p.

FIG. 7. Comparison of predictions by the numerical model, and by the
algebraic approximation equation~33!, for the axial variation of the complex
components of the second harmonic.K510p.
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condition ~31!, which propagates with the natural phase.
These interfere to produce the sine in the second term of Eq.
~33!, and describe an oscillation like that seen in Fig. 5.

Regarding the production of fingers, for very small
K2s, the coefficient of the third Gaussian~the cross term! in
Eq. ~32! is approximately 2s, so that

v2~kx ,s!'
r 0s

32l dAp
F XexpS 2

~kx12K !2

16 D
1expS 2

~kx22K !2

16 D C12 expS 2
kx

2

16D G ,
~34!

which, up to a Gaussian envelope, is the Fourier transform of
cos2(Kx8) @see Eq.~19!#, which has zero amplitude whereW1

is zero. Bys52p/K2, however, the coefficient of the cross
term is zero~the field due to the boundary condition cancels
that generated by the beam!, and Eq.~32! then resembles the
Fourier transform of cos(2Kx8). The situation is illustrated by
Fig. 8; the cross term is proportional to the envelope~being
centered aboutkx50), and its cancellation produces a field
with negative values where there is no fundamental field,
which are the fingers.

C. Fingers in the far field

An exact solution to the perturbative cosine grating will
now be found, which will reveal another mechanism, by
which thekx50 component can manifest itself as a single
finger, rather than the multiple fingers seen in the near field.
Instead of using inequalities~29!, write the solution to Eq.
~28! in integral form as

v2~kx ,s!5eikx
2s/8
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32l dAp
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s ds8
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2~122is8!
D G , ~35!

where the lower bound of the integrations0 will be set to 0
at the end of the calculation, to implement the boundary
condition equation~31!. Delaying the evaluation of this until
after the inverse Fourier transform has been performed,
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we eventually find
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where the function cr, due to the cross term, is

cr~K,x8,s,t!5
K

A122is
expS 2

4x82

122is
2

K2

4 D
3F2A122i t

iK
expS K2

4~122i t! D
1Ap erfS iK

2A122i t
D G , ~38!
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Ap
E

0
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exp~2y82!dy8. ~39!

The terms other than the cross term in Eq.~37! are the self-
action of each beam. Note that for finites0 , x857Ks/2,
larges, they tend to a constant—decreased amplitude as the
beam spreads is cancelled by growth due to generation from

FIG. 8. Illustrating a mechanism for the production of fingers;~a! the square
of the source functionW1(x8,0), for K510p, to which the second har-
monic is initially proportional and~b! the same function with an offset of
half the envelope exp(4x82). ~b! Posesses fingers atx850.1, 0.3,... .
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the fundamental. The analogous behavior for a three-
dimensional problem isv2; ln(z)/z,2 as noted at the end of
Sec. I A.

While Eq.~37! is not easy to evaluate, packages such as
Maple are quite capable of tabulating and plotting it. Figure
9 compares the axial behavior of the exact solution, with the
model run of Figs. 6 and 7, and Fig. 10 compares them in a
cross section of the beam 274 mm from the grating, a point
where the fingers are stronger than the principal fringes. The
slight deviation of the model from theory for largez in Fig. 9
may be due to the finite length of the slits in the model run.
Otherwise, the fit is exact enough to confirm the accuracy of
the Bergen code, and incidentally to reassure one that the
algebra is correct.

Turning to the cross term,

cr~K,x8,s,s!2cr~K,x8,s,s0!, ~40!

for very large s ~finite x8 and s0) this tends to22i
3exp(2K2/4), which is to say that there is a constant term in
the limit proportional to the overlap of the directivities of the
beams. Insofar, then, as the fundamental beams propagate in
different directions, this limit is negligible. Settings050, in
accord with Eq.~31!, the continuous line in Fig. 11 shows
that the amplitude of the term oscillates at first, then settles
down to an almost constant value for moderate values ofs,
eventually falling off as 1/A4 114s2. As the principal fringes
diverge, this term propagates down thez axis, to form a
finger.

The solution~27! is defined for negatives, and while it
would be difficult to create such a beam, it is still meaningful
to ask what second harmonic field it would generate, if the
second harmonic were set to zero at some point before the
intersection of the beams. With this in mind, the dashed line
in Fig. 11 shows the amplitude of the cross term assuming

v2~kx ,210!50, ~41!

i.e., with s05210. With this boundary condition, the sec-
ond harmonic is effectively zero outside the region in which
both fundamental beams are present—just the behavior de-
scribed by Westervelt. To see how these two cases differ,
consider Figs. 12 and 13, which show the complex compo-
nents of the cross term for each boundary condition. In the
‘‘Westervelt’’ case, Fig. 12, there is a substantial imaginary
component of the second harmonic at the origin. In order to

FIG. 9. Comparison of predictions by the numerical model~curves!, and by
the exact solution equation~37! ~points!, for the axial variation of the com-
plex components of the second harmonic.K510p, P051 kPa.

FIG. 10. Comparison of predictions by the numerical model~curves!, and
by the exact solution equation~37! ~points!, for the transverse variation of
the magnitude of the second harmonic atz5274 mm. Note that the fingers
are stronger than the principal fringes.K510p, P051 kPa.

FIG. 11. Amplitude of the cross-term equation~40!, on axis (x50) for K
56p: boundary condition equations~31! ~continuous line! and~41! ~dashed
line!.

FIG. 12. Axial components of the cross term for boundary condition equa-
tion ~41!: real component~continuous line! and imaginary component
~dashed line!.
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set this to zero for the boundary condition ats050, a com-
ponent must be subtracted, whose evolution is seen in Fig.
13 to produce a large negative imaginary component beyond
the region of interaction of the beams@which slowly rotates
into the real component due to the factor 1/A122is in Eq.
~38!#. The far-field finger is thus seen to be a direct result of
the boundary condition, Eq.~31!. It is the ‘‘free wave’’ of
Naze Tjo”tta and Tjo”tta.9

III. DISCUSSION

It has been seen in the previous two sections that the
development of fingers in the near and far fields of a simple
system can be attributed to the difference between the spatial
frequencies of freely propagating waves of the second har-
monic, and of the source function due to the interaction of
noncollinear beams. In the near field, the mismatch causes
this component to stop growing, as it becomes out of phase
with its source, which shifts the fringe pattern to produce
fingers of opposite phase. In the far field, this mismatch can
be seen as the reason that the generated component~the
‘‘Westervelt component’’! does not propagate beyond the
region of interaction of the beams—it is a commonplace re-
sult of scattering theory that ‘‘off-shell’’ modes, i.e., modes
which do not satisfy the free-field equation, do not propagate
~see Ref. 13, Chap. 5, Sec. 2!, and the fact that the phase of
the source function rotates with respect to a free field propa-
gating in the same direction indicates that it is the source of
an off-shell field. The component which cancels this off-shell
field at the boundary, however, is itself on-shell, and it is this
which propagates. The effect of boundary conditions on gen-
erated harmonics was explored more fully in Refs. 14 and
15. On the other hand, components of the two beams which
are collinear produce a source field which is on-shell, and so
generates a component of the second harmonic which propa-
gates.

The objection might rightly be raised that by imposing
the boundary condition equation~19!, appropriate to a
source, and then considering the beams as originating before
that point, one is describing an artificially symmetrical ar-
rangement, which might not be representative of more real-
istic systems. Fortunately, Darvennes and Hamilton16 have
considered a system in which the boundary conditions pos-
sess two distinct Gaussian sources in three dimensions,

whose beams then cross, subject to the KZ equation. Their
Eq. ~24!, describing the far-field behavior, contains two
terms, one proportional to the product of the directivities of
the source, and varying as ln(z)/z @the counterpart of the con-
stant limit 22i exp(2K2/4) above#, due to collinear compo-
nents in the beams, and the other a bilinear function of the
beams at the boundary, as must the ‘‘free field’’ component
be, if at the boundary it is to cancel the Westervelt compo-
nent, itself bilinear in the fundamental beams.

Finally, to revisit the Young’s fringes, although Figs. 1
and 2 refer to beams with finite amplitude and absorption,
one can envisage the second harmonic in a low-amplitude
system as being composed of three fields—the first generated
by the interaction of collinear modes in the two beams, the
second due to the local interaction of noncollinear modes
~bearing in mind that the beams overlap through most of the
half-spacez.0), and the third attributable to the boundary
condition, which requires cancellation atz50 of the field
generated by local interaction of the fundamental field. In
practice, however, the distinction between these is ambigu-
ous, both because it depends on the choice of boundary, and
because sources of modes which violate only slightly the
free-field equation must act for a considerable distance be-
fore drifting out of phase with their generated waves. In the
far field, the first component will create fringes of second
harmonic coinciding with those of the fundamental, but its
continuous generation, in the absence of propagation of the
second component, may be expected to generate fingers, as
in the near field of the cosine grating. Given the complex
spatial spectrum, it is not surprising that oscillations are not
apparent in the amplitude of the fingers, but detailed exami-
nation of the field does show that the second harmonic in the
fingers has opposite phase from that in the principal fringes.
Note that between fringes of the fundamental, its transverse
derivative is nonzero, and so Westervelt’s argument5 ~see the
Introduction! does not deny the existence of fingers.

While the solutions derived above are for simple sys-
tems, it may be possible to approximate the boundary condi-
tion equation~31! experimentally, by inserting a frequency-
dependent attenuator at the intersection of two beams of
sound. If the attenuator is thin on the scale 2r 0 /K2 of the
oscillations, and effectively removes the generated harmon-
ics from two intersecting beams, then one would expect a
weak far-field finger to be observed.

The analytic solution obtained may also be of use for
testing numerical models of nonlinear propagation.

In summary, far from being anomalous, the nonlinear
production of harmonic fields in regions where there is little
fundamental field is a natural consequence of the imposition
of zero amplitude on the harmonics in regions where the
fundamental is nonzero, the continuous local production of
on-shell harmonics, and suppression of off-shell harmonics.
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FIG. 13. Axial components of the cross term for boundary condition equa-
tion ~31!: real component~continuous line! and imaginary component
~dashed line!.
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The nonlinear interaction of noncollinear acoustical waves is considered. Conditions of the resonant
backscattering of one wave from the lattice produced by the other two are formulated in analogy
with the four-wave mixing known in optics. The efficiency of the phase-matched interaction of
acoustical waves is calculated in the resonant approximation for a gas media. Such approximation
is constructed on the basis of the expansion of the sound equations preserving up to cubic terms. The
amplitude of the backscattered wave is expressed as the product of the efficiency, the amplitudes of
three waves, the wave number of the backscattered wave, and the size of the region of interaction.
Such backscattering is proposed as an acoustical remote probe. The distance to the interaction
region and the amplitude of initial waves are limited by nonlinear degradation of waves due to the
second-order nonlinearity. For acoustical waves with wave number 10 m21, sources of size 1 m, and
about 100 m to the interaction region, the amplitude of the backscattered wave can be about 10210

of the atmospheric pressure. At the detection with a signal-to-noise ratio about of 10, the resolution
of such method on the wind velocity may be about 1 m/s. ©1999 Acoustical Society of America.
@S0001-4966~99!04103-X#

PACS numbers: 43.25.Jh@MAB #

INTRODUCTION

Acoustic remote probes are efficient tools in atmo-
spheric physics. Usually one registers a signal scattered from
turbulent inhomogeneities of the atmosphere.1,2 To get effi-
cient phase-matched scattering, one uses waves of different
origin, such as radiowaves and acoustical waves with appro-
priate relation of wave numbers.3,4

We propose an alternative technique which uses the in-
teraction of only acoustical waves; here we present the de-
duction of formulas which appeared in Ref. 5 without proof.
In this reference, the present results were proposed to be
used as an acoustic remote probe. We briefly discuss such a
proposal as well.

In a homogeneous isotropic medium, we need two
acoustical waves to write a lattice, and one probe wave to be
reflected from this lattice. Such processes are widely used in
optics, where it is known as four-wave mixing.6,7 It takes
place for all types of nonlinearities, even in a gain medium.8

Efficient interaction occurs at the phase-matching condition.
This condition depends neither on the nature of waves nor on
the type of nonlinearity. Here we deal with acoustical waves
in a gas; the medium is isotropic and nondispersive, which
simplifies the equations.

We should mention that recently J. Berntsenet al. pub-
lished a series of papers~see Ref. 9 and references therein! in
which they analyzed the interaction of Gaussian acoustical
beams in the second-order approximation. However, effects
of four-wave mixing mentioned above appear only in the
third order. To keep equations simple we work here with

plane waves. The consideration of these effects with well-
defined beams could be a continuation of the present work.

The possible geometry of a phase-matched backscatter-
ing experiment is shown in Fig. 1. Let sources 1 and 2 emit
two strong sound beams which produce a lattice within the
region of interaction. Here we are interested in the case in
which a third wave~the probe beam! emited by source 3 is
backscattered from this lattice. In this case the reflected wave
can be registered by a detector located at source 3.

We assume that the frequency of the third source is
given. So, we need to calculate, for the given geometry, the
frequencies of sources 1 and 2, and the placement of the
window of frequency selection of the detector~Sec. I!. Then,
for the case of resonance, we need to calculate the efficiency
of the nonlinear interaction~Sec. II!. Finally, we need to
estimate the maximum amplitude of sound, which could be
registered with such a scheme~Sec. III!, and, as an example,
estimate the sensitivity of such a method to the wind veloc-
ity.

I. PHASE-MATCHING CONDITION

Consider three plane waves emitted by sources 1, 2, and
3 as shown in Fig. 1. Let the corresponding wave vectors be
p, q, k.

To have resonant interaction, we need to satisfy the con-
ditions of phase synchronism:

p2q1k5r , vp2vq1vk5v r , ~1!

wherer is the wave vector of some scattered wave, and the
v’s are the corresponding frequencies. Such conditions are
well known in optics.6,7 They are refered as ‘‘phase-
matching conditions,’’ or ‘‘phase synchronism conditions.’’

a!Electronic mail: kusnecov@aleph.cinstrum.unam.mx
b!Electronic mail: garciaa@aleph.cinstrum.unam.mx
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For acoustical waves in isotropic and nondispersive me-
dia, vk5vs/uku, where the velocity of soundvs is the same
for all wave vectors.

Note that the phase synchronism conditions are satisfied
for the collinear second-harmonic generation. If we setq
50 and p5k5r /2, Eqs. ~1! hold. We see that only one
incident wave is necessary for the phase-matched interaction,
but no backscattering is possible in this case. In a dispersion-
less and isotropic medium we need to have at least three
different waves to generate a wave with its wave vector anti-
collinear to one of the incident waves.

For the purpose of an acoustical remote probe, we as-
sume that all initial wave vectors have positive vertical com-
ponents: all waves are produced by ground level sources and
no initally counter-propagating waves can be realized.

Consider the condition that the wave vectorr of the
scattered sound is anti-collinear to one of inital wave vectors
k ~backscattering!. Then Eqs.~1! imply that p, q, k, r are in
the same plane. Therefore, the problem becomes two-
dimensional. Using the anglesa, b, k defined in Fig. 1, we
can represent these vectors in Cartesian coordinates:

p5$p cos~a!,p sin~a!%,

q5$q cos~b!,q sin~b!%,
~2!

k5$k cos~k!,k sin~k!%,

r5$2r cos~k!,2r sin~k!%.

~The last equality implies thatk andr are anti-collinear.! We
assume that the wave number of the probe beam,k, and the
anglesa, b, k are given. These angles are defined by the
location of the sources of sound and the region from which
we want to get the backscattered signal.

The question is: for givena, b, k andk, what frequen-
cies should sources 1 and 2 emit so that the resonant scat-
tered wave goes back to source 3?

Since the velocity of sound is constant, we haver 5p
2q1k. Substituting Eqs.~2! into the first of Eqs.~1!, we get

p cos~a!2q cos~b!1k cos~k!52~p2q1k!cos~k!,
~3!

p sin~a!2q sin~b!1k sin~k!52~p2q1k!sin~k!.
~4!

From this system, we may readily expressp andq in terms of
the wave numberk and the anglesa, b, k:

p5
2k sin~b2k!

sin~a2b!1sin~a2k!2sin~b2k!
, ~5!

q5
2k sin~a2k!

sin~a2b!1sin~a2k!2sin~b2k!
. ~6!

Note the rotational invariance: the frequenciesv15vsp
andv25vsq which give rise to the effective backscattering
depend on the differences between the angles only. So, to
represent wave numbersp,q graphically, we definex5a
2k, c5b2k ~see Fig. 1! and plot

p5p~x,c!5
2k sin~c!

sin~x2c!1sin~x!2sin~c!

5
k sin~c/2!

sin~x/22c/2!cos~x/2!
, ~7!

q5q~x,c!5
2k sin~x!

sin~x2c!1sin~x!2sin~c!

5
k sin~x/2!

sin~x/22c/2!cos~c/2!
. ~8!

Equilines of p(x,c), q(x,c), and r (x,c)5p(x,c)
2q(x,c)1k are plotted in Figs. 2, 3, and 4 respectively.
The line of small black squares represents infinite values at
x5c. Thus, sources 1 and 2 cannot have the same location.
Note the symmetry:r (p2c,p2x)5k2/r (x,c).

Equations~7! and~8! tell us the frequencies that sources
1 and 2 should emit in order to have synchronism and pro-
duce effective backscattering. Functionr (x,c) expresses the

FIG. 1. Geometry of a nonlinear acoustical remote probe based on the
backscattering due to four-wave interaction.

FIG. 2. Wave numberp of one of two phase-matched waves which provide
the effective backscattering of the wave with given wave numberk as a
function of anglesx and c betweenk, p and betweenk, q, respectively
@formula ~7!#.

FIG. 3. Wave numberq of the second phase-matched wave as a function of
the anglesx andc @formula ~8!#.
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wave number of the backscattered wave. To estimate its am-
plitude, we need first to calculate the efficiency of such back-
scattering. This is the subject of the following section.

II. SOUND EQUATIONS

Now we should calculate the efficiency of the resonant
four-wave interaction of acoustical waves starting from the
fundamental equations of sound propagation. In the num-
bered equations of this section, we use neither the assump-
tion of backscattering (k↓↑r ), nor that vectorsp, q, r are
coplanar, but we will return to these assumptions to plot
figures.

Sound propagation in a fluid such as the atmosphere is
described by Euler’s equation and the continuity
equation.10,11

r
]v

]t
1r~v–“ !v1“P50,

]r

]t
1v–“r1r“–v50. ~9!

Herer is the density of the fluid,v is the wave velocity,P is
the pressure, andt is time. Operator“ differentiates with
respect to the vectorx of spatial coordinates. We assume that
the process is adiabatic, and

P5P0S r

r0
D g

, ~10!

whereP0 andr0 are the pressure and density in the absence
of waves. To be more concrete, we assume thatg5const.12

For a monoatomic gas,g55/3; for a diatomic gas with a
rigid molecule~the case of the atmosphere!, g57/5. We as-
sume that the vibrational degrees of freedom are not excited
for air at room temperature. For the limit of multiatomic gas
with soft molecules,g'1. Note that the generalization to the
case of any smooth functionP(r) is straightforward.

It is convenient to define the normalized variablest
5t/vs, u5v/vs, where

vs5Ag
P0

r0
~11!

is the velocity of sound. Letr5r0(11h), where h is
treated as a new variable. We assume thatuhu!1. Then

1

11h
512h1h21¯ , ~12!

“~11h!g5g“h1g~g21!h“h1 1
2g~g21!

3~g22!h2
“h1¯ . ~13!

Now we can rewrite~9! in the new variables:

]h

]t
1“–u52h“–u2u–“h, ~14!

]u

]t
1“h52~u–“ !u2~g22!h“h

2
~g22!~g23!

2
h2

“h2¯ . ~15!

Searching for an approximate solution to the above
equations we use the perturbation series:

h5h~1!1h~2!1h~3!1¯ ,
~16!

u5u~1!1u~2!1u~3!1¯ .

Let the first-order approximation be the superposition of the
three plane waves emitted by the three sources:

h~1!5A1B1C1A* 1B* 1C* ,
~17!

u~1!5 p̂A1q̂B1 k̂C1 p̂A* 1q̂B* 1 k̂C* ,

where

A5a exp~ ip•x2 ipt!, B5b exp~ iq•x2 iqt!,
~18!

C5c exp~ ik•x2 ikt!,

and p̂5p/p, q̂5q/q, k̂5k/k. In what follows, we also use
r̂ 5r /r and treata, b, cas constants. It is easy to see thath (1)

andu(1) satisfy the linearized equations

]h~1!

]t
1“–u~1!50,

]u~1!

]t
1“h~1!50. ~19!

Four-wave mixing is due to the third-order terms, but
first we need to construct the second-order approximation.
To get the equations forh (2) and u(2), we substitute the
first-order approximations in the right-hand part of Eqs.~14!
and ~15!, and keep only quadratic terms:

]h~2!

]t
1“•u~2!52“–~u~1!h~1!!, ~20!

]u~2!

]t
1“h~2!52~u~1!

–“ !u~1!2~g22!h~1!
“h~1!.

~21!

We take the divergence of~21! and subtract~20! differenti-
ated with respect tot. It gives

¹2h~2!2
]2h~2!

]t2 52“–„~u~1!
–“ !u~1!

1~g22!h~1!
“h~1!

…

1
]

]t
“–~h~1!u~1!!. ~22!

After solving this equation, we can getu(2), upon integrating
~21! with respect tot. Similarly we find the equation to third
order:

FIG. 4. Wave numberr 5p2q1k of the reflected wave@formulas~7! and
~8!#.
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¹2h~3!2
]2h~3!

]t2 52“–„~u~2!
–“ !u~1!1~u~1!

–“ !u~2!
…

1~g22!¹2S h~2!h~1!1
g23

6
h~1!3D

1“–S ]

]t
~h~2!u~1!1h~1!u~2!! D . ~23!

Equations~22! and~23! are inhomogeneous Helmholtz equa-
tions where the right-hand side represent sources. Direct sub-
stitution of ~17! in ~22! results in many terms. Fortunately,
we have no need to consider all these terms, but only those
that yield resonating contributions to the third-order approxi-
mation.

As we shall see, the amplitude of the acoustical waves
should be much less than the atmospheric pressure. The non-
linear income per wavelength is small; so, only the resonant
terms are important.

The resonant terms arise from the productAB* C, pro-
portional to exp(irx2 ir t), and from its complex conjugate.
Thus, on the right-hand side of~22! we may keep only terms
containing the productsAB* , AC, B* C and their complex
conjugate. Such resonant approximation is used commonly
in optics to calculate the efficiency of harmonics
generation.6,7

In this resonant approximation we get from~22!

¹2h~2!2
]2h~2!

]t2

5„~ k̂• p̂1g22!uk1pu21~11 p̂• k̂!~p1k!2
…AC

1„~ p̂•q̂1g22!up2qu21~11 p̂•q̂!~p2q!2
…AB*

1„~ k̂•q̂1g22!uk2pu21~11 k̂•q̂!~k2q!2
…B* C

1c.c., ~24!

where ‘‘c.c.’’ denotes the complex conjugate terms.
To calculate the contribution from each source term in

~24! to h (2), consider equation

¹2h~2!2
]2h~2!

]t2 5Q exp~ is–x2 iVt!, ~25!

whereQ5const. One can readily check that

h~2!5
Q

V22usu2
exp~ isx2 iVt! ~26!

is a solution of~25!. To solve~24!, we apply~26! as solution
of ~25! with s5k1p, V5k1p; s5p2q, V5p2q; s5k
2p, V5k2p; and their complex congugations. We write
no additional solution of the homogeneous equation, since it
would not contribute to the resonant third-order terms.

Calculating the corresponding contributions toh (2) as
indicated above, we get

h~2!5jbAC1jcAB* 1jaB* C1c.c., ~27!

where

jb5
uk1pu2~ p̂• k̂1g22!1~ p̂• k̂11!~p1k!2

~p2k!22up2ku2

5
~k1p!2~2p̂• k̂1g22!

2~pk2p–k!
2 p̂• k̂2g12, ~28!

jc5
up2qu2~ p̂•q̂1g22!1~ p̂•q̂11!~p2q!2

2~q2p!21uq2pu2

5
~p1q!2~2p̂•q̂1g22!

22~pq2p•q!
2 p̂•q̂2g12, ~29!

ja5
uk2qu2~ k̂•q̂1g22!1~ k̂•q̂11!~k2q!2

2~q2k!21uq2ku2

5
~k2q!2~2q̂• k̂1g22!

22~qk2q•k!
2q̂• k̂2g12, ~30!

where we used (p1k)22up1ku252(pk2p•k) in Eq. ~28!,
and similar expressions in Eqs.~29! and ~30!. Substituting
h (2) andh (1) into ~21! yields

]u~2!

]t
52 i ~jc1g221 p̂• k̂!~p1k!AC

2 i ~jb1g221 p̂•q̂!~p2q!AB*

2 i ~ja1g221 k̂•q̂!~k2q!CB* 1c.c. ~31!

The integration with respect tot adds the factorsi /(k1p),
i /(p2q), and i /(k2q) to the terms withAC, AB* , and
CB* , respectively. Using Eqs.~28!–~30!, we get

u~2!5mbAC1mcAB* 1maB* C1c.c., ~32!

where

mb5
~2p̂• k̂1g21!~k1p!~p1k!

2~kp2p•k!
, ~33!

mc5
~2p̂•q̂1g21!~p2q!~p2q!

22~pq2p•q!
, ~34!

ma5
~2k̂•q̂1g21!~k2q!~k2q!

22~kq2k•q!
. ~35!

Using the above results we may calculate the resonant
contribution toh (3) from ~23!. Direct substitution ofh (2) and
u(2) on the right-hand side of~23! also results in many terms.
We keep only those withAB* C, and rewrite~23! in the
following form:

¹2h~3!2
]2h~3!

]t2 5Fr 2AB* C1c.c.

5Fab* cr2 exp~ i rx2 ir t!1c.c., ~36!

where

F5jb~ q̂• r̂ 1g22!1jc~ k̂• r̂ 1g22!1ja~ p̂• r̂ 1g22!

1mb•~ q̂1 r̂ !1mc•~ k̂1 r̂ !1ma•~ p̂1 r̂ !

1~g22!~g23!. ~37!
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While we treatea, b, and c as constants, the product
Fab* cr2 does not depend on coordinates, so,~37! has the
solution

h~3!5~r–x!F
ab* c

2i
exp~ i rx2 ir t!1c.c. ~38!

This solution corresponds to the case in which the nonlinear
interaction generates the wave with wave vectorr , and its
amplitude is proportional to the length of interaction. We
assume that this third wave is absent at the origin of coordi-
nates. The origin of coordinates corresponds to the beginning
of the region of interaction, if we approximate it with an
abrupt function. For more accurate calculus, one should de-
fine the smooth spatial structure ofa, b, andc and construct
the paraxial approximation of Eq.~36! with given F
5const. We write a closed expression for thisF below.

The phase-matching conditions enable us to simplify the
scalar products with them’s that appear upon substitution of
Eqs. ~33!–~35! into Eq. ~37!. Sincep1k5q1r and p1k
5q1r , we have for mb•(q1r ) that (p1k)•(q̂1 r̂ )5(q
1r )•(q̂1 r̂ )5q1r 1qq̂• r̂ 1r p̂• r̂ 5(q1r )(11 p̂•r ), with
similar expressions formc•(k1r ) andma•(p1r ). Substitut-
ing thej’s from ~28!–~30! and some algebra, we get

F5
~p1k!2~2p̂• k̂1g21!~2q̂• r̂ 1g21!

2~pk2p–k!

2
~p2q!2~2p̂•q̂1g21!~2k̂• r̂ 1g21!

2~pq2p–q!

2
~k2q!2~2k̂•q̂1g21!~2p̂• r̂ 1g21!

2~kq2k–q!

2~ p̂• k̂!~ q̂• r̂ !2~ k̂•q̂!~ k̂• r̂ !2~ q̂• p̂!~ p̂• r̂ !

2~ p̂• k̂1q̂• r̂ 1 k̂•q̂1 k̂• r̂ 1q̂• p̂1 p̂• r̂ !~g22!

1~g22!~322g!. ~39!

This is our main result: The efficiency of the phase-matched
four-wave interaction is expressed in terms of the wave vec-
tors and the adiabatic constantg.

Note the symmetry of~39!. Under the phase-matching
conditions,F is invariant with respect to each of following
transformations:

~A! p̂� k̂, p�k,

~B! p̂�q̂, p�2q,

~C! p̂� r̂ , p�2r ,
~40!

~D! q̂� k̂, q�2k,

~E! q̂� r̂ , q�r ,

~F! k̂� r̂ , k�2r .

To see the invariance ofF with respect to~C!, ~E!, and~F!,
note that the phase-matching condition leads topk2p–k
5qr2q–r , and similar expressions for the other denomina-
tors in ~39!.

Now let us return to our original problem on the back-
scattering of the waveC: Let k and r be anticollinear. Then
the efficiencyF depends only on the anglesx andc, defined
in Sec. I. So, we treat it asF5F(x,c). This function is
represented in Fig. 5 for a monoatomic gas, in Fig. 6 for
diatomic gas~case of the atmosphere!, and in Fig. 7 for a
multiatomic gas.

Note the symmetry:F(x,c)5F(p2c,p2c). It fol-
lows from the symmetries~40! and the symmetry of the
wave numbers as functions ofx, c, discussed in Sec. I.

The level F50 corresponds to the absence of back-
scattering. To make it noticeable we plot also levelsF
560.1; so, in Figs. 5 and 6 the levelF50 appears as a
triple line. The disappearance of backscattered waves at
some values of anglesx, c can be interpreted as the destruc-
tive interference of waves reflected by the lattices produced
by each pair of incident waves.

The efficiency of the backscattering depends on the con-
stantg. Thus, the four-wave mixing gives also an extrava-
gant acoustical method to measure the mean number of at-
oms in the molecules of the gas: location of theF50 line is
very different in Figs. 5–7.

III. NUMERICAL ESTIMATIONS

The fundamental result of the previous section expresses
the amplitude of the phase-matched reflected wave in terms
of the wave numbers of the incident waves and the angles
between their wave vectors; it increases with the wave num-
ber. So, the efficiency of this effect is limited by the maximal

FIG. 5. EfficiencyF of backscattering as function of the anglesx and c
@formula ~39!# for a monoatomic gas,g55/3.

FIG. 6. EfficiencyF of backscattering as function of the anglesx and c
@formula ~39!# for diatomic gas,g57/5.
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wave number that can propagate without significant absorp-
tion. For air at 20 °C and a water fraction of 531023, the
absorption coefficient reaches 331024 m21 at k510 m21

~see, for example, Ref. 12!; so, the natural limit for the wave
numbers where we still can neglect absorption at a few hun-
dred meters isk'10 m21.

Another important concern is regarding the nonlinear
degradation of plane waves as they travel to the region of
interaction. This process begins with the phase-matched
second-harmonic generation, discussed in Sec. I. To estimate
this effect, consider the case of one-dimensional propagation.

In analogy with Ref. 10, we rewrite Eqs.~14! and ~15!
as

ḣ1u81~hu!850, ~41!

u̇1h81uu81~g22!hh850, ~42!

where h5h(x,t) and u5u(x,t); the prime indicates the
derivative with respect to the first argument, and the dot
denotes the derivative with respect to the last one. Note that
we define neither prime as the derivative with respect tox,
nor the dot as the derivative with respect tot, because below,
we use this notation also for the case when the first argument
is not simplyx.

Here we keep only the quadratic terms with respect to
the amplitude of the wave: the second-order contribution is
largest. We search the solution of Eqs.~41! and ~42! as the
sum of counter-propagating wavesH andJ:

h5H~x2t,t!1J~x1t,t!, ~43!

u5H~x2t,t!2J~x1t,t!. ~44!

Substituting Eqs.~43! and ~44! into ~41! and ~42!, we get

Ḣ1 J̇12HH812JJ850, ~45!

Ḣ2 J̇1HH81JJ82H8J2HJ8

1~g22!~HH81JJ81H8J1HJ8!50. ~46!

Adding these two equations and neglecting the nonlinear in-
teraction with the counter-propagating waveJ, we get

2Ḣ1~g11!HH850. ~47!

The solution of this equation can be written as13

HS x1
g11

2
H~x,0!t,t D5H~x,0!. ~48!

Note that herex has the sense of the local space coordinate of
the wave as it is moving. This solution~and the initial equa-
tions! become invalid ifH8 becomes infinite. The distance
traveled as this takes place is defined in nonlinear acoustics
as the discontinuity distance. We denote ittdis. Note that we
may interprett as the distance of propagation.

To estimate value oftdis, we take the derivative of~48!
with respect tox:

H8S x1
g11

2
H~x,0!t,t D S 11

g11

2
H8~x,0!t D5H8~x,0!.

~49!

Hence,

H8S x1
g11

2
H~x,0!t,t D5

H8~x,0!

11@~g11!/2#H8~x,0!t
.

~50!

The denominator becomes zero at@(g11)/2#H8(x,0)t
521. If the initial wave is monochromatic,H(x,0)
5H0 cos(kx), then the shock waves appear att5tdis

52/@(g11)kH0 #. The solution~48! is plotted in Fig. 8 by
the thick line att50.95tdis. To compare, we plot in the
same graph the initial waveH(x,0)5H0 cos(kx) with a thin
line.

At values oft larger thantdis the solution becomes in-
valid. This gives the natural limit to the amplitude. For ex-
ample, if the distance of propagationL'100 m, and the
wave numberk'10 m21, then the amplitude of waves can-
not be greater thanHmax52/@(g11)kL#'1023.

If we make the initial amplitude greater thanHmax,
shock waves appear at the distancetdis. They consume the
energy of the wave before it reaches the region of interaction
~Fig. 1!. At the given initial amplitude, the length of adia-
batic propagation can be doubled, if we takeH(2x,tdis) as
the initial condition.

In what follows we collect the results of previous sec-
tions to estimate the amplitude of the signal reflected by the
four-wave interaction in the atmosphere for the case of Fig.
1. From here on we retain the orders of magnitude only.

Suppose that all wave numbersp, q, k, andr are of the
same order of magnitude. So, we may writek instead ofp, q,
r. Suppose that all distances of propagation are of the same
order of magnitude,L. Then, since 2/(g11)'1, the initial
amplitudes should be about

FIG. 7. EfficiencyF of backscattering as function of the anglesx and c
@formula ~39!# for extremally multiatomic gas,g51.

FIG. 8. Deformation of the initial waveform of the monochromatic acous-
tical wave due to higher-harmonics generation: initial waveformH(x,0)
5H0 cos(kx) ~thin line! and deformed waveformH(x,t) at t50.95tdis

@thick line, formula~48!#.
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H i'
1

kL
. ~51!

At larger amplitudes, shock waves appear: The tangent of the
front of acoustical waves becomes infinite; definitely, we are
out of our approximation. Of course, physically, the gradient
of density remains finite, but so high that the diffusion of
molecules of the gas causes strong dissipation, and waves
lose their power before they reach the region of interaction.

Suppose that the transversal size of all sources isD.
During propagation, each beam becomes larger due to dif-
fraction. At distanceL, its size becomes

l'
L

kD
, ~52!

where we assume thatl !L.
Due to the expansion of each beam, the amplitude of

each wave becomesD/ l times less, and the amplitude of the
interacting waves is about

H'
D

l
H i'

D2

L2 . ~53!

The amplitude of the backscattered sound is about

H r'FklH3'F
D5

L5 , ~54!

whereF is the angular factor calculated in Sec. II.
If the reflected signal is detected with an antenna of the

same sizeD, an additional factorkD should be used to cal-
culate the amplitude in the focus; so, the amplitude at the
receiver should be about

HD'F
kD6

L5 . ~55!

For example, if F'1, k'10 m21, D'1 m, and L
'100 m, we have that the amplitude of the signal at the
detector should be about 1029. This means that the receiver
should be able to detect sound of pressures about 1029P0

'1024 N/m2'1023 mm Hg. The resolution of detectors is
limited by thermal noise pressure. Pressure resolutions of
1023 mmHg have been reported,14 and it is still far from the
theoretical limit.15

From Sec. I we know the frequency of the backscattered
signal. Thus, a narrow spectral filter can be used to improve
the signal to noise ratio. This makes it possible to extend the
distance to the region of interaction for a few hundreds
meters more for the same size of sources.

In Ref. 5 we presented some additional speculations
about the nonplanar geometry of waves, which causes the
partial focusing of the backscattered wave and increases the
amplitude of registered signal for an order of magnitude.

Finally, let us estimate the sensitivity of such a probe to
the wind velocity. The angular deviationf of an acoustical
beam by a wind of velocityv follows from the analysis in
Chap. 8 of Ref. 11. Roughly,f'v/vs. At the region of
interaction, of sizel, such angular deviation causes a drastic
dephasement of the interacting waves whenklf'p. Taking
l from Eq. ~52!, we find the wind velocity that causes such

dephasement,v'pvs /(kl)'pvsD/L. The limit dv of reso-
lution will be better by the signal-to-noise ratio factorn:

dv'p
vs

n

D

L
. ~56!

For example, forD'1 m andL'10 m as in the previous
example, and takingvs'340 m/s, andn'10, we havedv
'1 m/s.

Note that wind parallel to the plane of Fig. 1 causes
bending of the reflected beam; however, in this case, the
beam still lies within the same plane. Such bending can be
corrected~and, therefore, measured! by the adjustment of
wave numbersp and q. As for the bending caused by the
orthogonal component of wind, it cannot be compensated in
such a manner, and the detector should be displaced from the
location of source 3, giving us the measure of the component
of the wind orthogonal to the plane Fig. 1.

IV. CONCLUSIONS

The resonant nonlinear interaction of acoustic waves is
analyzed. Wave numbers of two waves which result in the
efficient backscattering of the third wave~Fig. 1! are calcu-
lated~Figs. 2 and 3! as functions of angles between the wave
vectors. The efficiency of this process is calculated and pre-
sented graphically for various values of the adiabatic con-
stantg ~Figs. 5–7!.

The possible application of the phase-matched four-
wave interaction as a remote acoustic probe is suggested.
The nonlinear degradation of acoustical waves limits the val-
ues of the wave number, initial amplitude and the distance of
propagation in such probe. For wave numbers of about 10
m21, with sources of size of about 1 m and a distance to the
intersection of 100 m, the relative pressure~relative to the
atmospheric pressure! in the backscattered wave can be
about 10210. The frequency of the backscattered signal is
calculated~Fig. 4!, so angular and spectral filters can be
used.

The qualitative calculation of the distribution of ampli-
tude in the backscattered beam should imply the consider-
ation of the transversal~and, maybe, longitudinal! structure
of incident beams. Such calculations are a possible continu-
ation of this work.

The resolution on the measurement of the velocity of
wind is estimated to be in the order of 1 m/s. The complete
analysis of an acoustical remote probe based on four-wave
interaction in moving media can be made using the proper
transformation of the wave vectors and also could become a
subject for future investigations.
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Acoustic propagation along the Hawaiian–Aleutian path at low frequency~65 Hz! for the acoustic
thermometry of ocean climate~ATOC! has been simulated using the implicit finite difference
parabolic equation~IFD-PE!. This simulation is based upon the Semtner–Chervin model with
one-half-degree resolution. The adiabaticity has been assessed, and it was found that significant
mode coupling takes place at the sub-arctic front area~44.8 ° N!. Due to the range-dependent double
channel, two characteristic ranges were identified in this area:~i! the modal degeneration rangeRm

D

and~ii ! the modal scattering rangeRm
S . At rangeRm

D , modem and moden ~usually,n5m11) are
degenerated, the modal wave numbers of modem and moden become equal, and moden then takes
the shape of modem. Therefore, there is noreal repopulation~modal scattering!, but a modal name
change takes place at this range. The modal name change can cause a miscalculation of the adiabatic
travel time. At rangeRm

S , however, real repopulation does take place. Numerical simulations
illustrate thatRm

D andRm
S are separated by about 10 km at lower modes (m,5) and are merged at

higher modes. ©1999 Acoustical Society of America.@S0001-4966~99!06603-5#

PACS numbers: 43.30.Bp@SAC-B#

INTRODUCTION

Acoustic propagation along the Hawaiian–Aleutian path
at 65 Hz for the acoustic thermometry of ocean climate

~ATOC!1 has been simulated using the implicit finite differ-
ence parabolic equation~IFD-PE! code2 for propagation and
the KRAKEN code3 for local mode calculation. These simula-
tions are based on the Semtner–Chervin model with a one-
half-degree resolution for the February realization.4

The Hawaiian–Aleutian path crosses the sub-Arctic
front near 44.8 °N. It is known that the ocean front usually

FIG. 1. The acoustic path from Hawaii northward is shown by the arrow
~top panel!, and the SSP types at three sections of the path~bottom panel!.

FIG. 2. The range-dependent double-channel SSPs fromR52395 to R
52555 km due to the sub-Arctic front.
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has sharp spatial variety and can cause significant mode
coupling.5,6 However, for the Semtner–Chervin model, the
influence of the front on acoustic propagation is not only
mode coupling but also mode degeneration, due to the range-
dependent double channel feature.

The entire path of the acoustic propagation can be di-
vided into the following three sectors~see Fig. 1!:

~i! Sector A.The SOFAR channel:from Hawaii north-
ward to rangeR52400 km,

~ii ! Sector B. The range-dependent double channel:a
transition area fromR52400 km toR52600 km, the
sub-Arctic front zone,

~iii ! Sector C. The Polar channel:after R52600 km,
north to the Aleutian Islands.

Part of the range dependency of the double channel is
shown in Fig. 2. In this letter, the following effects caused by
this range-dependent double channel are discussed:

~i! Modal degeneration and modal name change,
~ii ! Modal travel time miscalculation due to name change.

I. MODAL DEGENERATION AND NAME CHANGE

Suppose the acoustic source is near Hawaii. In this
event, what happens is that when the acoustic wave propa-

gates from the SOFAR channel into the frontal zone, some
modes will be trapped in the upper-surface duct. For our
acoustic frequencyf 565 Hz, only one mode can be sup-
ported by the upper duct. The mode-trapping process begins
at the higher mode and ends at mode 1 along this range-
dependent double channel. Figure 3~a!–~f! illustrate the trap-
ping process from mode 5~at R52475 km) to mode 1~at
R52540 km).

Between the two ranges where the two adjacent modes

FIG. 3. The local modes (m51 – 10)
at different ranges (f 565 Hz), ~a! R
52475 km, ~b! R52490 km, ~c! R
52502 km, ~d! R52520 km, ~e! R
52535 km, ~f! R52540 km.

FIG. 4. Modal wave numberk4 andk5 as a function of range. The modal
degeneration rangeR45

D 52482 km.

1593 1593J. Acoust. Soc. Am., Vol. 105, No. 3, March 1999 E. C. Shang and Y. Y. Yang: N. Pacific long-range propagation



are sequentially trapped into the upper duct, there is amodal
degenerationpoint. For example, mode 5 is trapped at range
R552475 km@see Fig. 3~a!# and mode 4 is trapped at range
R452490 km @see Fig. 3~b!#. Between these two ranges,
there is a point atR45

D 52482 km where mode 4 and mode 5
aredegenerated, which means that at this point we havek4

5k5 and uU4(z)u5uU5(z)u ~see Figs. 4 and 5!. The same
thing occurs for mode 1 and mode 2 atR12

D 52530 km~see
Figs. 6 and 7!. As shown in Fig. 3~a! and~b!, after mode 4 is
trapped in the upper duct, the ‘‘original’’ mode 4 is now
named ‘‘mode 5.’’ Similarly, in Fig. 3~d! and~e!, after mode
1 is trapped in the upper duct, the original mode 1 is now
named ‘‘mode 2.’’ This process is referred to as the ‘‘modal
name change.’’ Let us set mode 1 as the incident field; the
modal degeneration range2r 1

D , the modal scattering range
2r 1

S , and the ‘‘energy distribution’’ are shown in Fig. 8. As
we can see, there is no real energy repopulation but a name
change takes place atr 1

D . The energy repopulation takes

place afterr 1
S . Numerical value ofr m

D and r m
S are listed in

Table I.

II. MODAL TRAVEL TIME MISCALCULATION DUE TO
NAME CHANGE

The conventional adiabatic modal travel time calculation
is given by7

tm
Ad5E

0

R

dr HCm~r !E Um
2 ~z;r !/c0

2~z!dzJ . ~1!

When a modal name change takes place on the propagation
path, Eq.~1! can give an incorrect modal travel time. For
example, if we know that the received signal of mode 2 at
range R52555 km is adopted from mode 1 at rangeR12

D

FIG. 5. At R45
D 52482 km, uU4(z)u5uU5(z)u.

FIG. 6. Modal wave numberk1 andk2 as a function of range. The modal
degeneration rangeR12

D 52530 km.

FIG. 7. At R12
D 52530 km, uU1(z)u5uU2(z)u.

FIG. 8. The modal degeneration range2r 1
D , the modal scattering range

2r 1
S , and the ‘‘energy distribution’’ for mode 1 as the incident field.
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52530 km, and is not the continuation of mode 2 due to
modal name change, then the modal travel time of mode 2
should be corrected as

tm
Ad-Nc5E

0

R12
D

dr HC1~r !E U1
2~z!/c0

2~z!dzJ
1E

R12
D

R

dr HC2~r !E U2
2~z!/c0

2~z!dzJ . ~2!

Our numerical results illustrate that the modal travel time
with name-change correction given by Eq.~2! is very close
to the modal travel time calculated by using the decomposed
PE field.8 Some numerical results are listed in Tables II and
Table III.

III. SUMMARY

The specific set of SSP given by the Semtner–Chervin
model in the frontal zone has a strong range-varying double-
duct structure which causes interesting effects in terms of
modes moving from one duct to the other, and with mode
degeneration~two modes with identical wave numbers! oc-
curring at specific ranges followed by a modal name change.
These modal features must be taken into account when using
mode processing for long-range propagation crossing such a
frontal zone.
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TABLE I. Ranges of modal degeneration and scattering.

m

Range Phase velocity

Rm
S

~km!
(Rm

S2Rm
D)

~km!
Rm

trap

~km!
Rm

D

~km!
Cm

trap

~m s21!
Cm

D

~m s21!

1 2535 1476.68 2585 55
.2530 .1477.04

2 2520 1477.73 2550 37
.2513 .1478.30

3 2505 1478.77 2535 37
.2498 .1479.32

4 2490 1479.82 2515 33
.2482 .1480.35

5 2475 1480.86 2495 25
.2470 ¯

6 2460 1482.09 2475 10
.2465 ¯

7 2450 1482.92 2460 ¯

¯ ¯

8 2440 1483.75

TABLE II. Comparison of modal travel time calculation~short distance!.a

m
R(m21)m

D

~km!
tm
Ad

~s!
tm
Ad-Nc

~s!
tm
PE

~s!

2 2530 108.346 108.353 108.351
3 2520 108.325 108.334 108.333
5 2485 108.297 108.303 108.306

aSource at R052395 km; receiver at R52555 km; propagation
distance5160 km.

TABLE III. Comparison of modal travel time calculation~long distance!.a

m
R(m21)m

D

~km!
tm
Ad

~s!
tm
Ad-Nc

~s!
tm
PE

~s!

2 2530 1726.659 1726.853 1726.849

aSource at R050 km; receiver at R52555 km; propagation
distance52555 km.
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A second phase-conjugation experiment was conducted in the Mediterranean Sea in May 1997
extending the results of the earlier time-reversal mirror experiment@Kupermanet al., J. Acoust. Soc.
Am. 103, 25–40~1998!#. New results reported here include~1! extending the range of focus from
the earlier result of 6 km out to 30 km,~2! verifying a new technique to refocus at ranges other than
that of the probe source@Song et al., J. Acoust. Soc. Am.103, 3234–3240~1998!#, and ~3!
demonstrating that probe-source pulses up to 1 week old can be refocused successfully. ©1999
Acoustical Society of America.@S0001-4966~99!02603-X#

PACS numbers: 43.30.Vh, 43.60.Gk, 43.30.Bp, 43.30.Hw@DLB#

INTRODUCTION

A recent experiment1 first demonstrated an acoustic
time-reversal mirror~TRM! in the ocean. A TRM2,3 also
referred to as the process of phase conjugation in the fre-
quency domain,4–8 focuses sound from a source–receive ar-
ray ~SRA! back to the probe source~PS! which ensonified
the SRA. The SRA receives the probe-source field, time re-
verses it~phase conjugation in the frequency domain!, and
then uses the time-reversed data as the excitation for an array
of sources which are collocated with the receiving hydro-
phones. If the ocean environment does not change signifi-
cantly during the two-way travel time, the phase-conjugate
field will refocus, regardless of the complexity of the me-
dium, with the caveat that excessive loss in the system de-
grades the process. The focus is both spatial and temporal,
recombining the multipaths from the first part of the
transmission.9 Since this process offers an approach to com-

pensate for multipath interference and other distortion
through a complex medium, it may be applicable to various
adaptive sonar and communication concepts.

This paper describes a second phase-conjugation experi-
ment conducted in May 1997. The new results reported in
this paper include:~1! extending the range of focus from the
earlier result of 6 km out to 30 km,~2! validating a new
technique to refocus at ranges other than that of the probe
source, and~3! demonstrating that probe-source pulses 1
day, 2 days, and as much as 1 week old can be successfully
refocused.

I. EXPERIMENTAL GEOMETRY

The second TRM experiment was performed off the
west coast of Italy in May 1997 at the same location as the
previous experiment.1

Figure 1 is a schematic of the experiment, and indicates

FIG. 1. Experimental setup for the May 1997 phase-
conjugation experiment.
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the types of environmental measurements that were made.
The TRM was implemented by a 77-m source–receive array
~SRA!, in 123-m-deep water, which was hardwired to the
Isola di Formica di Grosseto. The SRA consisted of 23 hy-
drophones with 23 collocated slotted cylinder sources with a
nominal resonance frequency of 445 Hz. The sources were
operated at a nominal source level of 160 dB. The received
signals were digitized, time reversed, and after being con-
verted back to analog form, retransmitted. A flextensional
probe source~PS! was deployed from the NATO research
vessel ALLIANCE. The probe source, together with a receiv-
ing hydrophone, also was used as a transponder in some
parts of the experiment. The ALLIANCE also deployed a 48-
element vertical receive array~VRA! spanning 90 m which,
for most of the experiment, was located 14.8 km from the
SRA. The VRA radio telemetered all individual element data
back to the ALLIANCE. For the runs in which we simulta-
neously varied the range of the PS and the VRA, the VRA
was suspended from the ALLIANCE to ensure its being very
close to the probe source~within 60 m!. Additional hardware
details can be found in Appendix B of Ref. 1.

Figure 2 shows a collection of sound-speed profiles ob-
tained from a conductivity–temperature–depth~CTD! probe,
which provides an indication of the sound-speed variability
over the duration of the experiment. Note the increase in
sound speed of the surface layer due to surface warming. The
range-dependent bathymetry obtained from an echo sounder
and the bottom sound-speed structure determined from ear-
lier experiments1,10 are shown in Fig. 3, along with the mean
sound-speed profile over the period 12–14 May 1997. Note
that the sound speed in the sediment layer~the thickness of
which varies with range from the SRA! is smaller than the
sound speed in the water column.

II. LONG-RANGE SHALLOW-WATER PHASE
CONJUGATION

The previous experiment1 contained TRM results at only
6.3 km. Here, we present results out to 30 km. For these
runs, the VRA and the PS were both suspended from the
ALLIANCE. Just from the size of the ship, the difference be-
tween their ranges to the SRA was within 60 m. Figure 4

shows the results for PS at an 81-m depth for five different
ranges from the SRA: 4.5, 7.7, 15, 20, and 30 km. As ex-
pected, the temporal focus remains compact while the spatial
focus broadens with range due to mode stripping. The latter
can be seen more quantitatively in Fig. 5~a!. Note, however,
that there is a significant sidelobe around a 40-m depth at a
15-km range, as shown in Fig. 4~c!. Also, in Fig. 4~a! the
focus appears to occur at 85 m, which is below the PS depth.
The depth axes in Fig. 4 are based upon the assumed array-
element depths for a perfectly vertical receive array, al-
though the VRA was suspended from the freely drifting AL-

LIANCE @except in the case of Fig. 4~f!#. In fact, the
ALLIANCE was drifting at approximately 1/2 kt during the
period of Fig. 4~a!, 1/3 kt during the period of Fig. 4~b!, and
there was almost no drifting of the ship during the periods of
Fig. 4~c!–~e!. Incorporating a nonvertical shape of the array
resulting from the ship drifting could bring the focus of Fig.
4~a! back to the PS depth. We also note that the mainlobes of
the focus have longer tails towards the bottom for ranges
greater thanR515 km. This is due to the contribution of
lower-order modes excited for a deep PS source~81-m
depth! in a strongly downward-refracting environment.

Simulations using the environment of Fig. 3 as an input
confirm that the focal structure is consistent with theory.1

The broader mainlobes around the PS depth in Fig. 5~a!
whenR520 andR530 km are due to backpropagated noise
components in the vicinity of 460 Hz~close to the carrier
frequency of 445 Hz!, which are embedded in the data re-
ceived by the SRA. The simulations also predict the sidelobe
around the 40-m depth at the 15-km range. As described
below, this sidelobe is due to the nonoptimum spatial cover-
age of the source–receive array~SRA! in this particular en-
vironment.

There are two issues in spatial sampling: array aperture
and element spacing. We used a 23-element SRA spaced
3.33 m, i.e., approximatelyl at the frequency 445 Hz. The
uppermost element is at a 25-m depth and the SRA spans 77

FIG. 2. Sound-speed profiles derived from CTDs for the period 11–24 May
1997.

FIG. 3. The range-dependent bathymetry obtained from an echo sounder
and the bottom sound-speed structure determined from earlier experiments
are shown along with a sound-speed profile averaged over the period 12–14
May 1997. The range is relative to the SRA. The sound speed in the sedi-
ment layer is smaller than in the water column, such that the top and bottom
sound speeds are assumed to be 1460 and 1490 m/s, respectively. The
depths of the SRA elements are also included.
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m of a 123-m water depth. Here,l spacing is sufficient for a
vertical array due to the waveguide nature of the channel.11

Figure 6 shows simulation results for various SRA con-
figurations, clearly demonstrating that the sidelobe can be
removed by lowering the SRA 10 m towards the bottom. As
can be seen, element spacing is not the issue. The results
indicate that in a strongly downward-refracting environment,
it is better to sample the field in the lower part of the water
column. For a different sound-speed profile, however, the
sidelobe disappears as shown in Fig. 4~f! ~also at 15-km
range!, which was obtained 10 days later than Fig. 4~c!.

Figures 7 and 8 show the experimental results for the PS
at a 47-m depth at various ranges. We note from Fig. 2 that
this depth undergoes considerably more sound-speed struc-
ture variability than the deep probe-source position. An at-
tempt to simulate the double peaks at the 30-km range using

a simple time-invariant environment as above had little suc-
cess. In addition, the structure of the double peaks changes
significantly over the 15-min period~the duration of this por-
tion of the experiment!. The spatial and temporal variability
of the sound-speed structure at this time is under investiga-
tion. Figure 7~a! also suggests that the array shape was not
vertical due to drifting of the ship, as pointed out in Fig. 4~a!.

To summarize, the TRM is still quite effective at 30
km—particularly for the deeper probe source, which is in the
more stable part of the water column. This focal property of
the waveguide TRM is quite impressive. The focal region
has a vertical extent of about 25 m~3 dB down from peak! at
a range of 30 km, which corresponds to 20% of the wave-
guide depth at a range of about 250 waveguide depths. Al-
though we did not map out the radial extent of the focus, Fig.
9 is a simulation using the environmental parameters which

FIG. 4. Experimental results for 50-ms, 445-Hz center frequency probe-source~PS! pings at 81-m depth and various ranges,R, between the PS and the
source–receive array~SRA!. ~a! R54.5, ~b! R57.7 km, ~c! R515 km. ~d! R520 km. ~e! R530 km. ~f! R515 km. The vertical receive array~VRA! is
within 60 m of the PS. Both the VRA and PS were suspended from the ALLIANCE except in~f!, which was from another run where the rf-telemetered VRA
was at 15-km range. Note the different depth coverage of the VRA in~f! in comparison with~a!–~e!.
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have successfully described this process, indicating that the
radial size of the focal region~depth of field! is on the order
of 800 m ~3 dB down from the peak! at a 30-km range and
300 m at a 5-km range.

III. TRM WITH VARIABLE-RANGE FOCUSING

Here, we present results which experimentally confirm a
technique to change the range focus of a TRM12 based on the
frequency-range invariant of the interference pattern in a
waveguide. The technique involves retransmitting the data at
a shifted frequency according to the desired change in focal
range. The expression which governs this shift is

~Dv/v!5b~DR/R!, ~1!

whereR is the horizontal distance of the SRA from the PS.
The invariantb is determined by the properties of the me-
dium, and is approximately equal to 1 in a shallow-water
acoustic waveguide. In a mildly range-dependent waveguide,
the value ofb varies with rangeR.

During the experiment, the frequency shift was imple-
mented in near real-time by a simple fast Fourier transform
~FFT! bin shift of the probe-source data received by the SRA
prior to retransmission. In the following results, the nominal
PS range is 15 km. Figure 10~a! shows the focusing for the
PS at a depth of 47 m when the VRA was 500-m inbound of
the probe source; Fig. 10~b! shows the focusing using a theo-
retically predicted215-Hz shift to refocus the pulse at the
SRA ~b51!. The results for the PS at a depth of 82 m are
shown in Fig. 11 when the VRA was 700-m outbound of the
PS. A 130-Hz frequency shift brought the focus back, as
shown in Fig. 11~b!. In Fig. 12~a!, the VRA was 600-m
inbound of the probe source, which resulted in considerable
defocusing. Figure 12~b!–~d! show frequency shifts of 20,
25, and 32 Hz with the best focus resulting from the 32-Hz
shift. It is interesting to note that this latter result corresponds
to b51.4, and in essence, this procedure is a way of deter-
mining b.

To summarize, it is possible to shift the focal range on
the order of 10% of the nominal range of the probe source.
The theory on which this shift is dependent is valid only over
a frequency range in which the mode shapes do not change
significantly. Frequency shifts of greater than about 10% vio-
late this condition. A practical limitation also comes from the
transducer characteristics of the SRA, the resonance of
which is around 445 Hz with a 3-dB bandwidth of approxi-
mately 35 Hz, as shown in Fig. B1 in Ref. 1. Therefore, it is
difficult to excite the pulse at a carrier frequency more than
10% offset from the original resonance frequency.

From the results presented above, temporal compression
appears to be a robust property of the TRM focus since it
occurs even when spatial focusing is absent. In this particular
environment, our narrow-band 50-ms pulse~22 cycles at 445
Hz! is dispersed to about 75 ms one-way duration for the PS

FIG. 5. The energy over a 0.3-s time window of the pulse received on the VRA as a function of depth for various ranges. The depth of the PS was 81 m.~a!
Experimental results.~b! Simulation results using the environment shown in Fig. 3. Note the sidelobe at around 40-m depth and 15-km range in both cases.

FIG. 6. Energy over 0.3-s time window of the simulated data at 15-km
range as a function of depth for various SRA configurations. The original
SRA spans 77 m of a 123-m water depth with the top element at 25-m depth
and the element spacing of 3.3 m~L577 m, d53.3 m! as shown with solid
circles. The line with squares is obtained with the same aperture but more
dense sampling (d52 m). The result from extending the aperture towards
the bottom (L587 m) is displayed with open circles. Last, the line with
solid triangles shows the result with the original aperture (L577 m) but
shifted down 10 m~i.e., the top element at 35-m depth!.
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at a 15-km range from the SRA@see Fig. 13~a!#. The VRA
results show that the retransmissions have been compressed
roughly to the original pulse duration. A shorter-duration
pulse, however, would have displayed more significant
spreading when not in focus than in the immediate vicinity
of the focal spot. Note also that the out-of-focus ranges con-
sidered here are within 10% of the nominal focal range.

IV. TRM WITH LONG-TIME MEMORY

Clearly, for a time-independent medium, one can use
stored probe pulses to focus on specific locations.3 However,

the temporal variability of the ocean is expected to limit such
a procedure. In the previous experiment,1 we found that a
single probe-source pulse received at the SRA could be used
to provide a stable focus for up to 3 h~the total duration of
that portion of the experiment!. In the May 1997 experiment,
we found that probe pulses up to 1 week old still produced a
significant focus at the original probe-source location.

Figure 13~a! shows the original probe-source pulse as
received by the SRA~on Julian day 132 at 17:42:05 Z! for
the PS at a depth of 81 m, and Fig. 13~b! shows the time-

FIG. 7. Experimental results for 50-ms, 445-Hz center frequency probe-source~PS! pings at 47-m depth and various ranges,R, between the PS and the
source–receive array~SRA!. ~a! R53.7 km. ~b! R57.8 km. ~c! R515 km. ~d! R530 km. The vertical receive array~VRA! is within 60 m of the PS. Both
the VRA and PS were suspended from the ALLIANCE. Note the double peaks at the 30-km range.

FIG. 8. The energy over a 0.3-s time window of the pulse received on the
VRA as a function of depth for various ranges. The depth of the PS was 47
m. Note the double peaks at the 30-km range.

FIG. 9. Simulated results of the energy over 0.3-s time window of the pulse
received on the VRA as a function of range with respect to the focal range
for various source ranges: 5, 10, 15, and 30 km.
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FIG. 10. Experimental results for the PS at a depth of 47 m.~a! Out-of-focus results on the VRA when the VRA is 500-m inbound of the PS.~b! Same as
~a! except a215-Hz frequency shift has been applied to the data at the SRA prior to retransmission. Note that the focus is improved significantly.

FIG. 11. Experimental results for the PS at a depth of 82 m.~a! Out-of-focus results on the VRA when the VRA is 700-m outbound of the PS.~b! Same as
~a! except a130-Hz frequency shift has been applied to the data at the SRA prior to retransmission. Note that the focus is brought back onto the VRA.

FIG. 12. Experimental results for the PS at a depth of 68 m.~a! Out-of-focus results on the VRA when the VRA is 600-m inbound of the PS.~b! 220-Hz
frequency shift.~c! 225-Hz frequency shift.~d! 232-Hz frequency shift. The232-Hz shift in ~d! shows the best focus, which corresponds tob51.4.
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FIG. 13. Experimental results using an old ping which was received by the SRA on JD 132 at 17:42:05 Z.~a! The pulse data received on the SRA for the PS
at depth of 81 m.~b! The original data received on the VRA from the time-reversed transmission of the pulse shown in~a! when the PS and VRA were at
the same range of 15.2 km.~c! The results on the VRA from the retransmission of~a! 1 day later. The VRA was 400-m inbound of the PS.~d! The results
on the VRA from the retransmission of~a! with a 216-Hz frequency shift 1 week later. The VRA was 300-m inbound of the PS.~e! The results on the VRA
from the retransmission of~a! 10 days later. The VRA was 300-m inbound of the PS. Note the different depth coverage of~b! from ~c!–~e! because the VRA
was suspended from the ALLIANCE at that time.

FIG. 14. Experimental results using an old ping which was received by the SRA on JD 138 at 21:48 Z.~a! The original data received on the VRA when the
VRA was 600-m inbound of the PS.~b! The data on the VRA 1 day later from the same ping used for~a!. In both cases, a232-Hz frequency shift was applied
to the ping received by the SRA prior to retransmission.
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reversed pulse received on the VRA just a short time later
~16 min!. Figure 13~c!–~e! show the results on the VRA for
the Fig. 13~a! pulse retransmitted 1 day, 1 week, and 10 days
later. Note the different depth coverage of Fig. 13~b! from
the others because the VRA was suspended from the ALLI-

ANCE at that time, not moored as in the other cases. The
biggest environmental change that occurred during this ex-
periment was a gradual warming of the surface layer, result-
ing in an increase in sound speed near the surface as indi-
cated in Fig. 2. Therefore, the results from a deep probe
source will be less sensitive to these environmental varia-
tions over the period than will be the case for a shallow
source.

It is surprising that a 1-day-old ping apparently shows
better focusing, as seen in Fig. 13~c!. Although the focus is
significantly degraded after a week along with the appear-
ance of a side-lobe in the upper water column, the TRM
clearly retains a memory. Furthermore, it might be possible
to enhance the focus with techniques related to that of the
last section. In Fig. 13~d!, a 216-Hz frequency shift was
applied prior to retransmission of the pulse in Fig. 13~a!
where the VRA was 300-m inbound of the PS. In fact, the
mismatch in environmental parameters such as sound speed
and water depth can be compensated by shifting the
frequency.13 Figure 14 shows the results for the PS at a depth
of 68 m using a day-old ping which was received by the
SRA on JD 138 at 21:48 Z along with the original result
from the same ping~15 min later!. The results in this section
suggest that the repetition rate required to keep a stable focus
may be less than originally suspected.

V. SUMMARY AND CONCLUSIONS

We have demonstrated that a time-reversal mirror can
produce significant focusing out to long ranges in a shallow-
water environment—30 km in water depths on the order of
125 m. Furthermore, we have confirmed experimentally that

the range of focus can be varied up to about 10% around the
nominal focal range. Finally, we have demonstrated that a
time-reversal mirror can have substantial memory. In this
experiment, probe-source pulses up to 1 week old were suc-
cessfully refocused.
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A new wave theory model providing consistent modeling of seabed insonification,
three-dimensional target scattering, and rough seabed reverberation has been used to investigate the
spatial and temporal characteristics of the multistatic scattering and reverberation from rippled,
shallow water seabeds. It is shown that the highly polarized—close to monochromatic—spectral
characteristics of ripple fields are associated with a reverberation environment which is highly
sensitive to both the frequency and insonification aspect relative to the ripples. The study suggests
that significant gains in detection performance for buried objects can be achieved by band-limiting
the processing to frequencies below an environmentally dependent ‘‘cut-off’’ frequency. The study
also confirms theoretically the intuitive advantage of insonifying the seabed along the ripple
direction to reduce monostatic reverberation. ©1999 Acoustical Society of America.
@S0001-4966~99!00903-0#

PACS numbers: 43.30.Bp, 43.30.Gv, 43.30.Hw, 43.30.Vh@DLB#

INTRODUCTION

The detection and classification of targets buried in the
seabed have traditionally been performed using high-
frequency sonars operating at grazing angles above critical,
where the acoustic field is propagating in the vertical direc-
tion in the bottom and therefore only undergoes losses asso-
ciated with the seabed transmission and the bottom attenua-
tion. However, in shallow water such an approach is severely
limited in terms of coverage, and a significant research effort
has recently been focused on the potential of detecting and
classifying buried objects using sonars with subcritical inci-
dence on the seabed.

Most of this work has focused on the high frequencies
~10–100 kHz! of traditional bottom sonars, with the scien-
tific issues being associated with the fundamental physics of
the bottom interaction. Here, one of the most important is-
sues has been the identification of mechanisms for subcritical
bottom penetration, including rough seabed scattering,1 and
porous media effects.2 Other research has focused on the
seabed reverberation environment, which is obviously a criti-
cal factor in regard to sonar performance.3,4 Other related
work has been associated with the issues of the actual scat-
tering process for buried targets.5

It is well known that lower frequencies have better pen-
etration properties, in part because of the lower attenuation,
but more importantly, in the context of subcritical target de-
tection, lower frequencies have a deeper evanescent ‘‘tail’’ at
subcritical incidence.6 As a consequence, a significant re-
search effort has recently been directed toward lower fre-
quencies. Thus, for example, SACLANTCEN has directed a
series of bottom interaction experiments involving penetra-

tion, reverberation, and target scattering measurements, us-
ing a parametric sonar with secondary frequencies in the
range 2–12 kHz. The results of this effort are beginning to
emerge. Thus, a recent modeling and analysis effort has led
to a new understanding of the dominant penetration mecha-
nisms in this frequency regime.7 The analysis suggests that
below approximately 5 kHz the evanescent coupling is the
dominant mechanism, while at higher frequencies scattering
from the seabed roughness dominates.

One of the models used in Ref. 7 was the new
OASES-3D scattering and reverberation model, developed at
the Massachusetts Institute of Technology,4,8 and this model
accurately reproduced the experimental data. Because this
model inherently decomposes the field into its coherent and
scattered components, it provided a direct measure of the
relative contribution of the two mechanisms. Since
OASES-3D inherently computes the coherent and scattered
fields throughout the waveguide, the agreement with the pen-
etration data suggested that the same model could be applied
to investigate the spatial and temporal properties of the three-
dimensional scattered and reverberant field in shallow water
waveguides, and the principal results of this analysis are de-
scribed in the following.

It should be stressed that the conclusions of this study
concern only theripple-induced reverberationproperties.
Thus, for example, at low frequencies the evanescent bottom
penetration becomes significant, and scattering and rever-
beration from bedrock roughness and volume inhomogene-
ities such as buried rocks and boulders may become impor-
tant, countering the effect of the spatial filtering provided by
the seabed ripples. Also, the present study assumes the ripple
field to have insignificant low wave number roughness, the
presence of which would increase the low-frequency rever-
beration levels. Another effect that will affect the signal–
reverberation ratio is the frequency dependence of the sonar

a!On leave from Department of Ocean Engineering, Massachusetts Institute
of Technology, Cambridge, MA 02139.
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footprint. The present study assumes a constant sonar foot-
print, whereas the insonified area for parametric sonars will
be approximately inversely proportional to the frequency
squared, countering the predicted decay of the ripple scatter-
ing. However, the 6 dB per octave added to the low-
frequency behavior of the reverberation is insignificant com-
pared to the rapidly decaying ripple contribution. On the
other hand, the beamwidth effect may be important in com-
bination with the other low-frequency reverberation mecha-
nisms.

The evaluation of the relative significance of these vari-
ous mechanisms affecting low-frequency bottom reverbera-
tion requires a series of well controlled experiments incorpo-
rating different bottom types, seabed roughness statistics,
and source–receiver geometries. The GOATS’98 experiment
carried out jointly between SACLANTCEN and MIT in May
1998 includes measurements of the full three-dimensional
reverberant field, which according to the models described
here will be significantly different for the various scattering
and reverberation mechanisms.

I. SCATTERING AND REVERBERATION MODEL

The three-dimensional version of the OASES propaga-
tion model has been combined with a perturbational ap-
proach to allow full wave-theory modeling of the three-
dimensional field associated with bottom-interaction of
narrow-beam sonars such as the TOPAS parametric source.9

The new OASES-3D model handles consistently both the
coherent component of the full waveguide field, including
the evanescent bottom penetration, and the scattering and
reverberation produced by anisotropic seabed roughness.4

Even though the modeling approach treats the scattered field
deterministically, and therefore coherently, we will maintain
the traditional scattering theory terminology, with the field in
the absence of scatters being referred to as thecoherentfield,
and the field perturbation being denoted thescatteredfield.

As a first step, the standard OASES code is applied to
compute the field in a waveguide with smooth interfaces.
Subsequently, the interface scattering is computed using the
perturbation approach to rough elastic interface scattering
developed by Kuperman and Schmidt.10,11 The original per-
turbation theory is based on a 2-D Fourier transform formu-
lation for rough interfaces of infinite extent. For computa-
tional reasons this approach is only feasible for evaluation of
the scattered field in plane geometry with one-dimensional
roughness.11 However, many sonar problems are character-
ized by a sonar ‘‘footprint’’ or ‘‘patch’’ of limited extent, as
is the case, for example, for the TOPAS, and an alternative
implementation of the perturbation theory has therefore been
devised by LePage,12 in effect representing the insonified
roughness patch by avirtual source distribution. The field
produced by this source distribution can then be very effi-
ciently evaluated by wave number integration models, such
as OASES, using azimuthal Fourier synthesis.13

It should be pointed out that traditional perturbation ap-
proaches are most often applied to directly predict the field
statistics by formal averaging. In contrast, the approach used
in OASES-3D uses a spatial realization of the roughness sta-
tistics, or a directly measured roughness patch, to generate a

single field realization. However, the model is sufficiently
efficient to allow for computing the field statistics using
Monte Carlo ensemble averaging.

A. Coherent field modeling

The coherent component of the field, including the eva-
nescent bottom field, is computed by the OASES code,8 us-
ing standard wave number integration for solving the fluid–
elastic wave equations in stratified waveguides.6

For arbitrary fluid–elastic stratifications, this theory de-
composes the wave field in each layerl into compression
and shear potentials,

x l 5$f l ,c l ,L l %, ~1!

where x l is a generic potential representing the compres-
sional potentialf l and the two scalar shear potentialsc l

andL l , representing horizontally (SH) and vertically (SV)
polarized shear waves, respectively.13 Obviously, in a fluid
medium, x l represents the compressional potential alone.
For propagation and scattering in a horizontally stratified
medium, it is convenient to introduce a coordinate system
(x,z) where the vertical coordinatez is represented by a
separate scalar, while the horizontal coordinates are repre-
sented in vector formx5(x,y).

Away from physical sources the seismoacoustic field po-
tentials of time dependence exp(2jvt) must satisfy homoge-
neous Helmholtz equations of the form

@¹21kl
2 #x l ~x,z!50, ~2!

wherekl represents the appropriate medium wave numbers.
In addition, the field must satisfy the boundary condi-

tions at all interfaceszl in the stratification, as well as the
source conditions. Assuming thephysical sourcesare limited
to a single depth,zs , a dummy interface is added at this
depth, and the interface conditions may be written in the
operator form

Bl x l ;l 11~x,zl !52 f s~x!d l s , l 51,2,...,N, ~3!

whered l s is the Kronecker delta, having unit value at the
source interface, and zero at all other interfaces.N is the total
number of physical and dummy interfaces in the stratifica-
tion. The differential matrix operatorBl represents the de-
rivatives relating the physical parameters involved in the
boundary conditions to the potentials.10 Thus, Eq.~3! repre-
sents the continuity of the pertinent displacements and
stresses at all physical interfaces, and discontinuity condi-
tions imposed by the physical source distributionf s(x).

For problems with source distributions of finite horizon-
tal extent, Eqs.~2! and ~3! are most conveniently solved in
cylindrical coordinates. Here, the Helmholtz Eq.~2! has so-
lutions in the form of an azimuthal Fourier series of Hankel
transform integrals,

x l ~r ,z,u!5 (
m50

` H cosmu
sinmu J E

0

`

dkr krJm~krr !

3@ x̃m;l
1 ~kr !e

jkzz1x̃m;l
2 ~kr !e

2 jkzz#, ~4!

wherer ,z are the depth and range coordinates, andkr is the
horizontal wave number. The depth-dependence of the field
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is represented by the exponentials, withkz being the vertical
wave number, defined as

kz5HAkl
2 2kr

2, kr<kl ,

jAkr
22kl

2 , kr.kl ,
~5!

wherekl 5v/cl is the medium wave number for layerl . In
this form, the integral representation clearly separates the
field into waves propagating vertically in the layer (kr

<kl ), and waves which are exponentially growing or decay-
ing, theevanescentwaves (kl <kr), separated by the critical
wave numberkr5kl . The amplitudesxm;l

6 (kr) are found by
matching the boundary conditions of continuous particle mo-
tion and stresses~pressure! at all interfaces in the stratifica-
tion. Since these boundary conditions must be satisfied at all
rangesr, they must be satisfied at each wave number com-
ponent, in accordance withSnell’s Law. Assembled for all
interfaces, these conditions are expressed in matrix form as

B̃l ~kr !x̃m;l ,l 11
6 ~kr !52 f̃ s;m~kr !d l s , l 51,2,...,N. ~6!

This equation is formally obtained as the Fourier–Hankel
transform of the spatial boundary conditions, Eq.~3!. At the
depth of the sourcezs , the right-hand side represents the
discontinuity of the Hankel transforms of the particle motion
and pressure due to the presence of the source. Note that the
global coefficient matrixB̃l in Eq. ~6! is independent of the
Fourier orderm, which has obvious computational advan-
tages when solving for many Fourier orders. As shown by
Schmidt and Glattetre,13 this is achieved by expressing the
boundary conditions, and therefore the source termf̃ s;m in
terms of the following combinations of the azimuthal expan-
sion coefficients for the displacements and stresses:

f̃ s;m~kr !
T'D@~ ũm1 ṽm!,~ ũm2 ṽm!,w̃m,s̃zz

m ,~ s̃zr
m1s̃zu

m !,

~ s̃zr
m2s̃zu

m !#. ~7!

It should be pointed out that the wave-field amplitude
solutions to Eq.~6! areexact, whereas the numerical evalu-
ation of the wave number integrals in Eq.~4! will exhibit
truncation and discretization errors. On the other hand, these
errors can be reduced to insignificance by the standard wave
number-integration contour deformation and sampling
procedures.6

The OASES propagation model directly implements
Eqs. ~4! and ~6!, and consequently inherently decomposes
the field into its propagating and evanescent components.

B. Perturbation scattering theory

Following the computation of the coherent field by wave
number integration, the scattering by rough interfaces can be
consistently handled using the method of small perturbations
developed by Kuperman and Schmidt.10 For arbitrary fluid–
elastic stratifications, this theory decomposes the wave field
into coherent and scattered components of the field potentials
in layer numberl , as illustrated in Fig. 1,

x l 5^x l &1sl 5H f l 5^f l &1pl

c l 5^c l &1ql

L l 5^L l &1r l

, ~8!

wherex l again is a generic potential representing the com-
pressional potential and shear potentials in layerl .

The coherent field satisfies the Helmholtz equation, Eq.
~2!, and a boundary condition similar to Eq.~3!, but with a
modified boundary operatorBl . The self-consistent modifi-
cation is important for evaluating coherent scattering
losses.10 However, for evaluating the scattered field, the un-
perturbed conditions may be applied for the coherent field in
what is equivalent to theBorn approximation.

Similarly, the scattered potentials satisfy homogeneous
Helmholtz equations

@¹21kl
2 #sl ~x,z!50, ~9!

and a set of boundary conditions, which according to the
perturbation theory are of the form,

Bl sl ;l 11~x,zl !52 f v~x!d l v , l 51,2,...,N, ~10!

where the distribution functionf v(x) is given by10–12

~11!

Here,gv(x) is the roughness elevation of interfacev at depth
zv . Bv is the same boundary operator as above, whilebv
represents the rotation of the boundary conditions due to the
roughness slope.

Obviously, Eq.~10! is totally equivalent to Eq.~3!, with
the physical source distributionf s(x) replaced by the distri-
bution function f v(x) at the depth of the rough interface.
Thus, f v(x) represents avirtual source distribution, the am-
plitude and phase distributions of which are determined by
the coherent field and the roughness through Eq.~11!.

1. Wave number representation

For horizontal stratifications with rough interfaces of in-
finite extent, the perturbation theory proceeds by transform-
ing the boundary equations~10! into the wave number do-
main, yielding for the wave number spectrum of the
scattered field,11

s̃l ;l 11
7 ~q!52B̃l

21~q!
d l v

2p E d2k g̃v~q2k!

3F ]B̃v~k!

]z
1 j ~q2k!b̃v~k!G ^x̃v;v11

7 ~k!&,

l 51,2,...,N. ~12!

FIG. 1. Rough interface patch in stratified waveguide, insonified by a seis-
moacoustic field.
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For random, spatially homogeneous interface roughness,
the roughness statistics are given by the spatial correlation
function Nv(Dr ) or its Fourier transform, the normalized
roughness power spectrumPv(p), and the roughness vari-
ance^gv

2&

Nv~Dr !5^gv~r !gv~r1Dr !&, ~13!

^gv
2&Pv~p!5

1

2p E d2DrNv~Dr !e2 j p•Dr. ~14!

Then, the following expression is achieved for the spatial
correlation function for the scattered field11

CS~r1 ,z1 ,r2 ,z2!5
^gv

2&

~2p!3 E d2pPv~p!

3F E d2q Am~z1 ,q,q1p!ej q•r1G
3F E d2q An~z2 ,q,q1p!ej q•r2G†

,

~15!

where (r1 ,z1) and (r1 ,z1) are the coordinates of receivers in
layersm andn, respectively, andAl (z,q,k) is the scattering
kernel

Al ~z,q,k!5el ~z,q!T̃v;l* ~q,k!^x̃v;v11
7 ~k!&.

Hereel (z,q) contains the exponentials representing the up-
and down-going scattered wave field in layerl , andT̃v;l is
a generalizedtransition matrix for the field in layerl pro-
duced by scattering from rough interface numberv,

T̃v;l ~q,k!52B̃l
21~q!

d l v

2p
F ]B̃v~k!

]z
1 j ~q2k!b̃v~k!G ,

l 51,2,...,N. ~16!

The scattering integrals of both Eqs.~12! and~15! are of
a form convolving a medium dependent boundary operator
term by the roughness spectrum at the difference wave num-
ber. ThisBragg scatteringcondition is illustrated graphically
in Fig. 2. An incident field with a wave number spectrum
centered around the wave vectork is convolved with an an-

isotropic roughness spectrum with skewnessu, creating a
scattered field composed of wave vectorsq within the lightly
shaded envelope in Fig. 2, representing the roughness spec-
trum. The modal structure of the waveguide, represented by
the inverse boundary operatorB̃l

21(q) in Eq. ~16!, is indi-
cated by the circles in Fig. 2. Thus, the resulting scattered
field will have a modal structure in all directions, but shaded
by the roughness spectrum centered at the incident wave
number.

Even though in the following the wave number repre-
sentation of the scattered field statistics is not used directly,
the Bragg scatteringcondition is convenient for interpreting
the numerical results, and diagrams similar to Fig. 2 will be
used extensively in the following to explain the spatial and
temporalsuper sensitivityof the reverberation environment
associated with rippled seabeds.

2. Finite roughness patch

For realistic two-dimensionally rough interfaces, the
convolution integrals in the correlation function, Eq.~15!,
become four dimensional. Even though a normal-mode ex-
pansion of Eq.~15! has recently been developed, yielding
orders of magnitude in computational savings,14 the full nu-
merical evaluation of the three-dimensional field statistics
through Eq. ~15! is computationally prohibitive. Conse-
quently, numerical implementations have been limited to
plane or axisymmetric problems with one-dimensional
roughness.11,14

For a finite size roughness patch or sonar footprint, the
scattered field can instead be represented by a spatial integral
over the patchP,

sl ~x;z!5E
P
Gl ~x,xv ;z,zv!d2xv , ~17!

whereGl (x,xv ;z,zv) is a generalized Green’s functionsat-
isfying the standard Helmholtz equation, and the boundary
conditions,

Bl ~x!Gl ;l 11~x,xv ;z,zv!52d~x2xv! f v~x!d l v ,

l 51,2,...,N, ~18!

with the virtual source distributionf v(x) given by Eq.~11!.
This equation is obviously of a form identical to the coherent
equation, Eq.~3!, and can therefore be solved in cylindrical
coordinates using the Fourier–Hankel transform, with solu-
tions of the form of Eq.~4!. Inserting these solutions into Eq.
~17!, and reversing the order of integration, then yields for
the scattered field,

sl ~r ,z,u!5 (
m50

` H cosmu
sinmu J E dqr qrJm~qrr !

3F E
P
G̃l

m~qr ,z,r v ,uv!r v drv duvG . ~19!

As was the case for the coherent field produced by the physi-
cal sources, the scattered field can then be computed using
the three-dimensional version of OASES,13 with the physical
source kernels being replaced by the virtual source equiva-
lents, obtained as the Fourier–Hankel transforms of Eq.~11!.

FIG. 2. Graphical representation of the scattering wave number kernel. The
scattered field is a convolution in the wave number plane of the incident
field by the anisotropic roughness wave number spectrum.
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The details of this transformation are described by Fan.15

The Fourier series in Eq.~19! converges very fast for
orders larger than the dimensionless sizeka of the patch, due
to the asymptotic behavior of the virtual source kernels

G̃l
m~qr ,z,r v ,uv!;Jm~qrr v!→0, for m.qrr v , ~20!

and the truncation of the azimuthal Fourier series is therefore
easily determineda priori. Thus, the number of significant
terms in the series depends only on the patch size, with the
typical number being equal to a few times thepatch sizein
wavelengths. In contrast, the number of terms in the numeri-
cal evaluation of each of the two dimensions of the equiva-
lent Fourier transform in Cartesian coordinates is determined
by the receiver range. For finite size patches, the virtual
source range is typically much shorter than the receiver
ranges, which is the key to the numerical superiority of the
cylindrical form.

C. Target modeling

Even though the present paper primarily focuses on the
reverberation environment, the implications of the results
have to be seen in the context of a potential target signal, and
a generic target modeling capability has therefore been
implemented into OASES-3D.

Using a 3-D adaptation of the approach of Ingenito,16

the target is represented by avirtual sourcewith a radiation
pattern determined by convolving the incident field by a tar-
get scattering function. The present 3-D implementation is
very similar to the one recently presented by Makris,17 who
rigorously derived the Fourier–Hankel representation of the
3-D waveguide field for a finite size spherical target, and
then formally investigated the validity of representing the
target as apoint scatterer. Here, instead, the point-scatter
assumption is directly adopted and the Fourier–Hankel trans-
form of the scattered field is performed numerically, in a
form which is directly compatible with the OASES infra-
structure, totally consistent with the handling of rough inter-
face scattering. In thissingle-scatteringapproach, the strati-
fication is ignored in the actual scattering process, with the
target assumed to be in an infinite medium. Thus, for an
incident plane wave of wave numberkr and horizontal azi-
muthal angleu0 , the target scattering is represented by a
shaded point sourceterm,16

x~R,u,qr !5
exp jkR

R
S6~u,qr ,u0 ,kr !, ~21!

whereS6(u,qr ,u0 ,kr) is the scattering function, with the6
representing the up- and downward propagating components.
The scattering function is represented in terms of the hori-
zontal wave numberskr andqr of the incident and scattered
field, respectively, instead of the more common representa-
tion in terms of vertical angles. However, using the wave
number form we can directly obtain the scattering function
for evanescent incident and scattered field components by
analytical continuation, which is crucial to the modeling of
scattering by buried targets.

For simple objects the scattering function can be deter-
mined analytically. Thus, for spheres, the expansion of the

scattering function in terms of spherical harmonics is well
established.16 The scattering function in the evanescent re-
gime qr ,kr.k is handled by simple analytical continuation.
For general targets the scattering function can be determined
numerically, e.g., using finite-element approaches.18

For a target in a stratified waveguide, Eq.~21! must be
transformed into a wave number integral representation of
the form of Eq.~4! to be able to express the boundary con-
ditions in the wave number domain, Eq.~6!. For the point
source, corresponding to the exp(jkR)/R term in Eq.~21!, this
transformation is provided by theSommerfeld–Weil integral,
with the kernelj exp(jqzuz2ztu)/qz at depthz.6 Applying the
stationary phaseor far-field approximation, the correspond-
ing wave number kernel for the scattered field is achieved by
simply shading the kernel of the Sommerfeld–Weil integral
by the scattering function,

x̃ l ~z,u,qr !5 j
ejqzuz2ztu

qz
S6~u,qr ,u0 ,kr !. ~22!

The wave number integral representation of the target scat-
tering then follows as

x l ~r ,z,u!5 (
m50

` H cosmu
sinmu J E

0

`

dqr qrJm~qrr ! j m11

3
ejqzuz2ztu

qz
S̃m

6~qr ,u0 ,kr !, ~23!

where j mS̃m
6(qr ,u0 ,kr) is the Fourier–Hankel transform of

the scattering function in Eq.~22!. The right-hand side of the
global boundary condition equation, Eq.~6!, representing the
Fourier expansion terms for the scattered field, then follows
as the discontinuity in pressure and particle velocity above
and below the nominal target depthzt , associated with the
wave number kernels

x̃m;l ~qr ,z!5 j m11
ejqzuz2ztu

qz
S̃m

6~qr ,u0 ,kr !. ~24!

For incident fields of finite spectral width, the scattering
function in Eq.~24! is replaced by an integral over the inci-
dent wave numberkr of the scattering function weighted by
the spectral density of the incident field.

The solution of Eq.~6!, followed by the wave number
integration, Eq.~4!, then directly yields the target scattering
in all layers.

The validity of the single-scattering approach for targets
near interfaces is obviously at issue, but as shown by
Fawcett,5 the approach appears sufficiently accurate for ob-
jects buried in sedimentary bottoms. However, the single-
scatter approximation may be inadequate when modeling the
temporal details of the scattered signals. Here the late mul-
tiples may be of lower amplitude than the primary response,
but separated enough in time to provide important classifica-
tion information. Another related issue, in particular for ob-
jects close to the seabed interface, is the treatment of the
target as apoint scatterer, which is a key feature of this
approach. The validity of this approximation was rigorously
addressed by Makris,17 who concluded that the point scat-
terer approximation for the sphere is valid for ranges in ex-
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cess of a sphere diameter from the centroid. It is uncertain
how this translates to the handling of transmission through
the seabed interface from shallow-buried targets. However, it
is hypothesized that by including the evanescent components
of both the incident and scattered fields, the correct physics
of the primary interaction with buried targets is adequately

represented, at both super- and subcritical sonar scenarios. In
any case, all the approximations made here must ultimately
be assessed by comparison to results of ‘‘exact’’ numerical
models and, more importantly, experiments.

II. 3-D SCATTERING AND REVERBERATION

The new scattering and reverberation model has previ-
ously been applied to investigate the mechanisms responsible
for sonar penetration into rippled seabeds in the 1–10 kHz
frequency regime.7 This study showed excellent agreement
between the penetration predicted by OASES-3D and the
predictions of a Helmholtz–Kirchhoff approach,19 and the
agreement with the experimental data was excellent, both
qualitatively and quantitatively. The analysis concluded that
two mechanisms were primarily responsible for the subcriti-
cal penetration. At frequencies up to 5–7 kHz, the direct
evanescent coupling is the controlling mechanism. This was
confirmed by direct OASES8 modeling using both plane
wave and finite beam insonification of the seabed.

At higher frequencies, both scattering models showed a
dominance of the roughness scattering contribution. Further,
the modeling showed a sharp ‘‘cut-off’’ in the scattering con-
tribution below 3 kHz. A detailed analysis of this phenom-
enon showed that the unexpectedly sharp low-frequency cut-

FIG. 3. Geometry configuration for seabed reverberation modeling. A para-
metric sonar is used to insonify a seabed patch of approximately 1035 m, at
a nominal grazing angle of 18°.

FIG. 4. Rippled seabeds used for analysis. The ripples are shaded by the
footprint of the sonar beam, incident at 18° grazing angle in the direction
indicated by the arrow. The ripple fields are realizations of the same spectral
statistics, but with different skew angles relative to the incident beam:~a! 0;
~b! 45; ~c! 90°.

FIG. 5. Wave number spectra in dB of rippled seabeds shown in Fig. 4.
Ripple aspect angles:~a! 0; ~b! 45; ~c! 90°.

1610 1610J. Acoust. Soc. Am., Vol. 105, No. 3, March 1999 H. Schmidt and J. Lee: Physics of 3-D scattering



off is associated with the particular spectral characteristics of
seabed ripples. Most scattering work in the past has been
assuming Gaussian or power-law spectra of the seabed
roughness,20 which, when adopted here, resulted in a much
more gradual frequency dependence of the scattering contri-
bution.

This understanding then led to the hypothesis that the
reverberant field in the water column would exhibit a simi-
larly sharp low-frequency cut-off. Such a phenomenon, in
combination with the low-frequency enhancement of the
evanescent penetration and scattering by buried objects, in
turn suggests that significant gains can be achieved in sub-
critical detection performance by operating below the envi-
ronmentally determined ‘‘cut-off’’ frequency. The present
study primarily focuses on the first hypothesis, i.e., the fre-
quency dependence of the reverberation environment and its
dependence on the ripple characteristics. A parallel study is
dealing with the systems issues associated with the target
detection problem.21

A. Environmental model

The environmental model is identical to the one used for
the penetration study.7 As a characteristic subcritical inci-
dence scenario, we consider the geometry shown in Fig. 3.
The water sound speed is 1525 m/s, while the bottom is sand
represented by a fluid half-space with compressional velocity
1685 m/s and density 1.9 g/cm3. The corresponding critical
grazing angle is 25.17°. The seabed is insonified by a
narrow-beam sonar at a nominal grazing angle of 18°. The
sonar footprint is approximately 1035 m.

Three different realizations of the ripple statistics are
being considered, as shown in Fig. 4. They are being gener-
ated by the ripple model developed by Pouliquenet al.,19

based on statistics observed during the penetration experi-
ment. The short correlation lengthL of the ripples is 20 cm
and the root-mean-square~RMS! roughness height is 2.5 cm.
Three different skewness angles are considered, 0°, 45°, and
90°. The associated roughness wave number spectra are
shown in Fig. 5. Note the strongly polarized, almost mono-
chromatic nature of the roughness spectra, and the filtering
of the low-wave number components, inherent to this seabed
model.19 The very small amount of low- and high-wave
number components of this roughness model is critical to the
physics of the reverberation, as will be discussed in the fol-
lowing.

The roughness patches are shaded by a Hanning window
consistent with the spatial width of the incident beam. The
perturbation theory is linear in both the roughnessgv and the
coherent fieldxv in Eq. ~11!. Consequently, within the limits

FIG. 6. 3-D scattering from rippled sand bottom insonified by narrow-beam sonar incident at a 0° aspect angle relative to the ripple axis. The incident field
is a plane wave of 0 dB amplitude and 18° grazing angle. The plots show pressure level contours in dB at~a! 2 and~b! 6 kHz, in a horizontal plane 10 m above
the seabed, centered at the sonar footprint. The small circles indicate the position of the source and monostatic receiver for a sonar with nominal 18° grazing
angle incidence. The rectangle at the origin indicates the position and size of the roughness patch.

FIG. 7. Bragg scattering conditions for ripples of aspect angle 0° relative to
incident field. The shading indicates the level of the roughness power spec-
trum, centered at the incident wave numberki . The short correlation length
of the ripples isL, and the water wave number iskw . ~a! Low frequency
(kwL,2p). ~b! Medium frequency (kwL'2p).
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of the perturbation theory, the roughness shading is equiva-
lent to a shading of the incident beam.

Even though OASES is capable of simulating the actual
spectral content of the incident beam, it is much more com-
putationally efficient to use the patch shading in combination
with an incident plane wave, and the effect on the scattered
field has been found to be insignificant. All the results shown
in the following are therefore generated using a plane wave
of unit amplitude~0 dB! incident at the nominal 18° grazing.

B. Reverberant field

The spatial and temporal distribution of the scattered
field has been computed in the band 1–10 kHz, and covering
ranges out to 50 m from the center of the footprint.

For the case of 0° ripples@Fig. 4~a!#, Fig. 6 shows the
cw power level in dB in a horizontal plane at the source
depth, 10 m above the seabed, at a frequency of 2~a!, and 6
kHz ~b!. The dimensionless correlation length of the ripples
at the two frequencies iskwL52p f L/c51.6 and 4.9, re-
spectively. The dynamic range of the contour levels is 60 dB,
with red indicating high field values, and blue, low. The
small circle indicates the position of the source and a mono-
static receiver for 18° nominal incidence. Note the extremely
low reverberation levels at the low frequency, and the pre-
dominantly forward scattering at 6 kHz.

The explanation for this behavior is illustrated in Fig. 7
showing the wave number diagram similar to Fig. 2, but
consistent with the specific ripple statistics. Thus, the gray
shading indicates schematically the power spectrum of Fig.
5~a!, centered at the incident wave numberki corresponding
to 18°. The circles indicate the medium wave number at the
two frequencies, separating thepropagating (qr,kw) and
evanescentcomponents of the scattered field in the water
column. At low frequencies (kwL,2p) most of the rough-

ness power is outside the circle and the associated scattering
is therefore evanescent in the water column and not reaching
the receiver at 10 m altitude.

At the higher frequency, the acoustic wavelength is of
the same order of magnitude as the ripple correlation length
(kwL'2p), and the ‘‘tails’’ of the power spectrum enter the
propagating spectrum, producing the ‘‘splitting’’ in the for-
ward scattered field observed in Fig. 6~b!. The backscattering
even at this high frequency is obviously still rather insignifi-
cant, consistent with Fig. 7~b!.

Figures 8 and 9 show the corresponding results for the
45° ripple aspect angle in Fig. 4~b!. Again, the scattered field
in the source plane is consistent with the Bragg conditions,
with an overall increase in scattering at the higher frequency
where more of the roughness power enters the propagating
regime bounded by the circleuqr u5kw . The overall scatter-
ing, including the monostatic backscattering, is obviously in-

FIG. 8. 3-D scattering from rippled sand bottom insonified by narrow-beam sonar incident at a 45° aspect angle relative to the ripple axis. The incident field
is a plane wave of 0 dB amplitude and 18° grazing angle. The plots show pressure level contours in dB at~a! 2 and~b! 6 kHz, in a horizontal plane 10 m above
the seabed, centered at the sonar footprint. The small circles indicate the position of the source and monostatic receiver for a sonar with nominal 18° grazing
angle incidence. The rectangle at the origin indicates the position and size of the roughness patch.

FIG. 9. Bragg scattering conditions for ripples of aspect angle 45° relative
to incident field. The shading indicates the level of the roughness power
spectrum, centered at the incident wave numberki . The short correlation
length of the ripples isL, and the water wave number iskw . ~a! Low
frequency (kwL,2p). ~b! Medium frequency (kwL'2p).
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creased significantly compared to the case where the insoni-
fication is parallel to the ripples.

Finally, Figs. 10 and 11 show the result for the ripples
being insonified at 90°. Here the difference between the two
frequencies is particularly dramatic, with a very strong back-
scattering observed at 6 kHz. Note also the insignificant for-
ward scattering in this case, the reason for which is that the
forward lobe of the power spectrum is in the evanescent
regime, as illustrated in Fig. 11. Also, the Bragg diagrams
show that for this case a maximum in the backscattering can
be expected for a frequency for which 2p/L52ki , which
translates to a frequency off 54.22 kHz.

C. Target scattering

The implications of the temporal and spatial character-
istics of the ripple reverberation become particularly evident
when compared to the scattering produced by a seabed tar-
get. To illustrate this, OASES-3D has been applied to com-

pute the 3-D scattered field produced by a solid sphere of
radius 30 cm, buried flush at the center of the sonar footprint,
and insonified by a plane wave of 18° incidence. Analogous
to the reverberation results above, Fig. 12 shows the scat-
tered power in dB in a horizontal plane 10 m above the
seabed, centered at the target and covering ranges out to 50
m. The spatial structure of the target scattering is obviously
significantly different from the reverberation. Thus, the tar-
get scattering at 6 kHz, corresponding toka.6.7, shown in
Fig. 12~b!, is dominated by steep scattering angles, with a
sharp drop in scattered power beyond a range of approxi-
mately 22 m, corresponding to the critical angle of 25.17°.
At shorter ranges, the target scattering path corresponds to
waves propagating in the bottom, while at longer ranges the
coupling of the target scattering back into the water column
is occurring through evanescent coupling, or ‘‘tunneling.’’
For r .22 m a radial interference pattern is evident, being
associated with interference between the ‘‘tunneled’’ direct
arrival and a second diffracted~creeping wave! arrival from
the target, as discussed later in relation to the temporal re-
sponse. Another characteristic feature at the higher frequency
is the strong forward lobe, even in the evanescent regime.

The corresponding result at 2 kHz (ka.2.2) is shown in
Fig. 12~a!. Here the critical angle transition is much less
distinct, and the scattering at the longer ranges is signifi-
cantly higher than at higher frequencies. The reason for this
is obviously the slower decay of the evanescent ‘‘tail’’ at
subcritical angles, yielding improved penetration,7 as well as
more efficient energy tunneling back into propagating waves
in the water column.

The most striking difference between the target scatter-
ing and the reverberation is of course the opposite frequency
dependencies. Thus, from a monostatic as well as bistatic
point of view, the target scattering beyond the ‘‘critical’’

FIG. 10. 3-D scattering from rippled sand bottom insonified by narrow-beam sonar incident at a 90° aspect angle relative to the ripple axis. The incident field
is a plane wave of 0 dB amplitude and 18° grazing angle. The plots show pressure level contours in dB at~a! 2 and~b! 6 kHz, in a horizontal plane 10 m above
the seabed, centered at the sonar footprint. The small circles indicate the position of the source and monostatic receiver for a sonar with nominal 18° grazing
angle incidence. The rectangle at the origin indicates the position and size of the roughness patch.

FIG. 11. Bragg scattering conditions for ripples of aspect angle 90° relative
to incident field. The shading indicates the level of the roughness power
spectrum, centered at the incident wave numberki . The short correlation
length of the ripples isL, and the water wave number iskw . ~a! Low
frequency (kwL,2p). ~b! Medium frequency (kwL'2p).
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cone is increasing with decreasing frequency, in contrast to
the reverberation, which increases dramatically with increas-
ing frequency.

D. Monostatic backscatter

Even though the present study has been aimed at the
physics of the 3-D scattering important to multi- and bistatic
sonar concepts, there are still significant operational advan-
tages in operating in a monostatic configuration, and here the
particular spectral characteristics of the sand ripples have
some interesting implications as well.

For a monostatic receiver, the results of the target and
reverberation modeling for the subcritical incidence, 18°, are
summarized in Fig. 13, showing the backscattering power
versus frequency for the three different ripple polarizations
as the solid curve~0°!, the dashed curve~45°!, and the dotted
curve ~90°!. The monostatic backscattering power of the
flush-buried sphere is shown as a dashed-dotted curve. Note
that in contrast to the backscattering strength of a free float-
ing target, which is approximately constant aboveka.1, the
backscattering strength of the flush-buried target has a dis-
tinct maximum atka.1, associated with the frequency de-
pendence of the evanescent excitation and scattering.

The dotted curve shows a clear maximum in the back-
scattering from the footprint at approximately 4 kHz, consis-
tent with the Bragg condition as discussed above. Also, Fig.
13 shows a very strong dependence of the monostatic rever-
beration on the ripple aspect angle. Thus, at frequencies be-
low 5 kHz, the reverberation from the 90° ripples is close to
60 dB higher than from the 0° ripples, and 20–30 dB higher
than the backscattering power of the 45° ripples. At frequen-
cies above 5–7 kHz, the differences reduce to 10–20 dB.

Figure 13 clearly illustrates the opposite frequency de-
pendence of the buried target field and the reverberation for
monostatic receivers. This in turn suggests that significant
gains may be achieved in subcritical detection performance
by limiting the bandwidth to frequencies below the ripple-
induced ‘‘cut-off’’ frequency.

Of course, Fig. 13 shows results in terms of target and
reverberation power, and does therefore not account for any
time-domain processing gain. To investigate the performance
implications of the sonar bandwidth for buried targets, the
model has been used to simulate the temporal response at a
monostatic receiver. Figure 14 shows the time series of the

FIG. 13. Frequency dependence of monostatic reverberation power for
ripple aspect 0~solid curve!, 45 ~dashed curve!, and 90°~dotted curve!,
corresponding to the footprints~a!, ~b!, and~c! in Fig. 4, respectively. The
incident field is a plane wave of 0 dB amplitude and grazing angle 18°. The
monostatic receiver is at 10 m altitude and 31 m range, as indicated by the
small circles in Figs. 6–10. The dashed-dotted curve shows the monostatic
target return for a sphere of 30 cm radius buried flush in a smooth seabed.

FIG. 12. 3-D scattering from 30 cm radius sphere buried flush in sand bottom insonified by a plane wave of 0 dB amplitude and 18° grazing angle. The plots
show pressure level contours in dB at~a! 2 kHz (ka.2.2) and~b! 6 kHz (ka.6.7), in a horizontal plane 10 m above the seabed, centered at the sonar
footprint. The small circles indicate the position of the source and monostatic receiver for a sonar with nominal 18° grazing angle incidence.

1614 1614J. Acoust. Soc. Am., Vol. 105, No. 3, March 1999 H. Schmidt and J. Lee: Physics of 3-D scattering



pressure signal, band-limited to 0.5–10.5 kHz. The source
pulse is a replica of a Ricker wavelet with center frequency 8
kHz, commonly used for the TOPAS secondary.7 The inci-
dent field is again a unit amplitude 18° grazing angle plane
wave. The upper trace shows the pure target signal at a re-
ceiver 10 m above the seabed at 30.77 m horizontal range,
corresponding to the nominal 18° grazing angle. Note the
double target arrival. The first arrival is the direct target re-
turn, generated by evanescent ‘‘tunneling’’ of energy back
into the subcritical scattering angles. The second arrival is a
diffracted arrival generated by a ‘‘creeping wave’’ traveling
around the spherical target. The second trace shows the
simulated reverberation time series for a ripple aspect angle
of 45°. Finally, the lower trace shows the total received field,
where the target signal is obviously totally dominated by the
reverberation.

To illustrate how the different spectral characteristics of
the target and the reverberation may be explored for detec-
tion, Fig. 15 shows the spectrograms corresponding to the
time series in Fig. 14. The upper plot shows contours of the
spectrogram of the pure target signal, while the middle and
lower plots show the spectrograms of the reverberation and
the total field, respectively. Here it becomes evident that the
only significant information about the presence of a buried
target in this scenario is at frequencies below the reverbera-
tion ‘‘cut-off’’ frequency of 2–3 kHz. This suggests that
improved detection performance can be achieved by band-
limiting the processing frequencies as opposed to using the
full band. The investigation of this hypothesis and the asso-
ciated sonar processing issues is the subject of a parallel
research effort at SACLANTCEN.21

Along the same line, the ripple orientation relative to the
insonification is obviously extremely critical to the detection
problem. Thus, as can be observed in Fig. 13, by insonifying
along the direction of the ripples, the bandwidth associated
with positive target-to-reverberation ratio is obviously in-
creased significantly, from 2 to 6 kHz, compared to the case
where the insonification is perpendicular to the ripples. Also,

the ripple ‘‘wavelength’’ is a critical parameter. Thus, larger
scale ripples encountered in deeper water will shift the rever-
beration ‘‘cut-off’’ to a lower frequency, while shorter near-
shore ripples will be associated with less low-frequency re-
verberation.

To take advantage of such environmental reverberation
dependencies in an operational scenario, the sonar system
must be closely tied to the environmental assessment and
have adaptive capabilities which allow the platform to select
optimal insonification and reception geometries.

III. CONCLUSION

A new wave theory model providing consistent model-
ing of seabed insonification, three-dimensional target scatter-
ing, and rough seabed reverberation has been used to inves-
tigate the spatial and temporal characteristics of the
multistatic acoustic field associated with narrow-beam sonars
for seabed target detection and classification.

The reverberation environment associated with hydrody-
namically induced ripple structures in water of 10–20 m
depth is found to be strongly frequency dependent in the
1–10 kHz regime, with the most distinct feature being a very
sharp drop in the reverberation below a ‘‘cut-off’’ frequency,
which for sand ripples of 20 cm wavelength is approximately
2 kHz.

This low-frequency ‘‘cut-off’’ feature is a result of the
specific, highly polarized, roughness spectrum associated
with sand ripples. Thus, the wave number spectrum of the
ripple fields in this study has insignificant low-wave number
components. In contrast, the traditional power-law roughness
spectra used for characterizing seabeds have their maximum
spectral content at the low wave numbers, resulting in a more
gradual reverberation decay toward lower frequencies.

In addition to the drastic drop in reverberation observed
at low frequencies, the analysis also demonstrates theoreti-
cally that enhanced subcritical backscattering from buried
objects is achieved at frequencies below 4–5 kHz. The com-
bined effects suggest thatenhanced detection performance
can be achieved by limiting the processing bandwidth to fre-
quencies below typically 3–4 kHz, in contrast to traditional
sonar philosophy of expanding bandwidth to achieve en-
hanced processing gain against reverberation.

Also, the analysis suggests, that at low frequencies in
particular, a dramatic, up to 60 dB, reduction in reverbera-
tion power can be achieved by insonifying the seabed along
the ripple direction.

These results in turn suggest the development of new
environmentally adaptive sonar technologythat takes opti-
mum advantage of the strong temporal and spatial sensitivity
of the seabed interaction.

However, it should be stressed that these conclusions
concern only theripple-induced reverberationproperties.
Thus, for example, it must be assumed that real ripple fields
are superimposed on a finite isotropic seabed roughness
which will counter the drastic low-frequency cutoff in the
reverberation power predicted here, with the resultant fre-
quency dependence of the reverberation becoming less dra-
matic. The relative role of such isotropic roughness compo-
nents is the object of a continued modeling and experimental

FIG. 14. OASES simulation of time series of acoustic pressure at a mono-
static receiver at nominally 18° grazing angle. The upper trace shows the
target signal, while the center trace shows the seabed reverberation for a
ripple aspect of 45° aspect. The lower trace shows the total signal. All traces
are plotted on the same scale.
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analysis effort, but unfortunately the low-wave number
roughness components of real seabeds are not easily deter-
mined. On the other hand, even though the absolute rever-
beration levels are affected by such roughness components,
the conclusions of this study are qualitatively unchanged.
Also, the spatial filtering provided by the seabed ripples is
countered by scattering from bedrock roughness and volume
inhomogeneities such as buried rocks and boulders, which
may become significant at low frequencies. Another effect
that will affect the signal–reverberation ratio is the fre-
quency dependence of the sonar footprint. The present study
assumed a constant sonar footprint, whereas the insonified
area for parametric sonars will be approximately inversely
proportional to the frequency squared, countering the pre-
dicted decay of the ripple scattering.

The evaluation of the relative significance of these vari-
ous mechanisms affecting low-frequency bottom reverbera-

tion requires a series of well controlled experiments incorpo-
rating different bottom types, seabed roughness statistics,
and source–receiver geometries. The GOATS’98 experiment
carried out jointly between SACLANTCEN and MIT in May
1998 included measurements of the full three-dimensional
reverberant field, which according to the models described
here were significantly different for the various scattering
and reverberation mechanisms.
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This paper develops two new models for ambient noise processes which exist in the deep ocean. The
first model, termed the Kronecker autoregressive model, extends existing ideas regarding the use of
linear models on uniform line arrays. The paper shows that the novel parametrization accurately
models physical noise processes for uniformly sampled volumetric arrays. A new proof is presented
which shows that for the case of purely sinusoidal signals, the Kronecker form provides an exact
model, suggesting its use for colored noise sources. The second model uses a form of the spherical
harmonic expansion to develop an original linear matricial model. Additionally, this paper presents
a new algorithm needed for computing the weighting coefficients involved with this model.
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INTRODUCTION

Numerous experimental and analytical studies describe
underwater ambient noise mathematically, by computing
spatial correlation functions theoretically,1–5 experimentally,
with at-sea measurements,5–7 and numerically, by modeling
ocean noise statistics.8

These studies indicate that nonisotropic additive ambient
sensor noise exists in the ocean. In the deep ocean, ambient
noise exhibits a frequency-dependent, vertical directionality:
at low frequencies, distant shipping causes an increased
noise about the horizontal; at high frequencies, wave action
imparts an increased noise about the vertical.2,4 A mixed
spectral acoustic environment9 exists, consisting of discrete
frequency sources~tonals! and continuous frequency sources
~colored noise!. Direction finders exhibit high false alarm
rates in the presence of spatially colored ambient noise. Stan-
dard methods applied in practice exhibit serious degradations
in terms of bias, angular resolution, spurious peaks, nonde-
tection of weak sources, and estimate of the number of
sources.10 To combat the effects of colored noise, prewhit-
ening algorithms have been developed.11–13

Although some mathematical models for spatial noise
correlations accurately represent physical phenomena, they
may not be amenable for expression in terms of a vector
parametrization. The work by LeCadre7,11,12 demonstrates
that a linear model, namely an autoregressive~AR! param-
etrization of the noise approximately equals the physical re-
sults in the case of a uniform line array. Indeed, since an
array with regularly spaced elements provides spatially uni-
form data samples~and assume temporally regular data!, an
AR model seems appropriate. Many authors choose the AR
parametrization in their work, for example, Nagesha and

Kay,14 Ye and DeGroat,15 and Tewfik.16 In fact, Tewfik16

makes a strong statement, paraphrased here, regarding the
utility of the AR model:

Fortunately, it has been established in Ref.11 that
noise processes that result from known back-
ground underwater noise fields have power spectra
that can be adequately modeled by low-order ra-
tional AR models.

However, the uniform line array AR parametrization
suffers two significant drawbacks, in that its geometry repre-
sents a subset of the important volumetric, or general, case
~see Ref. 13! and the requirement for uniform sampling con-
strains the use of AR models.

For the case of an arbitrarily oriented volumetric array
when correlation exists due to a nonisotropic noise environ-
ment, physical correlation models become paramount. Am-
bient noise due to natural phenomena and human causes ex-
ists in the ocean. Two excellent references by Burdic~Ref. 1,
pp. 297–302! and Wenz5 describe common sources of
acoustic ambient noise in the ocean. Wenz identifies many
physical sources of ambient noise such as thermal agitation
from molecular movement of the medium, hydrodynamic
sources from bubbles, water droplets, surface waves, and tur-
bulence, and oceanic traffic from ships. Wenz characterizes
each of these sources on a composite plot~Ref. 5, p. 1952,
Fig. 13! showing relative sound pressure spectrum level ver-
sus frequency band~and for the case of wind-related effects,
for several wind intensities!.

The physical source component of interest for this paper
includes high-frequency hydrodynamic sources due to sur-
face waves caused by wind. These waves in turn generate
oscillating bubbles, adding to the effect. The lower fre-
quency sound generated by distant oceanic traffic in shipping
lanes constitutes the principal human contribution.

a!Electronic mail: barthal@mail.northgrum.com
b!Electronic mail: willett@mailsrv.engr.uconn.edu

1618 1618J. Acoust. Soc. Am. 105 (3), March 1999 0001-4966/99/105(3)/1618/12/$15.00 © 1999 Acoustical Society of America



Burdic ~Ref. 1, pp. 306–314! formulates the physical
properties mathematically, by identifying the correlation
properties of three types of angular noise distributions of
ambient noise: isotropic, surface, and impulsive. Burdic1

makes the important assumption that the cross correlation
between any two sensors depends only on the distance be-
tween them, not on their relative orientation in space. The
Cox2 model generalizes Burdic’s work1 by incorporating the
orientation into the correlation computation.

Previous ambient noise models11,12worked only for uni-
form line arrays, primarily for noise sources broadside to the
uniform line array, or consisted of complicated mathematical
models derived from physical principles.1,2 These models
were not amenable to generalized volumetric array geom-
etries, and not amenable to algorithm development, say, to
develop a prewhitening algorithm~see Refs. 13, 17, and 18!.
Additionally, it is unclear whether new techniques, such as
the relative entropy functional,19 will be easy to generalize to
general volumetric arrays.20

This work generalizes the use of AR models to volumet-
ric, uniformly sampled arrays through the use of a novel
parametrization, termed the Kronecker AR model. The work
proves that such a model generates spatial densities which
approximate physical ambient noise processes. The work de-
velops the complex AR model and shows how it may be
used for nonbroadside ambient noise sources. This paper per-
forms a novel application of two information theoretic crite-
ria to show the low dimensionality associated with such a
model. The paper applies the Levinson–Durbin–Wiggins
algorithm21 to prove the validity of such a model. As further
validation of the model, a new proximity metric is defined

which compares the Kronecker AR model with physically
generated ones.

This work develops an original linear matrix parametri-
zation based on the spherical harmonic expansion which is
applicable to general volumetric arrays. This model provides
a simple parametrization in terms of real weighting coeffi-
cients. As part of this model, a new computational algorithm
is presented which computes model parameters for arbitrary
orders in the expansion.

The format of this paper is as follows. In Sec. I we
describe the novel parametrizations and extensions to previ-
ous work for the case of uniformly sampled and volumetric
arrays. In Sec. II we summarize the results of this work.

I. AMBIENT NOISE MODELS

A. Uniformly sampled arrays

A qualitative comparison between Burdic’s models1 and
AR processes with real coefficients provides justification for
the use of AR models. The Levinson algorithm~Ref. 22, pp.
161–171! is used to compute the AR coefficients from Bur-
dic’s correlation estimates1 and the form of the power spec-
tral density from~Ref. 22, p. 111! is used. Figure 1 plots the
correlations and power spectral densities~PSDs! obtained
from Burdic’s model1 for isotropic noise as solid lines. The
dotted line in the figure depicts results for an AR processes
of order 3. The figure represents results for a 60-element
array with 0.45-wavelength spacing, temporal frequency of
interest 500 Hz, and speed of propagation 1498 m/s~a more

FIG. 1. Correlation sequence~with zoom-in! and power spectral density for isotropic~white! noise as modeled by Burdic~solid lines! and an AR~3! model
approximation~dotted line!. The array contains 60 elements and has 0.45 wavelength spacing.
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illustrative figure results from spacing of slightly less than
0.5 wavelength!. Figure 2 illustrates similar results for noise
due to distant shipping~impulsive noise! with a half-
wavelength array. Figure 3 illustrates results for noise due to
surface waves. All three figures illustrate a workable degree
of fit for AR models with typical noise.

Figure 4 depicts plots of two AR model order selection
criteria versus search index for the correlations due to sur-
face noise from a single line array with 12 sensors. The two
criteria use the forms from Kay’s book~Ref. 22, pp. 234–
237!. Figure 5 shows a similar plot for correlations due to
shipping noise. Clearly, both criteria estimate a low model
order in the vicinity of 2 for both types of noise.

Next we explore the relationship between autoregressive
coefficients and steered colored or extended noise sources.
This relationship is necessary for relating complex AR coef-
ficients and direction-of-arrival angle for the extended noise
sources.

For simplicity of exposition, employ a quarter wave-
length uniform line array with a single impinging extended
noise source arriving from direction-of-arrival angleu. As-
sume thatu590 degrees represents broadside to the array. A
first-order autoregressive process models the ambient noise
with the coefficient

a1520.7. ~1!

Since this coefficient is purely real, the spatial density of the
resulting process is broadside to the array as depicted in
Fig. 6.

Now to model the same AR~1! source as one arriving
from u545 degrees rather than broadside, use the equation

ã15a1ej 2pd cosu50.424020.5570j , ~2!

whered represents intersensor spacing, hered5l/2. Figure
7 represents the spatial density of this process.

Figures 1–7 demonstrate the effectiveness of unidimen-
sional AR models for modeling correlation and spectral den-
sity properties of ambient ocean noise. A natural approach
suggests the use of multidimensional AR models for uniform
planar or uniform volumetric arrays.

For planar arrays, the aim of this research is to model
the noise impinging on thisM3N/M array as a multidimen-
sional AR process of maximum order (M ,N/M ). The valid-
ity of the uniform line array model enforces this assumption.
To test the validity of this model on a typical array, perform
the following operations:

~1! Compute the Cox2 shipping noise correlation coefficients
for the array.

~2! Compute the power spectra of the correlation coeffi-
cients via the two-dimensional discrete Fourier trans-
form ~DFT!.

~3! Use the Levinson–Wiggins–Robinson algorithm21 to
compute the two-dimensional AR coefficients.

~4! For a selected AR order, compute the associated corre-
lations.

~5! From these correlations, compute the PSD from the AR
coefficients via the spatial Wiener–Khintchine theorem
~Ref. 23, p. 117!.

~6! Compare the two power spectra.

Figure 8 depicts the PSDs obtained for a 3312 planar
array. Notice that the Cox2 model assumes that the noise
fields are uniform in azimuthf. The nomenclature 4-D re-

FIG. 2. Correlation sequence~with zoom-in! and power spectral density for impulsice~possibly due to distant shipping! noise as modeled by Burdic~solid
lines! and an AR~3! model approximation~dotted line!. The array contains 60 elements and has 0.45 wavelength spacing.
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fers to the Wiener–Khintchine result, while the reduced AR
order depicts results for an order of~3,2!. The reduced AR
model displays a good fit with the physical one~‘‘good’’
implying that the model is suitable and meets the expecta-
tions of this paper!.

A similar analysis is performed here for arrays with
volumetric aperture. As an example, consider a 232312
uniform volumetric array. Figure 9 depicts the reduced AR
order power spectral density for order~3,2,2!. Again this

spectrum contains the expected shape for noise due to distant
shipping.

Although the multi-dimensional AR model approach
seems alluring, for very large volumetric arrays where the
total number of sensors often reaches into the tens or hun-
dreds, however, the required estimation order of AR param-
eters becomes prohibitive. Two approaches reduce associ-
ated problem dimensionality: reduction of region of support
for AR models, and the use of Kronecker matrix product.

FIG. 3. Correlation sequence~with zoom-in! and power spectral density for surface-generated~possibly due to wind and wave action! noise as modeled by
Burdic ~solid lines! and an AR~3! model approximation~dotted line!. The array contains 60 elements and has 0.45 wavelength spacing.

FIG. 4. The AIC and MDL model order selec-
tion criteria for surface noise impinging on a
single line 12-sensor array. The minimum of
both curves is at 3, which represents the esti-
mated AR model order. The MDL measure em-
ploys 1000 data snapshots. Both curves are
scaled and normalized.
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Given a uniform planar array withM lines ofN/M sen-
sors per line,N represents the total number of elements. To
restrict the region of support, reduce this region by the bound
(px ,pz), where px<N/M and pz<M . For the uniform
cuboid case, represent the bounded coefficient region by
(px ,py ,pz), wherepzpy<M andpx<N/M .

Two problems exist with the reduced order parametriza-
tion for the planar and volumetric cases. The total number of
coefficients to estimate still equalspxpy andpxpypz , respec-
tively, which may represent a large number of parameters.
The second problem involves the functional relationship be-
tween the coefficients and the correlation matrix derived
from them, which makes it difficult to form a vector param-
etrization of the total correlation matrix derived from the
coefficients. A Kronecker product model provides a func-
tional relationship while simultaneously reducing the number
of parameters. Reference 24 describes an argument demon-

strating that for sinusoidal signals, the Kronecker model
equals the classical model exactly. This relationship suggests
that an extension to colored noise sources is feasible.

Notice that for uniformly spatially sampled multiple line
arrays, the Cox2 model generates noise correlation matrices
with block Toeplitz structure. Denoting this matrix byQ, for
anM line by N/M sensors per line array, the matrix assumes
the structure

~3!

FIG. 5. The AIC and MDL model order se-
lection criteria for shipping noise impinging
on a single line 12-sensor array. The mini-
mum of both curves is 2, which represents the
estimated AR model order. The MDL mea-
sure employs 1000 data snapshots. Both
curves are scaled and normalized.

FIG. 6. Spatial density of ambient noise,
modeled as a first-order autoregressive pro-
cess, plotted versus bearing. Since the coeffi-
cient, a1520.7 is real, the ambient noise
modeled by this process has its peak broad-
side to the array.
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whereQi j , ; i , j 51,2,...,M represents a set ofN/M3N/M
Toeplitz and symmetric (Qi j 5Qi j

T ) block elements. The in-
dex across lines applies for planar or cuboid geometry, as
long as sequential indexing exists. For example, the matrix
Qi j represents the cross-correlation matrix between linesi
and j across allN/M sensors, while the diagonal blocks
when i 5 j represent the autocorrelation matrices of eachi th
line.

Thus, to construct this matrix with the Kronecker prod-
uct, use matrices of dimension

~4!

where the arrows denote orientation on a planar array~xz
plane,z vertical, array parallel tox direction! and the symbol
^ represents the Kronecker product~see Appendix A for a
brief discussion of the Kronecker product!. For volumetric

arrays, to preserve the overall size of the matrix, measure the
cross-sectional grid, and partition the parametrization prop-
erly.

Since the Gohberg–Semencul relation25 directly param-
etrizes the inverse of each Toeplitz subblock
(Q↑

21,Q→
21,Q↙

21) in terms of AR coefficients, the partition-
ing into Toeplitz matrix elements of the block matrix pro-
vides the desired total parametrization. Equally important, by
employing the Kronecker product, problem dimensionality
reduces dramatically. The nomenclaturepx , py , pz denotes
the respective AR orders for each matrix (Q↑ ,Q→ ,Q↙).
Hence for the planar case, the termpxpy represents the re-
duced AR order from above, whilepx1py represents the
Kronecker reduced order. For the three axis case, model or-
der reduces topx1py1pz . Thus, the Kronecker product
model meets our criteria for a low-order functional surface to
optimize over.

Application of the Levinson–Wiggins–Robinson21 algo-

FIG. 7. Spatial density of ambient noise, mod-
eled as a first-order autoregressive process im-
pinging from 45 degrees, plotted versus bearing.
In this case, since the coefficienta1

50.4240– 0.5570j is complex, the ambient
noise modeled by this process has its peak off-
broadside to the array at 45 degrees.

FIG. 8. Cox shipping noise model power spec-
tral density comparisons between Fourier trans-
form and AR~3,2! process for a 3312 planar
array.
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rithm ~LWR! lends further credence to this approach. First
examine the planar case. Given a model with orderspx55
and pz53 for a 4312 array form the matrixQ5Qz^ Qx

where the parameter vectoraz
T5@1 a1 a2 ¯ apz

# param-
etrizesQz via the Gohberg–Semencul formula25 and so on
for Qx with ax . The LWR algorithm computes the matrix of
multidimensional AR coefficientsA of the sizeN/M3M
from the matrixQ. Interestingly, the matrixA contains the
outer product of the parameter vectors. Specifically, the ma-
trix assumes the formAT5az

Tax . In the three-axis case, the
nonzero elements of the coefficient matrix assume a cubic
shape as depicted in Fig. 10.

A proximity metric provides a qualitative measure of the
fit between an AR noise model and a physically generated
one. The following approach defines this metric~without loss
of generality, employ a uniform planar array!.

~1! Using the Cox2 formula, compute the noise correla-
tion matrix Q due to surface noise or distant shipping for an
N total sensor planar array withM parallel lines.

~2! Again using the Cox2 formula, determine the vector
of correlation coefficients~first row of matrix Q↑! q↑ for a
single vertical line array ofM sensors.

~3! Obtain the correlation sequence for the horizontal
line of sensorsq→ with the Cox2 formula.

~4! Use the Levinson–Durbin algorithm22 to compute
the vector of AR coefficientsa↑ and a→ for the two se-
quencesq↑ andq→ .

~5! Use the Gohberg–Semencul formula25 to obtainQ↑
andQ→ from a↑ anda→ .

~6! Form the estimate of the noise correlation matrix via
the Kronecker productQ̂5Q↑^ Q→ and normalize Q̂
5NQ̂/trace (Q̂).

~7! Define the proximity measure as a function of verti-
cal and horizontal AR order

e~p↑ ,p→!5iQ̂2QiF . ~5!

Figure 11 depicts a graph of the proximity measure for
surface-generated noise versus possible AR orders in the

horizontal and vertical. Figure 12 depicts the graph versus
only p→ for a fixed choice ofp↑54. The Cox2 model for
shipping noise generates similar results in both cases. As
expected, the proximity measure decreases as the order of the
AR model increases. The AR model provides a good fit.

B. General volumetric arrays

The Cox2 model generalizes the Burdic1 expressions and
computes the correlation coefficients for both surface-wave-
generated noise and distant shipping~impulsive! noise. This
model describes these coefficients for any sensor array of
arbitrary known geometry. When employing a two- or three-
dimensional uniform array, the model generates noise corre-
lation matrices with block-Toeplitz structure.22 Cox2 defines
a normalized directional density function for azimuthally
uniform ~uniform acrossf! fields F(u,v) and expands it
into spherical harmonics,

FIG. 9. The AR~3,2,2!-modeled noise due to
distant shipping on a 232312 volumetric array.

FIG. 10. Three-dimensional matrix of Levinson–Wiggins–Robinson coef-
ficients for an AR(px ,py ,pz) model.
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F~u,v!5(
l 50

`

cl~v!Pl~cosu!, ~6!

wherecl(•) represents the coefficient for thel th term in the
expansion,Pl(•) the Legendre polynomial of the first kind
~Ref. 26, pp. 332–334!. Cox2 provides the coefficients, de-
rived by curve-fitting to ocean acoustic data. The correlation
Qmn(d,v,g) ~normalized element of noise correlation ma-
trix! between two sensorsm and n separated by distanced
with angle relative to the verticalg at frequencyv equals

Qmn5(
l 50

`

i lcl~v!Pl~cosg! j l~vd/c!, ~7!

wherej l(•) represents thel th-order spherical Bessel function
of the first kind~Ref. 26, p. 437! and i represents a complex
number.

Appendix B presents a technique for obtaining the nec-
essary coefficientscl(•) for the shipping noise model. These
values appear in Cox’s paper~Ref. 2, Table I, p. 1297!. Fi-
nite precision effects cause some of his values to disagree
with the values computed in Appendix B.

For distant shipping noise, part of the spherical har-
monic expansion involves the expression relating even pow-
ers of sinu to the Legendre polynomials

sin2n u5 (
k50

n

a2kP2k~cosu!, ~8!

where Appendix B describes an algorithm for computing the
coefficientsa2k for k50,1,...,n and P2k(•) represents the
Legendre polynomials of the first kind. Given these results,
for noise due to distant shipping, Cox2 shows that the fol-

FIG. 11. Proximity measure versus AR orders
in two-directions for AR models of surface-
generated noise.

FIG. 12. Proximity measure versus AR orders
in the horizontal wherep↑54 for surface-
generated noise.
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lowing form represents the fourth-order directional density
function ~independent ofv!,

F8~u!50.041
0.96

0.40635
sin8 u

51.012.3625F (
k51

4

a2kP2k~cosu!G , ~9!

where the unusual constants are due to normalization. To
plug this expansion into the one in Eq.~7! relate the coeffi-
cients

c051, c2k52.3625a2k , ~10!

for k51,2,...,4. This provides the following relation for the
correlation matrix of noise due to distant shipping

QSHIP,mn5(
l 50

4

i 2lc2l~v!P2l~cosg! j 2l~vd/c!, ~11!

where for the fourth-order casec051.0000,c2521.7455,
c451.0876,c6520.3491, andc850.0470. Notice that the
parametrization always normalizesc0 to unity.

For noise due to surface wave action, Cox2 uses a four-
term harmonic model of the form

FSEA~u!50.110.9F sin 2u

4 sin~u/2!G
2

~12!

and represents it in terms of Legendre polynomials by em-
ploying the relation

S sin~nz!

n sinz D5
1

n F11
2

n (
j 51

n21

~n2 j !cos~2 j z!G . ~13!

Since this represents a cosine series, use an expression such
as Ref. 26, Eqs. 8.7.3, p. 335 or 22.3.13, p. 776, which re-
lates cosine series to Legendre polynomials, to convert it to
the form

F sin 2u

4 sin~u/2!G
2

5
1

6
1

3

10
P1~cosu!1

1

3
P2~cosu!

1 1
5 P3~cosu!, ~14!

so that the normalized directional density function

FSEA~u!51.013.6F (
n51

3

anPn~cosu!G , ~15!

wherea15 3
10, a25 1

3, anda35 1
5. To plug this expansion into

the one in Eq.~7! relate the coefficients

c051, ck53.6ak , ~16!

for k51,2,3. This provides the following relation for the
correlation matrix of noise due to surface noise,

QSEA,mn5(
l 50

3

i lcl~v!Pl~cosg! j l~vd/c!, ~17!

where for the third-order casec051.0000,c151.0800,c2

51.2000, andc350.7200. This parametrization also normal-
izesc0 to unity.

The coefficientsci parametrize the entire noise correla-
tion matrix for both the surface and the shipping noise cases.
Although the coefficients operate on each element of the cor-
relation matrix independently, a matrix form of the expan-
sions exist. This section develops the matrix form and forms
a vector parametrization of the expansion. Kneipfer4 devel-
oped an efficient method for computing the Cox2 parametri-
zations by computing only unique elements of each of the
matrices. This section exploits some of his formulation.

The following form represents the desired expansion for
the shipping noise correlation matrix in terms of the coeffi-
cientsc2i for i 50,1,...,4:

QSHIP5(
i 50

4

c2iZ2i1A. ~18!

Reference 24 examines the computation of theZ2i and A
matrices.

II. SUMMARY

This paper has presented novel, low-dimensional param-
etrizations for ambient noise fields for both uniform and gen-
eral volumetric sensor arrays. Previously developed methods
modeled only the noise for uniform line arrays with prima-
rily broadside ambient noise fields or provided parametriza-
tions based on the spherical harmonic expansion which were
not amenable to vector parametrization. This paper used
information-theoretic criteria to show that only low-order
models were necessary. Previous works on model order had
stated only qualitative results. The paper showed that multi-
dimensional AR models approximate physically generated
noise spectra, and presented a new model based on the Kro-
necker product which reduces parametrization order associ-
ated with them. This paper developed a new proof which
shows the equivalence between the Kronecker signal model
and the exact classical signal model. Such a model has never
been employed before in the literature. The paper developed
a novel noise model based on a matricial form of the spheri-
cal harmonic expansion and provided an algorithm for com-
puting the associated weighting coefficients. The previously
derived forms of this expansion did not allow for simple
vector parametrization, nor did they state how the coeffi-
cients were computed.

A main result of this work involves the comparison be-
tween both noise parametrizations. The Kronecker AR ver-
sion of the algorithm is only applicable in the case where
uniform spatial sampling exists. Arrays of this type include
uniform line arrays~equal intersensor spacing!, and uniform
planar and cuboid arrays~equal intersensor and interline
spacing!. This geometrical constraint limits the utility of this
version of the algorithm. This model, however, does provide
a low-dimensional parametrization and extensibility~via
complex AR coefficients! to nonbroadside ambient noise
sources. The ability to identify nonbroadside extended noise
sources would prove useful if a direction-finding algorithm
was trying to identify the direction-of-arrival of such an ex-
tended source. Once the algorithm estimated the appropriate
complex AR coefficient, an estimate of the direction-of-
arrival angle could be obtained. Although the paper has dem-
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onstrated that such a model is a good representation of dis-
tant shipping and surface-wave-generated noise, other noise
spatial densities may exist where the model might not be
appropriate.

The linear matrix form of the spherical harmonic expan-
sion model is applicable to any array with arbitrary geom-
etry, providing great extensibility. This model also provides
a low-dimensional parametrization. In this paper the model
was shown to provide good approximations to distant ship-
ping and surface-wave-generated noise. Noise densities may
exist where an alternate parametrization might be necessary.
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APPENDIX A: PROPERTIES OF THE KRONECKER
PRODUCT

This Appendix describes a useful property of the Kro-
necker product.

Definition 1: Given theM3M matrix A and theN/M
3N/M matrix B, define theN3N Kronecker product matrix
C5A^ B as

C5F a11B ¯ a1MB

] � ]

aM1B ¯ aMMB
G , ~A1!

whereai j represents the (i , j th) element of matrixA.
Lemma 1:If A21 andB21 exist, then

C215A21
^ B21. ~A2!

APPENDIX B: DERIVATION OF THE COX
COEFFICIENTS

This Appendix derives an original algorithm for comput-
ing the coefficients necessary for the spherical harmonic ex-
pansion of physically derived shipping noise. This algorithm
is based on solving a matrix equation of the formAx5b
whose elements are derived from orthogonal polynomial ex-
pansions appearing in Ref. 26. Results from the pseudocode
description are presented for two expansion orders and com-
pared with similar results appearing in Ref. 2. The significant
contribution of this algorithm is that the coefficients may be
derived for any arbitrary model order. When compared to
Cox’s results,2 this algorithm provides slightly different an-
swers, which may be an artifact of round-off error.

For low-frequency noise, functions of the form sin2n u
represent attractive models. The expansion of these functions

into Legendre polynomialsPn(cosu) of the first kind re-
quires coefficientsa2k . The expansion assumes the form

sin2n u5 (
k50

n

a2kP2k~cosu!. ~B1!

This Appendix addresses computation of these coefficients
by equating two known relations in~B2! and ~B4!. The ex-
plicit expansion for Legendre polynomials takes the form

Pl~x!5
1

2l (
i 50

u l /2u

~21! i S l
i D S 2l 22i

l D xl 22i , ~B2!

where

S m
n D5

m!

n! ~m2n!!
. ~B3!

The second relation represents powers of sinu in terms of
binomial coefficients

sin2n u5~sin2 u!n5~12cos2 u!n

5 (
m50

n

~21!mS n
mD cos2m u. ~B4!

The pseudocode description formulates the problem as

Ay85b, ~B5!

whereA is a matrix of Legendre coefficients,y8 represents
the desired coefficients to be computed using Gaussian
elimination, andb is a vector of binomial coefficients. As-
sume thatN represents the maximum desired order of the
expansion~Cox2 usesN54 and 10!.

~1! Initialize result matrixY:

Y50~N11!3N ~B6!

~2! Initialize matrix of Legendre coefficients:

A50~N11!3~N11! ~B7!

~3! Compute Legendre coefficients

for n50→N

for l 50→n

A~n112 l !,~n11!5
~21! l

4n S 2n
l D S 4n22l

2n D
end l

end n ~B8!

~4! Compute vector of binomial coefficients;

for m51→N

b50~m11!31

for n50→m

b~n11!,15~21!nS m
n D

end n ~B9!
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and compute matrix of results, where each column of
this matrix represents a vector of coefficients

A~1→m11!,~1→m11!y85b ~B10!

and fill in themth column of the result matrixY

Y~1→m11!,m5y8

end m ~B11!

~5! Return result for specific order

y5Y~1→N!,N. ~B12!

Table BI represents results obtained from this algorithm
for N54 and 10. The followingMATLAB function which
implements this pseudocode aids in its understanding.

function y = COX –COEFF(maxm);

% Alain Barthelemy 28 January 1994
% This program computes the coefficients in the expansion
% for Reference (1), Equation 76.
% The program utilizes an explicit expansion for Legendre Polynomials
% and the binomial expansion for powers of sin(theta).
% It formulates the problem as Ax=b, where the x’s are the desired coefficients.
% References:
% (1) Cox, H., ‘‘Spatial Correlation in Arbitrary Noise Fields with Application
% to Ambient Sea Noise’’, JASA 54/5, 1973.
% (2) Kneipfer, R., ‘‘A MATLAB Program for Predicting the Performance of
% Multiline Towed Arrays’’, NUWC-NL Technical Report 10, 167, 15 August 1992.
% (3) Abramowitz, M. and Stegun, I., ‘‘Handbook of Mathematical Functions
% with Formulas, Graphs, and Mathematical Tables’’, Applied Mathematics
% Series 55, National Bureau of Standards, December 1972.
% maxm is the maximum order of the expansion.

result = zeros(maxm+1,maxm);% Initialize matrix for results
A = zeros(maxm+1,maxm+1); % Initialize matrix of Legendre coefficients
for n = 0:maxm,

for 1 = 0:n,
A(n+1−l,n+1) = (((−1)ˆl)/(4ˆn)) *COMBINATION(2*n,l) *COMBINATION(4*n−2* l,2 *n);

end;
end;
for m = 1:maxm,

b = zeros(m+1,1);
for n = 0:m,

b(n+1) = ((−1)ˆn) *COMBINATION(m,n); % Vector of binomial coefficients
end;
% Matrix of results
% Each column of this matrix represents a vector of coefficients
result(1:m+1,m) = A(1:m+1,1:m+1) \b;
end;
y = result(:,maxm);

return;
% %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Function to compute combinations
function y = COMBINATION(m,n);

% Computes the number of combinations
y = FACTORIAL(m)/(FACTORIAL(n) *FACTORIAL(m−n));

return;
% %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

TABLE BI. The coefficientsa2k for k50,1,...,10, in the expansion of sin2n u
in terms of Legendre polynomials up to the tenth order wheren510. These
results differ slightly from those appearing in Cox’s paper; this may be due
to finite precision effects.

Orderk N 5 4 N 5 10

0 4.0635e-01 2.7026e-01
1 27.3882e-01 25.8752e-01
2 4.6034e-01 5.7107e-01
3 21.4776e-01 24.0735e-01
4 1.9891e-02 2.2501e-01
5 0 29.6837e-02
6 0 3.2023e-02
7 0 27.8842e-03
8 0 1.3639e-03
9 0 21.4813e-04

10 0 7.6068e-06
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% Function to compute factorial
function y = FACTORIAL(n);

y = prod(1:n);
return;
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A technique is described in which laser-generated shear waves can be used to measure the viscosity
of liquids. The technique involves measuring the shear wave reflection coefficient at a solid–liquid
interface. To accommodate this procedure, a wedge was designed to launch laser-generated shear
waves into the material at nearly normal incidence to the solid–liquid interface. The reflected
laser-generated shear waves are detected at a second interface with a laser interferometer. The angle
of incidence at this second interface is at an angle greater than the critical angle. The purpose of this
arrangement is to maximize the out-of-plane displacement at this second interface so that detection
with the interferometer can be more easily accomplished. Calculations that support the design of the
wedge and experiment are outlined and experimental results are presented and discussed. This
technique would be most applicable in those situations in which conventional techniques are not
suitable, such as those involving high temperature and hostile environments. ©1999 Acoustical
Society of America.@S0001-4966~99!03803-5#

PACS numbers: 43.35.Cg, 43.35.Yb, 43.35.Zc@HEB#

INTRODUCTION

Laser-generated ultrasound has great potential in appli-
cations where it is difficult or impractical to use a contact
transducer. These applications include those in high tempera-
ture and corrosive environments.1–3 This study deals with
developing a technique to measure the viscosity of high tem-
perature, and possibly corrosive liquids, such as molten
glasses and metals. However, the work presented here is part
of a feasibility study, and the experiments have been con-
ducted at room temperature. Future advances and modifica-
tions of the technique will adapt it to more hostile environ-
ments.

The technique, as explained in more detail in subsequent
sections, involved measuring the amplitude of laser-
generated shear waves reflected from a solid–liquid inter-
face. This information was used to determine the reflection
coefficient, which can be correlated to the viscosity of the
liquid. Very few works have dealt directly with laser-
generated shear waves. This is probably because the laser is
not an efficient shear wave generator, and because in-plane
displacements are more difficult to detect than out-of-plane
displacements.

Lasers are typically inefficient generators of ultrasound,
especially in the thermoelastic regime. Approximately 6% of
the energy of an incident light pulse at 1064 nm is absorbed
on a clean aluminum surface, the rest being reflected.1 Not
all of the absorbed energy is converted into ultrasound. Of

the energy that is converted into ultrasound in aluminum,
approximately 21% is contained within the shear wave, 77%
is contained within the Rayleigh wave, and 2% is contained
in the compressional wave.4

When a shear wave reflects from a surface at normal
incidence, the particle motion is entirely within the plane of
the surface. Laser interferometers have been developed
which can measure these in-plane displacements so that
shear waves can be detected directly.5 In a separate study, a
similar interferometer was used to study laser-generated
shear waves.6 Laser-generated shear waves have also been
detected with other transducers. Hutchins and Wilkins7 used
electromagnetic transducers to detect laser-generated shear
waves and determine their polarization. In a precursor to the
work presented here, laser-generated shear waves were de-
tected with piezoelectric shear wave transducers.8

The effect of fluid viscosity on reflected horizontally
polarized shear waves has been investigated elsewhere.9–11

Due to the viscosity of a fluid, shear waves can be transmit-
ted into viscous liquid. However, these waves are highly
attenuated and rapidly dampen. The capability of the fluid
media to convey these waves diminishes the amplitude of the
reflected shear waves propagating back into the solid. Thus,
the amplitude of these reflected shear waves depends on the
capacity of the liquid to transmit them, or its viscosity. The
magnitude of the decrease and its relation with the fluid
properties will be discussed in the following section.

As mentioned in a preceding paragraph, an earlier study
was conducted in which the viscosity of calibration liquids
was correlated to the reflection coefficient of laser-generated
shear waves.8 The shear waves were launched with a pulsed
Nd:YAG laser into an aluminum wedge and detected using a

a!Present address: Military Technology, Inc., P.O. Box 878, University, MS
38677.

b!Present address: Halliburton Energy Services, 2135 Hwy. 6 South, Hous-
ton, TX 77077.
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piezoelectric transducer. This paper describes the results ob-
tained with a totally noncontact system, generating the shear
waves with a pulsed laser, and detecting the reflected shear
waves with a laser interferometer.12,13As part of this project,
a wedge was designed so that the laser-generated shear
waves are incident to the solid–liquid interface at nearly nor-
mal incidence. This causes the relative particle motion be-
tween the solid and liquid to be parallel to one another,
which is a shearing type motion. The reflection of shear
waves at this angle is therefore the most sensitive to viscos-
ity since viscosity is a resistance to shear.

After the shear waves reflect off the solid–liquid inter-
face, they are incident on the surface of detection at greater
than the critical angle. This allows for the largest possible
out-of-plane displacement. These displacements can then be
detected with the more common Mach–Zehnder or Michel-
son interferometers. This type of arrangement has been used
with both aluminum and graphite wedges.

In the following section, the analysis of shear wave re-
flection from a solid–liquid interface is outlined. Several re-
sults from this analysis are presented. The motion of the
surface at a solid–air interface is then considered. Results
from these two analyses form the basis for the design of the
shear wave wedge, an apparatus used to detect laser-
generated shear waves. The experimental configuration is de-
scribed in the following section. In the final section, experi-
mental results obtained with the shear wave wedge are
correlated to the viscosity of various calibration liquids.

I. REFLECTION OF SV WAVES

The reflection of shear waves from a solid–liquid inter-
face is affected by the viscosity and density of the liquid, as
well as by the properties of the solid. Earlier work has ex-
ploited horizontally polarized shear waves~SH waves!.10,11

These are shear waves whose particle motion is parallel to
the solid–liquid interface. When these types of shear waves
are incident on an interface, only shear waves are transmitted
and reflected.14 However, laser-generated shear waves are
vertically polarized, which means that a component of their
particle motion is perpendicular to the interface. The excep-
tion to this is when the angle of incidence of the vertically
polarized shear wave~SV wave! is 0 deg, as measured from
the normal to the interface. In this case, the two types of
shear waves are indistinguishable for an isotropic solid.

A. Theory

The solution for the reflection coefficient forSH waves
from a solid–liquid interface is simpler than that forSV
waves since just one type of wave is transmitted and re-
flected. However, the solution involvingSV waves is
straightforward, although it involves allowing for the exis-
tence of transmitted and reflected compressional waves~P
waves!. The solution outlined in this section follows the pro-
cedures presented in textbooks on wave propagation.14,15The
geometry used in the solution is depicted graphically in Fig.
1 wherer1 and r2 represent the density of the solid and
liquid, respectively,z and h represent the bulk and shear
viscosities of the liquid, respectively,l andm are the Lame´

constants for the solid. In this solution, it is assumed that the
displacements are a function of the spatial variablesx andz,
and time,t. The relevant displacement-boundary conditions
are the continuity of thex- and z-components of displace-
ment at the interface,u andw, respectively. In addition, the
normal and shear stresses,szz andsxz , must be continuous
across the interface. In the solid, these stresses are written

szz5l
]u

]x
1~l12m!

]w

]z
,

~1!

sxz5mS ]u

]z
1

]w

]x D .

If one assumes linear acoustics and harmonic waves of an-
gular frequencyv ~and using the exp(2ivt) convention!, the
stresses in the liquid can be written

szz5~r2c0
22 ivz!

]u

]x
22ivh

]w

]z
,

~2!

sxz52 ivhS ]u

]z
1

]w

]x D ,

wherec0 is the longitudinal bulk wave speed in the liquid
and i 5A(21).

In both the solid and the liquid, the displacements can be
expressed in terms of potential functionsf andc using the
Helmholtz decomposition~for the plane-strain case!14,15

u5
]f

]x
2

]C

]z
; w5

]f

]z
1

]C

]x
. ~3!

Displacements in the solid and fluid, and their potentials, are
distinguished by the use of the subscriptss or f, respectively.
In the solid, the potentials can be written

fs5Pse
ikp~x sin up1z cosup!,

~4!
cs5I se

ik~x sin u2z cosu!1Sse
ik~x sin u1z cosu!,

wherek5v/b, kp5v/a and b and a represent the shear-
and compressional-wave speeds in the solid, respectively.

FIG. 1. A graphical representation of a vertically polarized shear wave~SV
wave! reflecting from a stress-free surface when the angle of incidence is
less than the critical angle. The particle motion of theSV waves is perpen-
dicular to its direction of propagation, but in the plane of the figure. The
particle motion of the compressional wave~P wave! is parallel to its direc-
tion of propagation.
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The refractedP andSV waves in the viscous liquid are rep-
resented by

f f5Pfe
ik2~x sin u22z cosu2!,

~5!
c f5Sfe

ik1~x sin u12z cosu1!,

wherek25v/c0 , k15v/c1 , c1 is the shear wave speed in
the fluid and16

c1
252 iv

h

r f
. ~6!

The expressions for the potentials can be substituted into
the expressions for the displacements, which can then be
substituted into the expressions for the stresses. These equa-
tions can be used to represent the boundary conditions atz
50. The result of this exercise is four equations which can
be written in matrix form:

1
2

b

a
sinup cosu

b

c1
cosu1

b

c0
sinu2

2
b

a
cosup 2sinu

b

c1
sinu1 2

b

c0
cosu2

S b

a D 2

sin 2up 2cos 2u 2
ivh

m S b

c1
D 2

cos 2u1 2
ivh

m S b

c0
D 2

sin 2u2

S b

a D 2 l12m

m
cos2 up sin 2u 2

ivh

m S b

c1
D 2

sin 2u1 2
r fc0

22 iv~z12h cosu2!
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The displacement in the solid can be represented in
terms of the incidentSV wave, reflectedSV wave, and re-
flectedP wave. In the solid, thex-component of the displace-
ment turns out to be

u5uI1uS1uP,

5 ik cosu@ Ieik~x sin u2z cosu!2Seik~x sin u1z cosu!#

1 ikp sinupPeikp~x sin up1z cosup!. ~8!

The superscripts and coefficientsI, S, and P refer to the
incident SV wave, the reflectedSV wave, and theP wave,
respectively. A similar expression exists for thez component
of the displacement. The total displacement is represented by

u5~uI1uS1uP!êx1~wI1wS1wP!êz ,

5uI1uS1uP, ~9!

where êx and êz are unit vectors in thex and z directions,
respectively, anduI5uIêx1wIêz , etc. The reflection coeffi-
cient for SV waves is defined as

Rs5
uuSu
uu1u

5USs

I s
U, ~10!

while the reflection coefficient forSV waves toP waves
turns out to be

RP[
uuPu
uu1u

5
b

a UPs

I s
U. ~11!

B. Solid–viscous liquid interface

It is evident from Eq.~7! that the bulk viscosity,z,
couples with the transmittedP wave. Due to its nature, the
volume viscosity affects mainly theP wave inside the fluid.17

Since the second viscosity has little effect on the waves re-

flected in the solid, it can be neglected. Contrary to the bulk
viscosity, the shear viscosity couples with both the incident
and reflectedP and SV waves. Therefore, the reflectedSV
wave, as well as the mode-convertedP wave, are sensitive to
the shear viscosity of the liquid.

By referring to Eqs.~7!–~11!, it can be seen that the
reflection coefficient is a function of the angle of incidence
and the frequency of theSVwave, the properties of the solid,
and the properties of the liquid. The reflection coefficients
for SVandP waves as a function of angle of incidence up to
the critical angle of theSVwave are plotted in Fig. 2. For all
the examples in this section, the solid is aluminum and the
liquid is glycerin unless otherwise noted. At 0°, the reflection
coefficient is 0 for theP wave and nearly 1 for theSVwave.

FIG. 2. Reflection coefficient ofSV to SV and P waves as a function of
angle of incidence at 1.0 MHz. The solid is aluminum, with density 2700
kg/m3, shear (SV) wave speed 3100 m/s, and compressional~P! wave speed
6300 m/s. The liquid is glycerin, with a shear viscosity of 12 poise.
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This agrees with the results from the reflection ofSHwaves.
The reflection coefficient as a function of the viscosity

of the liquid for two different solids is presented in Fig. 3.
The curves are for a shear wave at normal incidence, so that
no P waves are generated. The density and sound speed of
the hypothetical liquid were the same as for glycerin: 1260
kg/m3 and 1920 m/s. As can be seen in the figure, the reflec-
tion coefficient for an aluminum–liquid interface is less sen-
sitive to changes in viscosity than for a graphite–liquid in-
terface. This is due to the lower shear wave impedance of
graphite. Also, the reflection coefficients for both solids are
more sensitive to changes in viscosity at lower viscosities
than at higher viscosities, where the magnitude of the slope
decreases.

The reflection coefficient forSVwaves is plotted in Fig.
4 as a function of liquid viscosity for three different angles of
incidence~0, 10, and 20°! and two different frequencies~0.5
and 5.0 MHz!. For each of the three angles, the higher fre-

quency results in a curve with a steeper slope. Thus, the
higher frequency would make for a more sensitive determi-
nation of viscosity. Also, the figure shows thatRs decreases
as the angle of incidence increases, in agreement with Fig. 2.

The reflection coefficient forSV to P waves,RP , is
plotted for two different angles of incidence and two fre-
quencies in Fig. 5. As in Fig. 4, the higher frequency curves
have a steeper slope. However, neither curve is very steep,
indicating that the reflected compressional wave is not a
good indicator of liquid viscosity. In addition, the lower
magnitude of this reflection coefficient means that it would
be more difficult to detect. Also, note thatRP increases as the
angle of incidence increases, again in agreement with Fig. 2.
This is to be expected since, as will be seen in the next
section, the interface has more out-of-plane motion at the
higher angles of incidence.

In addition to solid and fluid properties, frequency and
angle of incidence play significant roles in the magnitude of
the reflection coefficients. When designing a system to de-
termine viscosity, it would be desirable that the angle of
incidence be at or near normal to the interface. At these
angles, the reflection coefficient forSV waves is less sensi-
tive to angle. At angles greater than 10° the effect of angle of
incidence is more pronounced than the effect of viscosity. In
this case, the angle of incidence would have to be determined
accurately. In addition, a near-normal angle of incidence will
allow for the maximum amplitude of the reflectedSV wave.

C. Solid–air interface

When anSV wave is incident on a solid–air interface,
both anSV wave and a longitudinal wave~P wave! are re-
flected when the angle of incidence is less than the critical
angle. It is assumed that neitherSV or P waves are transmit-
ted into the air and the solid surface is stress free. The critical
angle is defined as the angle of incidence for which the re-
flected P wave propagates parallel to the surface. For an
angle larger than the critical angle, which is approximately

FIG. 3. Reflection coefficient for 1.0 MHz shear waves at normal incidence
off a solid–liquid interface for two different solids. The hypothetical liquid
has the same density and sound speed as glycerin, which is a 1260 kg/m3

and 1920 m/s, respectively.

FIG. 4. SV wave reflection coefficient,RS , as a function of viscosity for
different angles of incidence and frequencies. The solid is aluminum and the
liquid is a hypothetical liquid with the same density and speed of sound as
glycerin, and whose viscosity is varied from 0 to 300 poise.

FIG. 5. SV-to-P wave reflection coefficient,RP , as a function of viscosity
for different angles of incidence and frequencies. The solid is aluminum and
the liquid is a hypothetical liquid with the same density and speed of sound
as glycerin, and whose viscosity is varied from 0 to 300 poise.
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38° in graphite and 30° in aluminum, the wave number of the
P wave is complex so that it becomes an evanescent-type
wave.

Another consequence ofSV waves is that, for non-
normal incidence, they produce components of displacement
that are parallel~in-plane! and normal~out-of-plane! to the
surface of the interface. The relative magnitudes of these two
components were computed by considering a graphite solid
half space, again following procedures presented in several
textbooks.14,15 The surface of the half space was stress free.
The situation is similar to that of Fig. 1, except that the
viscous liquid is replaced by vacuum, or air. The angle of
incidence of theSV wave was varied from 0 to 90°. The
results of this calculation, which are independent of fre-
quency, were plotted in Fig. 6. As can be seen in the figure,
at normal incidence~0°!, the total displacement is parallel to
the interface~in-plane!. The in-plane component starts out
negative at 0°, increases to zero, changes sign, and continues
to increase up to the critical angle, which in this case is
approximately 38°. Both components of displacements have
a discontinuity at this point. The out-of-plane displacement
increases to a maximum when the angle is just a few degrees
greater than the critical angle. In order to detect anSV wave
incident on a stress-free interface, it would be advantageous
for the angle of incidence to coincide with this maximum.

The ultrasound was generated by a pulsed laser on a
stress-free surface. Expressions for the directivity patterns of
shear waves produced by pulsed-laser sources in the ther-
moelastic regime have been derived and presented
elsewhere.2,3 They are basically a function of the material
properties, specifically Poisson’s ratio, and are independent
of frequency. Figure 7 shows the directivity pattern for shear
waves for a thermoelastic source in aluminum. A distinctive
feature of the directivity is the narrow lobe directed at an
angle of approximately 30° to the surface normal. We have
empirically determined, for several different materials, that
the angle at which the maximum occurs corresponds to the
critical angle forSV wave reflection from a stress-free sur-
face.

D. Shear wave wedge

The characteristics of laser-generated shear waves dis-
cussed in the last section guided the design of a wedge that
could be used in the detection of reflected, laser-generated
shear waves. These characteristics include their directivity,
their reflection from the solid–liquid interface, and their in-
teraction with the solid–air interface. The wedge is depicted
in Fig. 8. As shown in the figure, the angle of the wedge is
made equal to the critical angle. This causes the narrow lobe
of the laser-generated shear wave to be incident at nearly 90°
at the solid–liquid interface. The reflection coefficient of an
SV wave at a solid–viscous liquid interface should be more
sensitive to changes in shear viscosity if its angle of inci-
dence is near normal. Intuitively, this seems correct since the
shear viscosity is a resistance to a shear type, or in-plane,
motion. This angle of incidence also allows for the maxi-
mum amplitude of the reflectedSV wave.

The interferometer beam is located within 5 mm of the
spot where the pulsed laser strikes the surface of the wedge.
Thus, the angle at which the reflected shear wave is incident
at the detector is at a slightly larger angle than the critical
angle. As can be seen from Fig. 6, this will produce the
largest possible out-of-plane displacement. Thus, it is not
necessary, or even advantageous, to use an in-plane detector.
These two criteria, normal incidence at the solid–liquid in-
terface and incidence at greater than the critical angle at the
solid–air interface where the signal is being detected, were
used to design the apparatus used to measure the viscosity of
liquids in contact with the appropriate wedge surface.

FIG. 6. In-plane and out-of-plane displacements on a stress-free, graphite
surface due to an incidentSV wave. The critical angle is at 38 deg, where
the discontinuity occurs.

FIG. 7. Directivity pattern for laser-generated shear waves in aluminum.

FIG. 8. Schematic of wedge for laser-generated shear wave measurements.
The laser pulse and the detection beam are generally separated by less than
5 mm.
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II. EXPERIMENTAL CONFIGURATION

The experimental configuration consisted of an Nd:YAG
pulsed laser, a laser interferometer, and a solid wedge as
described in the last section. A small plastic container was
attached to one side of the wedge to contain the different
viscous liquids. The laser beams from the pulsed laser and
the interferometer struck the wedge on the opposite side
from the viscous liquid, as seen in Fig. 8. A cylindrical lens
was used to focus the pulsed-laser beam into a line source.
The dimensions of the line source were typically 5 by 1 mm,
with some variation between different sets of measurements.
The distance between the line source and the interferometer
beam was approximately 1–2 mm, again with some variation
between sets of measurements. The one-way travel distance
of the laser-generated shear waves was approximately 15–20
mm. This was determined by measuring with a ruler from the
spot where the lasers hit the wedge along a line that was
perpendicular to the viscous-fluid side of the wedge. The
distance was also confirmed with time-of-flight measure-
ments.

Because of their close proximity, and to avoid interfer-
ence problems, it was decided that the pulsed laser and in-
terferometer laser should not be of the same color light. The
pulsed laser was an Nd:YAG operating at a wavelength of
1064 nm. The interferometer laser was a frequency–doubled
diode-pumped Nd:YAG operating at a wavelength of 532
nm. The interferometer used in this research was a Mach–
Zehnder type.18 It has a bandwidth of approximately 10 MHz
and a noise limit of approximately 0.1 nm for a transient
pulse. The output of the interferometer electronics is a volt-
age signal that is proportional to the velocity of the surface at
the point of detection.

Voltage waveforms produced by laser-generated shear
waves in aluminum and graphite wedges are shown in Fig. 9.
The air signal was taken with air in place of the viscous
liquid, as shown in Fig. 8. The signals were also averaged to
improve the signal-to-noise ratio. All of the signals were
averages of at least 100 waveforms.

The shear wave reflection coefficient was calculated as
the ratio of the peak-to-peak amplitudes of the viscous-liquid
signal to the air signal. Since air has negligible viscosity
compared to the viscous liquids, the amplitude of the air
signal served to represent the amplitude of the incident sig-
nal. In doing this, it was assumed that losses due to geometri-
cal spreading and attenuation in the medium were the same
in both the air signal and the viscous-liquid signal. In prac-
tice, four air signals and four viscous-liquid signals, as
shown in Fig. 9, were acquired, and 16 different reflection
coefficients were calculated. These were then averaged, this
averaged value was then plotted in Fig. 10. A standard de-
viation was calculated for each averaged reflection coeffi-
cient. The error bars in Fig. 10 represent the average of the
s.d.’s calculated for a given experiment. The signals were not
converted to units of displacement~e.g., nm! since the volt-
age signals serve perfectly well for calculating the reflection
coefficient ratio.

The work reported in this paper uses broadband ultra-
sonic signals due to the generation by the laser pulse. The
reflection coefficient from a solid–viscous liquid interface is

frequency dependent, as shown in Fig. 4. However, for a
given set of measurements, the pulse duration and the size of
the laser spot were constant. Thus, the frequency content of
the signals was assumed to be similar and the frequency
dependence was neglected. A more detailed analysis on this
frequency dependence, along with simulations of broadband

FIG. 9. Reflected, laser-generated shear waves detected in~a! aluminum~at
10.5 ms! and ~b! graphite~at 18.0ms! wedges with laser interferometer. In
each case, the larger amplitude signal~black line! was the reference ac-
quired with an air-backed wedge. The smaller amplitude signal~gray line!
was acquired when the wedge was backed with a viscous liquid.

FIG. 10. Viscosity measured with laser-generatedSV waves on~a! alumi-
num and~b! graphite wedges for several different calibration liquids. The
solid and dashed lines are second-order polynomial fits to the data.
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reflections of shear waves from a solid–liquid interface, has
been reported elsewhere.19

The differences in laser-pulse energy that generated the
air and viscous-liquid signals were neglected in calculating
the reflection coefficient. The variations in signal amplitude
due to variations in the pulsed-laser energy were minimized
by adjusting theQ-switch delay of the pulsed laser so that
energy output of the laser was at its most stable operating
point. Even then, the energy per pulse varied by approxi-
mately 10%. Some of this variation was accounted for by
signal averaging and the averaging procedure used in calcu-
lating the reflection coefficients.

The aluminum and graphite wedges were used to mea-
sure the shear wave reflection coefficient from several differ-
ent viscous liquids. The liquids were certified viscosity stan-
dards available through Canon. For each liquid, the viscosity
was tabulated at several temperatures. All of the measure-
ments were taken at room temperature, which varied be-
tween 20 and 23 °C, and it was assumed that the liquids were
at that temperature. The viscosity of the liquid at the re-
corded room temperature was determined by interpolating
along an exponential fit between the tabulated viscosity val-
ues. The viscosity of these liquids was plotted against the
measured reflection coefficients in Fig. 10. The curves plot-
ted along with the data are trendlines to aid the reader to
follow a given set of measurements, and do not represent the
theoretical solution.

III. RESULTS AND DISCUSSION

The plots in Fig. 10 represent the results from three sets
of measurements, two with the aluminum wedge and one
with the graphite wedge. It can be seen that the data has the
same trend as the theoretical curve from Fig. 3, but closer
scrutiny shows that the data points do not lie exactly on the
theoretical curves.

The two sets of measurements taken on the aluminum
wedge are plotted in Fig. 10~a!. The waveforms shown in
Fig. 9~a! are from the set represented by the solid diamonds
in Fig. 10~a!. This set of data shows a greater change in the
reflection coefficient with viscosity than does the set repre-
sented by the open squares. This change in ‘‘slope’’ is prob-
ably due to differences in the frequency contents of the sig-
nals. It can be seen from Fig. 9 that the signals are
broadband, transient pulses. However, the pulse width was
slightly different for the two sets. The peak-to-peak distance
of the liquid signal in Fig. 9~a! was 86 ns. The peak-to-peak
distance of a representative signal from the open square set
of data was 113 ns. This represents a lower frequency than
the filled-diamond data. The fast-Fourier transforms of the
signals support this conclusion. The differences in the fre-
quency content were probably due to small differences in the
thickness of the line source. The theoretical results from Fig.
4 show that a lower frequency results in a lower slope.

It can also be seen from Fig. 10~a! that the reflection
coefficient of the open squares is less than that of the solid
diamonds at the lower viscosities~less than 70 poise!. This
could be due to differences in the angle of incidence of the
SV wave at the solid–liquid interface. Figures 2 and 4 show
that, for a given frequency and viscosity, theSV wave re-

flection coefficient decreases as the angle of incidence in-
creases~up to 20°!. This would mean that the signals corre-
sponding to the open-square data had a larger angle of
incidence, as well as a lower frequency.

The results of an experiment conducted with the same
viscous liquids and a graphite wedge are plotted in Fig.
10~b!. The results show the same trend in the data that was
observed with the aluminum wedge; however, there is at
least as much scatter. It was suggested in Sec. I.B that the
viscosity could be measured with more resolution with a
graphite wedge because of its lower shear impedance. How-
ever, this seems to be offset by the attenuation of high-
frequency ultrasound in the graphite. Since the higher fre-
quencies attenuate significantly more than the lower
frequencies, the frequency content of the signal is reduced.
This effect lowers the resolution of the viscosity measure-
ments. The frequency dependence of the reflection coeffi-
cient for graphite is even more pronounced than that of alu-
minum, which is shown in Fig. 4.

IV. SUMMARY AND CONCLUSIONS

A solid wedge was designed to determine the viscosity
of liquids using laser-generated shear waves. The shear
waves were generated with a pulsed laser and detected with a
laser interferometer on the same side of the wedge. The shear
waves traveled through the wedge where they reflected from
the solid–liquid interface. The reflected wave traveled back
to the original side, where it was detected with the laser
interferometer. The angle between the two surfaces was such
that the reflected shear wave would create the maximum out-
of-plane displacement at the detector.

The obvious advantage of such a system is that it is
noncontact. This would be especially useful when making
measurements at high temperatures. One application of inter-
est is the measurement of glass viscosity in its molten state.
Most commercially available piezoelectric transducers used
in this application would dipole at these temperatures~1000–
1800 °C!. In order to use piezoelectric transducers for this
application, they would have to be protected from this harsh
environment. Mounting it on a water-cooled buffer rod is
one solution to this problem.20 However, in many cases, op-
erators of these facilities do not like this solution because of
the possibility of waters leaks, which can contaminate the
material being processed or create a hazardous situation.
Also, cooling may act as a heat sink which cannot be toler-
ated by many high-temperature processes, as is found in the
production of ceramic fibers.21 The technique described in
this paper would eliminate the need for water cooling.

Admittedly, the proposed technique has several disad-
vantages. These include~a! the need for a special wedge,~b!
the relatively high cost of instrumentation,~c! the use of
lasers and hence the associated safety issues, and~d! the
reduced sensitivity and stability of the interferometric recep-
tion of ultrasonic waves when compared with piezoelectric
sensors. Another limitation is the lack of resolution, i.e., the
reflection coefficient at 5 MHz changes from 1 to 0.84 over a
viscosity range of 300 P, as shown in Fig. 4. In spite of these
limitations, this method still has the potential to be used in
applications where traditional methods cannot be deployed.
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These applications include those in hostile environments, in-
accessible regions, and, as discussed above, situations where
water cooling is not appropriate.
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Ultrasonic in-situ determination of the regression rate
of the melting interface in burning metal rods
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Results of tests in which metallic rods are burned in oxygen enriched atmospheres often include the
determination of the regression rate of the melting interface for the burning test specimen. This
regression rate is used as an indication of a metallic material’s relative flammability and its general
ability to sustain burning under the test conditions. This paper reports on the development and first
application of an ultrasonic measurement system that enablesin situ measurement of the regression
rate of the melting interface in burning metal rods. All other methods currently used for determining
this parameter are based on posttest, visual interrogation, which is costly and often inaccurate. The
transducer and associated equipment used to drive and record the transducer’s output signal are
described and typical results for iron rods burning in pure oxygen at different gauge pressures are
given along with a comparison of these results with regression rates obtained from visual
interrogation. The excellent sensitivity, accuracy and reliability of the new ultrasonic transducer are
demonstrated, thus indicating the transducer’s great potential. ©1999 Acoustical Society of
America.@S0001-4966~99!00702-X#

PACS numbers: 43.35.Zc@HEB#

INTRODUCTION

The burning characteristics of metallic materials are im-
portant in the design, fabrication, and subsequent use of
many industrial systems and processes when operations are
in environments that support combustion. Initial work inves-
tigated the pyrophoric behavior of metallic materials under
ambient conditions and was often focused on fire safety in
relation to mining activities.1,2 The use of metallic particu-
lates as additives to enhance a propellant’s performance also
spurred interest in the burning properties of various metallic
materials.3–5 Another motivation for understanding the com-
bustion characteristics of metallic materials has arisen as a
result of costly component and system failures. Both aero-
space~government and civilian! and industrial~air separation
plants, turbine blade producers, medical component manu-
facturers, valve manufacturers, etc.! organizations are expe-
riencing incidents involving burning metallic materials, typi-
cally in pressurized oxygen systems, that often resulted in
serious system failures.6–8

These incidents motivated both NASA and The Ameri-
can Society for Testing and Materials~ASTM! to develop
and incorporate standard tests to determine a metallic mate-
rial’s tendency to burn in oxygen-enriched atmosphere.9,10

These test methods are very similar to one another and typi-
cally require five standardized samples~0.32-cm-diam rod!
to be tested. The burning characteristics that are typically
reported from these tests include the threshold pressure and
the regression rate of the melting interface. The threshold
pressure is the lowest pressure that will just support combus-
tion of the test sample and the regression rate is the rate at
which the melting interface~the surface between the un-
burned rod and the molten mass! moves up the test sample as
it is burned. Both the threshold pressure and the regression
rate are used as indicators of a metallic material’s flamma-
bility in oxygen-enriched environments. The regression rate

is used as an indication of a metallic material’s relative flam-
mability when different metallic materials burn at the same
test pressure and as an indication of a metallic material’s
general ability to sustain burning under the test conditions.

With the exception of only two methods, all reported
methods for determining the regression rate are based on
posttest visual interrogation of either a video or film record-
ing of the burning test sample. This method is expensive and
time intensive, since the recording must be obtained on a
reviewable medium and an individual must develop and
implement the procedure to obtain the regression rate from
this medium. In addition, quantification of the regression rate
by visual techniques has other, more important, problems
such as accuracy and reproducibility. The major sources of
errors are related to inaccuracies in the determination of the
correct scale factor used posttest when viewing the visual
record, variations in the speed of the recording, and human
errors associated with determining the melting interface due
to contrast problems and obscuration of the melting surface
by condensed-phase products.

The two methods, which have been reported to deter-
mine the regression rate without relying on posttest analysis
of a visual recording, were both developed and used at
NASA White Sands Test Facility~WSTF!. The first tech-
nique relied upon the response of thermopiles~many thermo-
couples! put at the end of copper tubes, which were placed
along the walls of the combustion chamber.11 The second
technique relied on a gravimetric transducer, which was re-
cording the changing mass of a burning sample as a function
of time.12 Both techniques are no longer used, mainly due to
their inefficiency, the associated reliability and accuracy
problems, and extended maintenance requirements.

This paper reports on the development and application
of an ultrasonic measurement system to directly determine
realtime regression rate data of the melting interface for
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burning metal rods, thus eliminating all of the problems de-
scribed above. It provides a description of the developed
transducer and the associated equipment used to drive and
record the transducer’s output signal. Results from the first
applications of the transducer for burning iron rods are given
along with comparisons to regression rates calculated by
standard visual techniques.

I. ULTRASONIC MEASUREMENT SYSTEM

In Fig. 1 the basic measurement concept is illustrated.
The transmitting transducer, which is coupled to the test
sample, emits an ultrasonic pulse of known center frequency
that travels down the rod as a longitudinal stress wave~ve-
locity c05AE/r, whereE is the Young’s modulus andr is
the density of the material!. The receiver detects the pulse
after it is reflected from the end of the rod. The peak detector
electronics determines the time of flight for the pulse and this
measurement, together with the known propagation velocity
c0 , which is determined from a precombustion measure-
ment, enables real-time automatic calculation of the chang-
ing rod length as a function of time~the regression rate!.
Thus, the major components of the measurement system
shown in Fig. 1 and described in detail below are~a! the
ultrasonic transmitter/receiver unit,~b! the excitation circuit
and ~c! the signal conditioning and analysis circuit.

Figure 2 shows a schematic and photograph of the ultra-
sonic transmitter/receiver unit, which consists of two piezo-
electric parts: a ringducer~transmitter, Ferroperm, PZ 27,
outer diameter 10 mm, inner diameter 6 mm, thickness 2
mm! and a pinducer~receiver, ValpeyFisher, VP 1093, aper-
ture 1.3 mm!. A transducer design using separate transmitter/
receiver elements rather than a conventional, single-element
pulse echo arrangement proved to be necessary to have suf-
ficient signal strength on one side and good detector sensi-
tivity on the other in the extremely harsh environmental con-
ditions for burning metal rods. The bronze collar, shown in
the photograph, isolates the transducer from the burning
metal sample preventing ignition and providing temperature
stability. It is also used to hold and align the sample in the

axial and lateral directions. The ringducer is sandwiched be-
tween an acoustic horn manufactured from glass ceramic and
a passive damper element from polycarbonate. The pinducer
is held in good contact with the sonic funnel by spring load-
ing using the polycarbonate damper element and the bronze
collar as support structures.

The electronics to drive the ringducer and receive and
analyze the signal from the pinducer are shown in Fig. 1. The
excitation path of these electronics consist of an arbitrary
function generator and a high-power amplifier. The arbitrary
function generator creates a narrow-band excitation pulse of
the required center frequency, which results in the propaga-
tion of longitudinal waves in the sample rod and allows for
the unambiguous identification of the reflected pulse. For
0.32-cm-diam, 180-cm-long iron rods a three cycle, 300-kHz
sinusoidal burst fulfills these requirements. It results in an
interrogation length of approximately 6 cm, which is suffi-
cient considering that a steady-state regression rate is usually
reached within the first centimeter of burning. The major
effects which restrict the unambiguous identification of the
reflected pulse for shorter rod lengths are the ringing of the
ringducer on one hand and the internal reflections within the
transducer unit itself on the other. The high-power amplifier
conditions the excitation signal to a peak-to-peak level of
approximately 100 V, which results in sufficiently strong ex-
citation signals that can be clearly delineated from the acous-
tic noise generated from the combustion process. In the de-
tection path, an ultrasonic preamplifier is used to condition
the signal, an in-house built electronic circuit, which is de-

FIG. 1. Sketch of the ultrasonic measurement system and measurement
concept.

FIG. 2. Schematic and photograph of ultrasonic transmitter/receiver unit.
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scribed in detail below, allows for the real-time measurement
of the time-of-flight, and a PC, running LabView™ data ac-
quisition and analysis software, is used for data processing,
storage and display. A digitizing oscilloscope is used to
monitor the signals and is an important tool for pretest ad-
justments and fine tuning of the test system.

The new ultrasonic system has been commissioned for a
combustion system with associated control software, connec-
tions, viewports, video equipment and test procedures that
have been described previously.13

Figure 3 shows the precombustion signal received when
the transducer is used on a 0.32-cm-diam, 18-cm-long iron
rod. The second area of high amplitude in the peak detector
input signal shown on the figure represents the arrival of the
first reflection of the longitudinal wave from the end of the
rod. Electronically, the time-of-flight of the induced stress
wave that is directly related to the rod length is detected
using three voltage level detectors with the gatings indicated.
The first one is set up to detect a large signal level and to set
the output voltage of the circuit to approximately15 V as
shown. The second one detects a certain period of low volt-
age level signal without changing the output voltage of the
circuit. The third one detects the next large~relative! voltage
peak and sets the output voltage back to zero. Since a high–
low–high sequence is required, the correct sequential detec-
tion is ensured. As stated, the width of the rectangular peak
detector output signal, shown in Fig. 3, represents a multiple-
length of the rod~in this case two times!. These ‘‘signal
widths,’’ or multiples of the rod length, are electronically
measured using a 20-MHz counter circuit and transferred to
the PC at a rate of approximately 8 Hz for posttest calcula-
tion of the regression rate of the melting interface of the
burning rod.

II. EXPERIMENTS, RESULTS AND DISCUSSION

As stated, Fig. 3 depicts the output from the transducer
prior to a test. This data is used to calculate the velocity,c0 ,
of longitudinal waves in the rod, which then allows the cal-
culation of the rod’s changing length during a test. Since the
regression rate of the melting interface is large compared to
the heat transfer rate within the rod, any temperature increase
is restricted to a small length at the end of the burning rod.
Consequently, the temperature dependence ofc0 has not to

be considered in a first-order calculation of the regression
rate. During the burning of a sample, the transducer’s output
retains the same pattern except the reflections begin to move
to the left as the rod becomes shorter. One such output from
the transducer during burning of a 0.32-cm-diam commer-
cially pure iron rod in 0.69 MPa~100 psia! oxygen is shown
in Fig. 4, where it is noted that the first reflection has been
shifted towards the left. Figure 4 would have an associated
rectangular peak detector output signal of about15 V simi-
lar to the one shown in Fig. 3, except it would be of smaller
width. This decrease in width is a direct multiple of the
change in rod length between the time the two signals were
recorded. Figure 5 shows the changing rod length with time
as determined real-time by the transducer and associated
electronics as described above. The slope of a best-fit line to
these data points represents the mean regression rate of the
melting interface for the burning iron.

The slope of the line fitted to the points shown in Fig. 5
was calculated to be 4.07 mm/s and this is taken to be the
mean regression rate of the melting interface of this 0.32-cm-
diam commercially pure iron rod in 0.69 MPa~100 psia!
oxygen. The video record obtained for this burning iron was

FIG. 3. Precombustion ultrasonic transducer output when attached to a 0.32-
cm-diam, 18-cm-long iron rod and corresponding peak detector output sig-
nal. FIG. 4. Ultrasonic transducer output during combustion of a 0.32-cm-diam

iron rod burning in pure oxygen at a gauge pressure of 0.69 MPa~100 psia!.

FIG. 5. Real-time changing rod length during combustion of a 0.32-cm-
diam iron rod in 0.69 MPa~100 psia! oxygen pressure. The slope fitted to
the data points represents the mean regression rate of the melting interface
for the burning iron rod. The periodic variations of the instantaneous regres-
sion rates are related to the growth and detachment of individual drops of
molten mass.
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interrogated visually and a regression rate of the burning rod
by this method was determined to be 4.0 mm/s. Obviously
there is excellent agreement between the regression rate ob-
tained by the ultrasonic transducer and the visual interroga-
tion method. Published values for the regression rate of the
melting interface for a burning iron rod in 0.69 MPa~100
psia! oxygen were found in the literature.14,15 The reported
regression rate of about 4.2 mm/s is also in excellent agree-
ment with the regression rate calculated by the new ultra-
sonic transducer.

In Table I the results of the measured regression rates
for 0.32-cm-diam commercially pure iron rods burning in
pure oxygen are summarized. The values of the calculated
mean regression rates using the new ultrasonic measurement
system are in excellent agreement with values determined
using conventional visual interrogation. The system enables
reliable identification of even small variations, which may
result, for example, from slight changes in the applied oxy-
gen pressure between individual tests. It is important to men-
tion that the calculation of the regression rates using the new
system requires almost no time compared to the conventional
posttest visual interrogation technique. The various factors
that contribute to the reported uncertainties of the ultrasonic
measurement system are discussed and quantified in the Ap-
pendix.

A characteristic feature, which is present in Fig. 5, is the
periodic variations in the measured instantaneous regression
rates, which is the result of the growth and detachment of
individual drops of molten mass. This effect has been re-
ported in the literature,14–16 but it has never been docu-
mented with such clarity, thus demonstrating the outstanding
sensitivity of the new ultrasonic measurement system.

It is the authors’ contention that regression rates calcu-
lated with this ultrasonic transducer will be more reliable and
accurate than similar rates calculated visually. In general,
most of the errors described above that are present during the
visual interrogation process are completely eliminated when
the ultrasonic transducer is used. No scale factors and no
playback of recordings are necessary, thus no distance, par-
allax, or recording speed errors are present. In addition, there
are no restrictions on access time to the burning rod, which is
normally limited by the viewports of the recording system,
and the combustion phenomena is not important in the cal-
culation of the regression rate, i.e., ambiguities due to con-
trast problems and the obscuration of the melting surface by
condensed-phase products are irrelevant.

In Fig. 6 the rod length versus time raw data for experi-
ment Fe-6 are presented. It shows the effect when the ampli-
tude of the reflected wave varies in time in such a way that
the peak detector electronics locks on to different cycles of
the reflected pulse. This results in unsteady rod length data as
indicated by the two different data samples, which are verti-
cally shifted byDL5c0T, whereT53.3ms is the period of
the 300-kHz excitation signal. The figure shows that the data
can be used to calculate the regression rate, since although
the absolute length of the burning rod varies, the slope of the
curves, i.e., the regression rates are the same. In the Appen-
dix further details are given on the accuracy of the new mea-
surement technique.

III. CONCLUSIONS

A new ultrasonic measurement system has been devel-
oped which is capable of quantifying the regression rate of
the melting interface for a burning metallic rod. The regres-
sion rates for burning iron rods in pure oxygen at different
gauge pressures provided by the ultrasonic transducer com-
pare excellently with published values and regression rates
determined from standard posttest visual interrogation of a
recorded image. In addition, the new measurement system
has proven to be much more cost effective and significantly
more sensitive and accurate than the visual techniques typi-
cally used to obtain this parameter.
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APPENDIX: UNCERTAINTY ANALYSIS

The major factor which determines the accuracy of the
ultrasonic measurement system is the ratio between the indi-
vidual wave propagation components that define the width of

FIG. 6. Changing rod length raw data during combustion of a 0.32-cm-diam
iron rod in 0.5 MPa~72.5 psia! oxygen pressure. The two parallel data sets
result from the peak detector electronics locking on to different cycles of the
reflected pulse.

TABLE I. Regression rates of burning 0.32-cm-diam iron rods in pure oxy-
gen at different gauge pressures.

Oxygen pressure Measured regression rate pressure~mm/s!
Test @MPa# Ultrasonic system Visual interrogation

Fe-0 ;0.6 3.8260.08a –
Fe-1 0.69 4.0760.08 4.060.3
Fe-2 0.69 4.0660.08 4.160.3
Fe-3 0.69 4.0760.08 4.060.3
Fe-4 0.5 3.7760.08 3.860.2
Fe-5 0.5 3.6460.07 4.161.1
Fe-6 0.5 3.6060.07 4.061.1

aThe various factors that contribute to the reported uncertainties of the ul-
trasonic measurement system are discussed and quantified in the Appendix.
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the rectangular peak detector output signal. As illustrated in
Fig. A1, the pulse width is not only controlled by the time
the pulse needs to travel along the rod, but also by the time
required for the propagation within the transducer unit.
Therefore, the assumption that a constant value ofc0 can be
used to calculate the instantaneous rod length during the en-
tire combustion period is strictly not correct.

In the initial, precombustion test, which is used to deter-
minec0 , the timeTt is approximately 4% of the total timeT
if the rod length is 180 mm and the wave velocities within
the metallic rod and the glass ceramic acoustic horn are as-
sumed to becr55 mm/ms andct512 mm/ms, respectively.
The velocityc0 determined from the measurement is:

c05
2Lr

T
54.8 mm/ms. ~A1!

In comparison,Tt is approximately 6% if the rod is 120 mm
long or, in other words, the instantaneous rod length is cal-
culated to be

Lr5
c0T

2
5122.4 mm ~A2!

if the c0 value from above is used, which over estimates the
real length by 2%.

In conclusion, considering an interrogation length of ap-
proximately 60 mm and typical wave propagation velocities
for metallic samples, the maximum uncertainty for the mea-
sured rod lengths is less than 2%.
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The longitudinal–torsional compound transducer with slanting slots is studied. The compound
transducer is composed of a sandwiched longitudinal ultrasonic transducer and a transmission
cylinder with slanting slots. The equivalent circuit for the longitudinal–torsional vibrating system is
derived. Based on the equivalent circuit, the input mechanical impedance and the
resonance-frequency equation for the compound system are obtained. The effect of the slanting
angle of the slanting slots, the position of the slanting slots, and the geometrical length of the
slanting slots on the resonance frequency of the compound longitudinal–torsional system is
analyzed theoretically and experimentally. Experiments show that the measured resonance
frequencies are in good agreement with the predicted results. ©1999 Acoustical Society of
America.@S0001-4966~99!02303-6#
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INTRODUCTION

As science and technology develop, some traditional ul-
trasonic technologies such as ultrasonic soldering, ultrasonic
machining, and ultrasonic fatigue testing have found wide-
spread applications in the fields of industry, electronics,
and material science. At the same time, new ultrasonic
technologies such as the ultrasonic motor and ultrasonic
surgery have been paid increasing attention. Correspond-
ing to this development, the key parts of ultrasonic equip-
ment, i.e., the ultrasonic transducer and the vibrating sys-
tem, have become an important research subject recently.
Apart from the traditional single vibrational mode ultrasonic
transducer, such as the longitudinal, the torsional, and the
flexural transducers,1–4 some compound transducers such as
longitudinal–torsional and longitudinal–flexural transducers
have found newer applications.5–8

For the creation of torsional and longitudinal–torsional
vibration, two methods can be used. One is by means of the
conversion of longitudinal into torsional vibration,9 and the
other is by using the tangentially polarized piezoelectric
ceramics.10 In the first method, the conversion of longitudi-
nal into torsional vibration is by means of two sandwiched
longitudinal transducers, which are attached on the sides of a
transmission cylinder. The torsional vibration in the cylinder
can be created by choosing the phase of the input voltages of
the transducer. In this case, the total input electric power can
be large and the system can be used in high-power ultrasonic
applications. However, since the volume of the vibrating sys-
tem is large and the efficiency of conversion of longitudinal
into torsional vibration is low, the system has not been
widely used. Another method to create the torsional and
longitudinal–torsional vibration by means of conversion of
longitudinal into torsional vibration is by using a drilling tool
with spiral slots, which is attached to the output end of a
longitudinal-sandwiched transducer. In this case, the vibra-
tion system can create longitudinal–torsional compound vi-

bration. Since the geometrical shape of the transmission cyl-
inder is complex, the computation and design of this kind of
transducer is difficult. The vibrational characteristics cannot
be studied analytically. Even if the numerical methods such
as the finite element method are used, the analysis is still
complex and cumbersome.

For the creation of torsional and longitudinal–torsional
vibration by means of the tangentially polarized piezoelectric
ceramics, the design theory is well developed.11 In this case,
the torsional-sandwiched transducer is composed of the tan-
gentially polarized piezoelectric-ceramic tubes and the front
and back metal cylinders, and the longitudinal–torsional
compound transducer is composed of the longitudinally and
tangentially polarized piezoelectric ceramic tubes and the
front and back metal cylinders. Although this kind of trans-
ducer is similar to the sandwiched longitudinal transducer in
appearance, the concrete manufacture of the transducer is
complex, especially for the processing of the tangentially
polarized piezoelectric ceramic ring. Since the polarization is
along the circumferential direction, large sectors are difficult
to polarize and electrical breakdown may happen. In this
case, an entire polarization is difficult to achieve. To over-
come these difficulties, the piezoelectric ceramic sectors
must be small and the lateral dimension~such as the diam-
eter of the segmented ceramic ring and the wall thickness of
ring! is limited. This gives rise to the problem that the power
capacity and the efficiency of the transducer is also limited.
Therefore, this kind of transducer is mostly used in ultra-
sonic motor and other low-power applications rather than
high-power ultrasonic applications. On the other hand, for
the longitudinal–torsional compound transducers, since the
sound speeds of longitudinal and torsional vibrations are dif-
ferent, the longitudinal and torsional vibrations are difficult
to resonate at the same frequency. Although the simulta-
neous resonance of longitudinal and torsional vibrations can
be achieved by properly choosing the shape and dimension
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of the transducer,12 the computation is complex.
To avoid these problems in computing and processing

the torsional and longitudinal–torsional transducer, a new
type of longitudinal–torsional compound transducer with
slanting slots was developed and used in ultrasonic motors.13

In this paper, this kind of transducer is studied theoretically
and experimentally, an equivalent circuit model used for the
analysis and design of the compound transducer is given, and
the effect of the slanting slots on the resonance frequency is
analyzed.

I. EQUIVALENT CIRCUIT MODEL FOR THE
COMPOUND TRANSDUCER

The longitudinal–torsional compound transducer with
slanting slots is shown in Fig. 1. In the figure, the right part
is the sandwiched longitudinal transducer and the left part is
the transmission cylinder with slanting slots. As there are
slanting slots on the transmission cylinder, the longitudinal
vibration created by the sandwiched longitudinal transducer
will be partially converted into torsional vibration. There-
fore, longitudinal and torsional vibrations will coexist in the
transmission cylinder and at its output end, longitudinal–
torsional compound vibration will be produced. It is obvious
that the characteristics of the slanting slots, such as the slant-
ing angle, the position, and the dimensions, will affect the
performance of the compound transducer.

According to traditional design theory for the trans-
ducer, the compound transducer can be designed by two
methods. First, the transducer can be a vibrator of one wave-
length; the longitudinal transducer and the transmission cyl-
inder are vibrators of half wavelength, respectively. Second,
the compound transducer can be a vibrator of half wave-
length; the longitudinal transducer and the transmission cyl-
inder are vibrators of quarter wavelength, respectively. In
this paper, the compound transducer is designed as a vibrator
of one wavelength, the longitudinal transducer and the trans-
mission cylinder with slanting slots are vibrators of half
wavelength.

In Fig. 2, the half-wavelength transmission cylinder with

slanting slots is shown. Its length and outer and inner radi-
uses areL, R2 , andR1 , respectively. In the figure,u is the
slanting angle of the slanting slots,L1 is the distance be-
tween the input end of the cylinder and the slanting slots.L2

is the length of the rest of the cylinder. Since the creation of
torsional vibration is by means of the slanting slots, the vi-
bration in the part before the slanting slots may be regarded
as longitudinal vibration, while the vibration in the remain-
ing part of the cylinder ~whose length is L2) is a
longitudinal–torsional compound vibration. For simplicity,
the slanting slots are assumed to be very thin, and their width
can be regarded as infinitesimal. Therefore, the slanting slots
can be treated as a geometrical line with finite length, and the
slanting slots have no effect on the mass of the cylinder.
However, the slots alter the vibrational mode of the cylinder,
and apart from longitudinal vibration, torsional vibration is
created in the cylinder. In Fig. 2, the dotted lineAB is the
dividing line between the cylinder in longitudinal vibration
and the cylinder in longitudinal–torsional compound vibra-
tion. On the left side of the dividing line, the acting force in
the cylinder is the longitudinal forceF, while on the right
side of the dividing line, there are two kinds of forces acting
on it: one is the longitudinal force componentFL , the other
is the shearing force componentFT . From Fig. 2, these two
force components can be expressed as

FL5F cosu, ~1!

FT5F sinu. ~2!

Based on the theory of longitudinal and flexural vibration,
the longitudinal force component in the cylinder will create
longitudinal vibration, while the shearing force component
will create torsional vibration. The torsional momentM of
shearing force component can be obtained as

M5E E
s
r f ds, ~3!

wheres5p(R2
22R1

2) is the cross-sectional area of the cyl-
inder, ds52pr dr , r is the radius of any position in the
cylinder as shown is Fig. 2, andf is the shearing force acting
on the unit cross-sectional area in the cylinder on the divided
surface. From the above analysis, the shearing force on the
unit cross-sectional area can be expressed as

f 5
F sinu

p~R2
22R1

2!
; ~4!

substituting Eq.~4! into Eq. ~3! yields

M5F sinu
2~R2

32R1
3!

3~R2
22R1

2!
. ~5!

If the wall thickness of the cylinder is small and the average
radius of the cylinder is large, we can get the relation of
R15R25R approximately; the above equation can be re-
written as

M5F sinu•R. ~6!

On the other hand, if the cylinder is solid,R150, the tor-
sional momentM can be expressed as

FIG. 1. Longitudinal–torsional compound transducer with slanting slots.

FIG. 2. The half-wavelength transmission cylinder with slanting slots.
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M5F sinu•2/3R2 . ~7!

In general cases, the transmission cylinder is between these
two limiting cases. Based on the above analysis, it is obvious
that the slanting slots create both longitudinal and torsional
vibrations in the cylinder; the vibration in the back part of
the cylinder whose length isL2 is a longitudinal–torsional
compound one.

Based on one-dimensional longitudinal and torsional
theory and the above analysis, the equivalent circuit model
for the longitudinal–torsional compound cylinder can be ob-
tained as shown in Fig. 3. WhereF1 andV1 are the longitu-
dinal force and velocity at the input end of the cylinder,
F21,V21, andF22,V22 are the longitudinal forces and veloci-
ties at the dividing surface and the output end of the cylinder
with slanting slots, respectively,M1 ,ẇ1 and M2 ,ẇ2 are the
torsional moments and angular velocities at the dividing sur-
face and the output end of the cylinder,nL and nT are the
conversion coefficients between longitudinal vibration and
torsional vibration, their expressions can be given as

nL5cosu, ~8!

nT5
M

F
5sinu

2~R2
32R1

3!

3~R2
22R1

2!
. ~9!

When the slanting angle of the slanting slots is zero,nL

51, nT50. It is obvious that in this case there is no torsional
vibration in the cylinder, and this is consistent with the ob-
served result. In Fig. 3,Z11, Z12, Z13, Z21

L , Z22
L , Z23

L and
Z21

T , Z22
T , Z23

T are the series and parallel impedances of the
cylinder before and after the dividing line in longitudinal and
torsional vibrations, respectively. Their expressions are as
follows:

Z115Z125 jZ1 tanS kLL1

2 D , ~10!

Z135
Z1

j sin~kLL1!
, ~11!

Z21
L 5Z22

L 5 jZ2 tanS kLL2

2 D , ~12!

Z23
L 5

Z2

j sin~kLL2!
, ~13!

Z21
T 5Z22

T 5 jZ2
T tanS kTL2

2 D , ~14!

Z23
T 5

Z2
T

j sin~kTL2!
, ~15!

whereZ15rCLS1 , Z25rCLS2 , CL5(E/r)1/2 is the sound
speed of longitudinal vibration in a slender rod,S1 and S2

are the cross-sectional areas of the cylinder before and after
the dividing line, andS1 may be equal toS2 . Z2

T5rCTI P ,
CT5(G/r)1/2 is the sound speed of torsional vibration in a
slender rod,G5E/2(11s) is the rigidity modulus. I P

5(p/2)(R2
42R1

4) is the moment of the cross section,kL

5v/CL , kT5v/CT , kL and kT are the wave numbers of
longitudinal and torsional vibrations. When the longitudinal–
torsional compound cylinder is without external load, its two
output ends in Fig. 3 are short circuited. From Fig. 3, the
input mechanical impedancesZi

L andZi
T for the longitudinal

and torsional vibrations in the cylinder after the dividing line
can be obtained,

Zi
L5

F21

V21
5

FL

V21
5 jZ2 tan~kLL2!, ~16!

Zi
T5

M1

ẇ1
5

M

ẇ1
5 jZ2

T tan~kTL2!. ~17!

After the above transformation, Fig. 3 can be reduced to the
following form as shown in Fig. 4, whereZL5Zi

L/nL
2, ZT

5Zi
T/nT

2, ZL andZT are two reflected mechanical impedances
of the longitudinal and torsional vibration components in the
cylinder before the dividing line. From Fig. 4, the compound
mechanical impedance at the dividing line, which is also the
load impedance of the cylinder in longitudinal vibration, can
be derived as

ZA5
ZL•ZT

ZL1ZT
. ~18!

Substituting the expressions ofZL and ZT into Eq. ~18!
yields

FIG. 3. The equivalent-circuit model for the longitudinal–torsional com-
pound cylinder.

FIG. 4. The simplified equivalent-circuit model for the longitudinal–
torsional compound cylinder with slanting slots.
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ZA5 j
9~R2

22R1
2!2Z2Z2

T tan~kLL2!tan~kTL2!

4Z2 sin2~u!~R2
32R1

3!2 tan~kLL2!19Z2
T cos2~u!~R2

22R1
2!2 tan~kTL2!

. ~19!

Based on the impedance-transformation theory of transmission line, the input impedanceZi of the cylinder can be obtained

Zi5 jZ1 tan~kLL11a!, ~20!

wherea is a parameter that is determined by the frequency, slanting angle, shape, and dimensions of the cylinder after the
dividing line; it can be expressed as

tana5
ZA

jZ1
5

9~R2
22R1

2!2Z2 Z2
T tan~kTL2!tan~kLL2!

Z1@4Z2 sin2~u!~R2
32R1

3!2 tan~kLL2!19Z2
T cos2~u!~R2

22R1
2!2 tan~kTL2!#

. ~21!

When the material, shape, and dimension of the cylinder before and after the dividing line are the same,Z15Z2 , Eq. ~21! can
be simplified as

tana5
9~R2

22R1
2!2Z2

T tan~kTL2!tan~kLL2!

4Z2 sin2~u!~R2
32R1

3!2 tan~kLL2!19Z2
T cos2~u!~R2

22R1
2!2 tan~kTL2!

. ~22!

From Eq.~20!, when the input mechanical impedanceZi is
equal to zero, the longitudinal–torsional compound cylinder
with slots resonate. Its resonance frequency equation can be
obtained as

kLL21a5np ~n51,2,3,...!, ~23!

where n is a positive integer; it represents the vibrational
mode of the cylinder. Whenn51, the cylinder resonates at
the fundamental mode.

From the above analysis and the expressions of the de-
rived parameters, it can be seen that the slanting slots create
torsional vibration in the cylinder when the cylinder with
slots is excited by a sandwiched longitudinal ultrasonic
transducer. It is obvious that the slanting slots play an im-
portant role in the conversion of longitudinal into torsional
vibration; its position, shape, and dimension affect the vibra-
tional characteristics of the cylinder. In the next sections, the
effect of the slanting slots on the longitudinal–torsional com-
pound cylinder will be studied.

II. THE EFFECT OF THE SLANTING ANGLE OF THE
SLOTS ON THE RESONANCE FREQUENCY OF
THE CYLINDER

It can be seen from the above analysis that the slanting
slots in the cylinder alter the vibrational mode, and torsional
vibration is created. The slanting angle, the shape, and di-
mensions of the slanting slots affect the vibration of the cyl-
inder. In general cases, the concrete slots have finite geo-
metrical dimensions, such as finite width and length.
However, when the slots are wide and long, they not only
alter the vibrational mode of the cylinder, but also alter the
mass and shape of the cylinder. In this case, the analysis of
the cylinder with large slots is difficult.

As mentioned above, the width of the slots is considered
as infinitesimal. In this case, the slanting slots can be treated
as ideally geometrical lines with finite length. They do not
affect the mass and shape of the cylinder; their sole role is
that the vibrational mode of the cylinder is changed. Reso-
nance frequency is an important parameter for ultrasonic vi-
brating systems. From the above analysis, it can be seen that

the resonance-frequency Eq.~23! of the cylinder with slant-
ing slots is a transcendental one about the material param-
eter, the slanting angle, the shape, and dimension of the cyl-
inder. Therefore, the analytic expression of the resonance
frequency with these parameters is impossible to find.

In the following analysis, the slanting angle of the slant-
ing slots is considered as a parameter; the relation between
the input mechanical impedance and the phase length of the
cylinder is studied. When this is done, the effect of the slant-
ing angle on the resonance frequency of the cylinder can be
analyzed and explained. In order to study the relation be-
tween the input mechanical impedance and the frequency
and geometrical dimensions of the cylinder, we introduce the
concept of phase length, which is defined as the product of
the wave number and the length of the cylinder. In this pa-
per, there are three kinds of phase lengths, i.e.,kLL1 , kLL2 ,
and kTL2 . On the other hand, to simplify the theoretical
analysis, the following transformation should be done. The
relation between the Young’s modulus and the rigidity
modulus is expressed as

G5
E

2~11s!
, ~24!

wheres is Poisson’s ratio of the cylinder material. Using Eq.
~24!, the torsional phase lengthkTL2 can be expressed as

kTL25@2~11s!#1/2kLL2 . ~25!

When Eq.~25! is substituted into the expression of the input
mechanical impedance of the cylinder, it can be found that
the input mechanic impedanceZi is a function of phase
length kLL1 , kLL2 and the slanting angle of the slanting
slots. Figure 5~a! and ~b! are the theoretically computed re-
lation between the normalized input impedanceZi /Z1 and
the phase lengthkLL2 . In Fig. 5~a! and~b!, the phase length
kLL1 is given an arbitrary constant, while the slanting angle
of the slanting slots is changed as a parameter. For every
given slanting angle, a curve describing the relation between
the normalized input mechanical impedance and the phase
lengthkLL2 can be plotted. Figure 5~a! describes the relation
between the impedance and the phase length when the slant-
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ing angle is zero. In Fig. 5~b!, curves 1, 2, and 3 correspond
to the relations between the impedance and the phase length
when the slanting angle equals 30, 45, and 60 deg, respec-
tively.

It can be seen from Fig. 5~a! and ~b! that the slanting
slots alter the vibrational characteristics of the cylinder with
slanting slots, and the vibrational mode of the cylinder is
increased. It is obvious that apart from the comparatively
low resonance frequency, a resonance frequency higher than

the first resonance frequency is created. Based on theoretical
analysis and experimental observation, it can be concluded
that the lower frequency corresponds to the resonant vibra-
tion of the cylinder in longitudinal vibration, while the
higher resonance frequency corresponds to the resonant vi-
bration of the cylinder in torsional vibration. It should be
pointed out that since the vibration of the cylinder is a
longitudinal–torsional compound vibration, the resonant vi-
bration corresponding to the lower resonance frequency is a

FIG. 6. ~a! The theoretically computed curve between the normalized input mechanical impedance and the frequency when the slanting angle is zero.~b! The
theoretically computed curve between the normalized input mechanical impedance and the frequency when the slanting angle is 30, 45, and 60 deg.

FIG. 5. ~a! The theoretically computed relation between the normalized input mechanical impedance and the phase length when the slanting angle is zero.~b!
The theoretically computed relation between the normalized input mechanical impedance and the phase length when the slanting angle is 30, 45, and 60 deg.
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compound vibration in which the longitudinal vibration
dominates the torsional vibration, while the resonant vibra-
tion corresponding to the higher resonance frequency is a
compound vibration in which the torsional vibration domi-
nates the longitudinal vibration.

On the other hand, it can also be seen that the slanting
slots alter the resonance frequency of the cylinder. When the
slanting angle is increased, the lower resonance frequency is
decreased, while the higher resonance frequency is in-
creased. This can be explained as follows. For the lower
resonance frequency, the longitudinal vibration is dominant;
when the slanting angle is increased, the torsional vibration
becomes stronger, and the energy for the torsional vibration
is increased. Compared with the longitudinal vibration, the
torsional vibration is a lateral vibration. When the energy for
the lateral vibration is increased, the resonance frequency for
the longitudinal vibration is decreased. This is consistent
with Rayleigh’s frequency correction for the longitudinal vi-
bration when the lateral vibration is considered. For the
higher resonance frequency, the torsional vibration is domi-
nant. When the slanting angle is increased, the longitudinal
vibration becomes weaker, and the longitudinal energy is
also decreased. Therefore, the resonance frequency for the
torsional vibration is increased. Figure 6~a! and~b! show the
relation between the normalized input mechanical impedance
and the frequency when the slanting angle is chosen as a
parameter. In Fig. 6~a!, the slanting angle is zero, while in
Fig. 6~b!, the solid line, the dotted line, and the line of dashes
and solid lines correspond to the slanting angle of 30, 45, and
60 deg, respectively.

From the above analysis and the computed curves, it can
be seen that for higher vibrational modes of the
longitudinal–torsional compound cylinder, there are also two
kinds of resonance frequency: one is for the longitudinally
dominated vibration, and the other is for the torsionally
dominated vibration. In other words, the slanting slots alter
the vibrational characteristics of the cylinder, its vibrational
mode is increased, and the vibration of the cylinder with
slanting slots becomes a complex compound vibration.

III. THE EFFECT OF THE POSITION OF THE SLANTING
SLOTS ON THE RESONANCE FREQUENCY OF
THE CYLINDER IN LONGITUDINAL–TORSIONAL
COMPOUND VIBRATION

Based on the above analysis, the slanting slots alter the
vibrational characteristics of the cylinder. It is obvious that
the position of the slanting slots will definitely alter the char-
acteristics of the cylinder. It can be seen from Fig. 2 thatL1

is the distance between the input end of the cylinder and the
dividing line; it is also the distance between the slanting slots
and the input end of the cylinder. Figure 7 is the theoretically
computed curve between the normalized input mechanical
impedance and the frequency. When the normalized input
mechanical impedance becomes zero, the resonance fre-
quency of the cylinder can be found. In Fig. 7, the total
length of the cylinder is kept a constant, i.e.,L5L11L2 is a
constant, and the slanting angle is also kept a constant. The
distanceL1 between the slots and the input end of the cylin-
der is chosen as a parameter. In Fig. 7, the solid line, the

dotted line, and the line of dashes and solid lines represent
three different relation curves when the distanceL1 is 0.03,
0.05, and 0.07 m, respectively.

From Fig. 7 it can be seen that when the distanceL1

between the slots and the input end of the cylinder is in-
creased, the lower resonance frequency is increased, and the
higher resonance frequency is also increased. This can be
explained as follows. When the distanceL1 is increased and
the lengthL of the cylinder is kept a constant, the torsional
vibration in the cylinder is decreased and its vibration energy
is also decreased; this will definitely cause the resonance
frequency of the longitudinal vibration in the cylinder to rise.
For the higher resonance frequency~that is, the resonance
frequency of the torsional vibration in the cylinder, since the
torsional vibration is created in the cylinder after the dividing
line!, when the lengthL1 is increased, while the total length
of the cylinder is a constant, the lengthL2 of the cylinder
with the slanting slots is decreased; therefore, the resonance
frequency of the torsional vibration is increased according to
the one-dimensional theory of a slender rod in torsional vi-
bration.

IV. THE EFFECT OF THE LENGTH OF SLOTS ON THE
RESONANCE FREQUENCY OF THE CYLINDER IN
LONGITUDINAL–TORSIONAL COMPOUND
VIBRATION

Since the slanting slots are assumed to be ideally geo-
metrical lines with finite length, their effect on the mass of
the vibrating system can be ignored. However, the length of
slots will alter the vibrational characteristics of the cylinder.
When the slanting angle is kept a constant, the lengthL2 can
be regarded as the substitute of the length of slots. In the

FIG. 7. The theoretically computed curve between the normalized input
mechanical impedance and the designed frequency of the cylinder when the
position of the slanting slot changes.
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following, the relation between the resonance frequency and
the lengthL2 is studied. Figure 8 is the theoretically com-
puted curve between the normalized input mechanical im-
pedance and the frequency when the lengthL2 is chosen as a
parameter. In Fig. 8, the lengthL5L11L2 and the slanting
angle are still kept constants. Three values ofL2 , i.e., L2

50.035, 0.055, and 0.075 m, are used in the computation;
they correspond to the solid line, the dotted line, and the line
of dashes and solid lines, respectively.

From Fig. 8 it can be seen that when the length of slots
is increased, the lower resonance frequency of the cylinder is
decreased and the higher resonance frequency is also de-
creased. This can be explained as follows. When the length
L2 is increased, the torsional vibration is increased; there-
fore, the resonance frequency of the longitudinal vibration
will decrease. For the higher resonance frequency, when the
length L2 is increased, the resonance frequency for the tor-
sional vibration is decreased according to one-dimensional
vibrational theory in that the resonance frequency is in in-
verse proportion to its length.

V. EXPERIMENTAL RESULTS

To verify the derived conclusions, some cylinders with
slanting slots were designed and machined. The width of the
slots is about 1 mm. The material of the cylinder is steel. Its

material parameters are as follows:CL55000 m/s, s
50.28. The resonance frequencies of the vibrating system
that is composed of the sandwiched longitudinal transducer
and the cylinder with slanting slots are measured using the
transmission-line method that is commonly used in the mea-
surement of piezoelectric ceramic vibrators. The measured
results are listed in Table I, wheref 0 is the theoretically
computed and designed resonance frequency of the cylinder,
f mt is the measured resonance frequency of the designed
sandwiched transducer,f mc is the measured resonance fre-
quency for the compound system of the sandwich longitudi-
nal transducer and the cylinder, andf 0c is the computed
resonance frequency of the cylinder with slanting slots.

In the experiments, the resonance frequency of the cyl-
inder with slanting slots is not measured directly. The reso-
nance frequencies of the sandwiched longitudinal transduc-
ers and the compound system are measured. According to
traditional theory of transducer measurement, for a com-
pound vibrating system consisting of a transducer and a
transmission cylinder, if the resonance frequencies of the
transducer and the transmission cylinder are almost the same,
then the resonance frequency of the compound vibrational
system is also approximately equal to the resonance fre-
quency of the transducer or the transmission cylinder. In this
paper, the reverse method is used. The resonance frequency
of the cylinder with slanting slots is determined by measur-
ing the resonance frequencies of the transducer and the com-
pound vibrating system. The equation used to calculate the
resonance frequency of the cylinder is

f 0c5 f mc
2 / f mt . ~26!

From Table I it can be seen that the measured resonance
frequencies of the transducer and the compound system are
almost the same; therefore, the resonance frequency of the
cylinder is approximately equal to the resonance frequency
of the transducer or the compound system. From the mea-
sured results, it is obvious that the measured results are con-
sistent with the predicted results, and the theoretically de-
rived relations between the resonance frequency and the
slanting angle, the position, and the length of the slots are
also verified. As for the frequency-measurement error, the
following factors should be taken into account. First, the
standard values of the material used in the computation are
different from the actual material parameter. Second, the
resonance frequency of the cylinder is obtained indirectly
from the measured resonance frequency of the sandwiched
longitudinal transducer and the compound system. However,
this error is small; it does not affect the verified relations that
are derived in the theoretical analysis.

FIG. 8. The theoretically computed curve between the normalized input
mechanical impedance and the frequency of the cylinder in longitudinal–
torsional compound vibration when the length of the slanting slot changes.

TABLE I. The measured resonance frequencies for the longitudinal–torsional compound system of the sand-
wiched transducer and the cylinder.

R1 ~mm! R2 ~mm! L1 ~mm! L2 ~mm! u ~deg! f 0 ~Hz! f mt ~Hz! f mc ~Hz! f 0c ~Hz!

10 20 65 50 30 20 000 19 877 19 763 19 649
10 20 65 50 45 18 720 19 012 18 608 18 213
10 20 85 30 45 20 770 19 967 19 917 19 868
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VI. CONCLUSIONS

In this paper, the longitudinal–torsional compound sys-
tem with slanting slots is studied. The equivalent circuit
model for the cylinder with slanting slots is derived and the
resonance-frequency equation is also obtained. The effect of
the slanting angle, the position, and the length of slanting
slots on the resonance frequency of longitudinal–torsional
cylinder is analyzed. To sum up the above analysis, the fol-
lowing conclusions are obtained:

~1! The slanting slots can alter the vibrational modes and
characteristics of the cylinder, and the longitudinal–
torsional compound vibration in the cylinder is pro-
duced.

~2! For every vibration mode, such as the fundamental
mode, there are two kinds of resonance frequency; they
correspond to the longitudinally dominated and torsion-
ally dominated vibrations, respectively.

~3! When the slanting angle of slots is increased, the reso-
nance frequency for the longitudinally dominated vibra-
tion is decreased, while the resonance frequency for the
torsionally dominated vibration is increased.

~4! When the distance between the slots and the input end of
the cylinder is increased, the resonance frequency for the
longitudinally dominated vibration is increased and the
resonance frequency for the torsionally dominated vibra-
tion is also increased.

~5! When the length of slots is increased, the resonance fre-
quency for the longitudinally dominated vibration is de-
creased, and the resonance frequency for the torsionally
dominated vibration is also decreased.
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Elastic contact problem of the piezoelectric material in the
structure of a bolt-clamped Langevin-type transducer
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Bolt-clamped Langevin-type transducers~BLTs! are widely used in various fields of industrial
application of high-power ultrasonics. One of the most crucial points in designing a transducer of
this type is estimation of the bearing stress imposed by clamping on the interface between the metal
block and the piezoelectric element. Thisprestress, which compensates for low tensile strength of
the piezoelectric materials used, must be larger than the dynamic vibratory stress at the interface
between the components in high-amplitude operation. Precise estimation of it is virtually
impossible, owing to an intricate elastic contact problem. However, with the use of the unique
finite-element-analysis system developed by one of the authors, approximate solutions of the
problem have been obtained. A BLT design based on the results of the prestress calculations is
proposed. The results of its experimental verification have also been reported. ©1999 Acoustical
Society of America.@S0001-4966~99!03503-1#

PACS numbers: 43.38.Fx, 43.35.Zc@SLE#

INTRODUCTION

Bolt-clamped Langevin-type transducers~BLTs! are
widely used as efficient vibratory sources in various fields of
industrial application of high-power ultrasonics. The trans-
ducers of this type can steadily generate high-amplitude ul-
trasonic vibrations. Figure 1 illustrates a typical construction
of the BLT, in which piezoelectric elements are sandwiched
by two metal blocks and clamped with a screw bolt.

Since the elements are usually made of polarized lead
zirconate titanate ~PZT! ceramic, appropriate static
compressional-bearing stress needs to be imposed on them
by clamping, so as to compensate for their weakness to ten-
sile stress. Thisprestressmust be larger than the dynamic
vibratory stress at the interface between the components in
high-amplitude operation; otherwise, mechanical loss owing
to unstable contact between them drastically decreases the
efficiency of the BLT, and the thermal stress due to exces-
sive heat generation may cause fracture in the elements. Es-
timation of the prestress exerted by clamping is thus one of
the the most crucial points in designing a BLT. However,
precise estimation of it is virtually impossible, since that in-
volves an intricate elastic contact problem with piezoelectric-
ity to be taken into account. Research on the optimized de-
sign of this type of transducers has been done less
enthusiastically for this reason.

Fortunately, Adachiet al. have already devised a simple
and practical numerical method which allows us to obtain
approximate solutions of the elastic contact problems for
nonpiezoelectric elastic materials with the use of finite
elements.1 By applying this method, we can easily estimate
the prestress distribution as well as the vibratory one. Hence,
the authors have decided to expand the method so that it can
be applied to piezoelectric materials.

In this paper, a common finite-element formulation of
piezoelectric systems is summarized first before its applica-
tion to the ‘‘clamping problem’’ of BLTs is explained. Next,

the specifications of the finite-element-analysis system de-
veloped by the authors for this research are also briefly de-
scribed. The authors then propose a BLT design based on the
results of the prestress calculations, and finally show some
measured characteristics of the newly designed BLT as the
experimental verification of the numerical method.

I. FINITE-ELEMENT FORMULATION OF
PIEZOELECTRIC SYSTEMS AND ITS APPLICATION
TO THE CLAMPING PROBLEM OF BLTs

To begin with, a standard formulation of piezoelectric
finite elements is given for a comprehensible explanation of
the clamping analysis using them, though there has been
some preceding research2–4 on such elements since the late
1960s.

If the electro–magnetic interaction can be ignored, the
relationships among the relevant physical properties of a lin-
ear nondissipative piezoelectric system can be expressed in
the forms5

T5cES2etE, ~1!

D5eS1eSE, ~2!

where T, S, D, and E denote the stress, strain, electric-
displacement, and electric-field vectors, respectively, of the
system, andcE(5cEt), e, andeS(5eSt) are the matrices of
elastic, piezoelectric, and dielectric constants, respectively,
of the material. We should note here thatT and S are the
vector representation of the stress and strain tensors in the
engineering notation. Here, the superscriptt means the trans-
pose of the matrix.

The strainS and the electric-field vectorE are obtained
by

S5Lx, ~3!

E52grad c, ~4!
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whereL is a linear spatial partial differential operator,6 andx
andc are the particle displacement and the electric potential.

In accordance with the standard discretization procedure
of the finite element method,6 the particle displacementx and
velocity v of the system can be expressed in the forms

x5Ndu, ~5!

v5 ẋ5Ndu̇, ~6!

whereu and Nd are the nodal displacement vector and the
shape functionmatrix for the particle displacement, respec-
tively, and the dot means temporal differentiation.

Similarly,

c5Npf, ~7!

wheref and Np are the nodal electric-potential vector and
the shape functionvector for the electric potential, respec-
tively.

Using Eqs.~3!, ~4!, ~5!, and ~7!, S and E are thus ap-
proximated as

S5Bu, ~8!

E52Af, ~9!

whereB5LNd andA5 Np .
From Eqs.~1!, ~2!, ~6!, ~8!, and~9!, we obtain

U5
1

2E StT dV,

5
1

2E ~utBtcEBu1utBtetAf!dV. ~10!

H5
1

2E DtE dV,

5
1

2E ~2utBtetAf1ftAteSAf!dV. ~11!

T5
1

2E rvtv dV,

5
1

2E ru̇tNd
t Ndu̇ dV, ~12!

in which U, H, and T are the total elastic, electrical, and
kinetic energies of the system, respectively, and the integra-
tions are conducted over the volume.

In Eqs.~10!, ~11!, and~12!, let

M5E rNd
t Nd dV, K5E BtcEB dV,

P5E BteA dV, G5E AteSA dV,

whereM, K, P andG are called the mass, elastic, piezoelec-
tric, and dielectric matrices, respectively, of the system, we
have

U5 1
2u

tKu1 1
2u

tPf, ~13!

H52 1
2u

tPf1 1
2ftGf, ~14!

T5 1
2u̇

tMu̇. ~15!

The work exerted by forces and electric charges externally
applied to the system can also be given in the discretized
form

W5utf1ftq, ~16!

where f and q denote the force and electric charge vectors,
respectively.

Now, we can obtain the LagrangianL of the system
from Eqs.~13!, ~14!, ~15!, and~16! as

L5U2H2T2W,

5 1
2u

tKu1utPf2 1
2ftGf2 1

2u̇
tMu̇2utf2ftq. ~17!

Lagrange’s equations of motion of the system are

d

dt S ]L
]u̇i

D2
]L
]ui

50, ~18!

d

dt S ]L

]ḟ i
D 2

]L
]f i

50, ~19!

where t is time, ui and f i denote the components of the
vectorsu and f, respectively, and the subscripti indicates
each component.

Substitute Eq.~17! into Eq.~18! and Eq.~19!, we obtain
a set of simultaneous equations of the types

Mü1Ku1Pf5f, ~20!

Ptu1Gf5q. ~21!

For static cases, i.e.,ü50, we have

Ku1Pf5f, ~22!

Ptu1Gf5q. ~23!

These equations are the general finite-element formulation of
static deformation of linear piezoelectric systems.

If there is no electric charge inflow, puttingq50 in Eq.
~23! and substituting it into Eq.~22!, we obtain

~K1PG21Pt!u5f. ~24!

Let K85K1PG21Pt in Eq. ~24!, we have

K 8u5f. ~25!

FIG. 1. A bolt-clamped Langevin-type transducer.
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Equation~25! is similar to the equation which depicts linear
static deformation of an ordinary elastic system. However, in
the case of clamping, internal, not external, forces exist in
the system. Thus, to derive the equations that give the solu-
tion of the problem, Eq.~25! should be rewritten in an ap-
propriate form.

Such a process of mathematical transformation seems
complicated, but its underlying concept is actually quite
simple. Figure 2, which illustrates the clamping process in
assembling a BLT, also gives a schematic explanation of the
concept. The figure shows only one-quarter of the BLT be-
cause of its symmetry. From a static viewpoint, revolution of
the metal blocks for clamping can be considered as hooking
each turn of thread of the male screw of the bolt to the
corresponding one of the female screw of the block. In the
finite-element analysis, therefore, the clamping process can
be regarded as the operation of combining every pair of
nodes which represents the points brought into contact with
each other by clamping.

The finite-element modeling, carried out separately for
all the components involved, allows us to calculate the static-
bearing stress—including the prestress—at the interfaces be-
tween the components. If the static deformation is caused
only by clamping, the resulting pair of internal forces exerted
on each pair of nodes must have the same magnitude but
opposite directions in the modeling. The vector difference in
displacement between the coupled nodes is equal to the po-
sitional difference between them before the deformation.

These relationships can be rigorously represented by the
mathematical forms

S K11 K12 K13

K21 K22 K23

K31 K32 K33

D S u1

u2

u3

D 5S f1

f2

0
D , ~26!

u22u15dx , ~27!

dx5x12x2 , ~28!

and

f152f2 , ~29!

where u1 and f1 are the nodal-displacement and internal-
force vectors, respectively, for nodesx1 to be coupled with
nodesx2 by clamping;u2 and f2 those forx2 ; u3 the dis-
placement vector for the other nodes;K i j ( i , j 51,2,3) the
partitions of the matrixK8 corresponding to those of vectors
f andu; anddx the vector difference in coordinates between
nodesx1 andx2 . The vectorsx1 andx2 have the same num-
ber of components, each of which is one of the coordinates
of a node in contact with the other, andu1 , u2 , f1 , andf2 are
the vectors whose components correspond accordingly to
those ofx1 andx2 .

Upon substitution of Eqs.~27!, ~28!, and ~29! into Eq.
~26!, we obtain

S K11 K12 K13

K21 K22 K23

K31 K32 K33

D S u1

u11dx

u3

D 5S f1

2f1

0
D . ~30!

Transposing all the unknowns to the left-hand side of these
simultaneous equations and the knowndx to the right-hand
side, we have

S K111K12 2E K13

K211K22 E K23

K311K32 O K33

D S u1

f1

u3

D 5S 2K12dx

2K22dx

2K32dx

D . ~31!

By solving Eq.~31! for u1 , u3 , andf1 , we can easily obtain
the stress distribution in the system, as well as the deformed
shape of it, using the well-known relationship between the
components of nodal displacement and that of the stress in
each element.

Strictly speaking, however, analysis of the clamping ef-
fect is a finite-deformation problem which requires nonlinear
treatment of the system, since the deformation caused by
clamping is ‘‘visible’’ in most cases. Hence, it should be
noted that this method is valid only if the deformation is
relatively small, as compared with the size of the whole sys-
tem of interest.

In the calculations actually conducted by the authors, the
screw threads are not precisely modeled with finite elements,
but each turn of thread is represented by a node, as shown in
Fig. 2. In addition, each nodal displacement at the threads is
assumed to be coupled with its corresponding one only in the
direction along the axis of the bolt. In other words, it is
assumed that the initial axial-positional gap between each
pair of nodes at the threads is equal to their difference in
axial displacement caused by clamping, while their radial-
positional gap has nothing to do with their displacements.
This assumption is introduced so that the modeling will
closely approximate the mechanical property of the screw
joint. The revolution angle of the blocks for clamping can be
formulated as the initial axial-positional gap divided by the
pitch of the screw.

The finite-element-analysis system developed for this re-
search can deal not only with the clamping problem but also
usual static deformation, modal vibration, and harmonic
forced-vibration problems for any two-dimensional piezo-

FIG. 2. A schematic explanation on the clamping process in assembling a
BLT and its representation in the finite-element analysis.
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electric system including axisymmetric ones. Furthermore, it
can also solve the problems of ‘‘modal vibration control’’ 7

of such piezoelectric systems. The platform on which the
analysis system can work is 4.3BSD UNIX~or any compat-
ible operating system!. X-window system~X11R4 or a more
recent version! is also necessary for the graphic displays. The
system is composed of some programs and Bourn Shell
scripts. The source codes of the programs are written inFOR-

TRAN 77 and C.

II. NUMERICAL SEARCH FOR AN OPTIMIZED BLT
DESIGN IN TERMS OF THE PRESTRESS AT
THE INTERFACE

The low-aspect-ratio configuration of the BLT as shown
in Fig. 1 has the advantage of maintaining a large area of theradiating face and sufficient volume ratio of the piezoelectric

ceramic elements that excite the vibration while realizing
high-resonance frequency. However, constructing such a
‘‘ stumpy’’ BLT poses quite a practical problem. The most
serious difficulty is how to impose enough prestress all over
the area of the interface between the metal block and the
piezoelectric ceramic element. No conventional designing
method has yet guaranteed that. Hence, the mechanical qual-
ity factor Q—the efficiency, in other words—of a BLT of
this shape type inevitably tends to be very low as a trans-
ducer used for high-power ultrasonic applications. The au-
thors thus tried to find out the optimum shape of the BLT in
terms of the prestress by repetition of the finite-element
simulation for many shape types of the transducer.

Figure 3 shows the geometrical parameters set for seek-
ing the optimum shape of the BLT in terms of the prestress.
Here, it should be noted that the tapered portion defined by
the parametersl andh are introduced andu denotes the revo-
lution angle of the metal~duralumin! blocks for clamping. In
the seeking process, the authors maintained the condition
that the maximum tensile stress at the threads of the screws
should not exceed 500 MPa. In addition to the static prestress
imposed by the clamping, the dynamic vibratory stress at the
interface in the lowest-resonance vibration was also calcu-
lated for every case on the assumption that the amplitude at
the outer circumference of its end surfaces was 10mm0 –p .
All the analyses were done for only one-quarter of the trans-
ducer because of its symmetry. The electrodes were assumed
to be electrically short-circuited; in other words, the BLT
was assumed to be driven by an ideal voltage source and
their thickness was ignored in the calculation, though they

FIG. 3. Geometrical parameters set for optimum design of the BLT as
shown in Fig. 1.

FIG. 4. The normal component of the static prestress imposed by the clamp-
ing ~a! and that of the dynamic vibratory stress at the lowest-resonance
frequency of the BLT~b! at the interface between the metal~duralumin!
block and the piezoelectric ceramic~C-21! element as functions of the dis-
tance from the axis of the transducer, with the difference between the outer
and inner radii of the elementl as a parameter.

FIG. 5. Same as in Fig. 4, but with the unthreaded length of the screw hole
n as a parameter.

1654 1654J. Acoust. Soc. Am., Vol. 105, No. 3, March 1999 Adachi et al.: A bolt-clamped transducer



are indispensable for its actual operation. The piezoelectric
elements and the screw bolt were assumed to be made of
C-21 ~Fuji Ceramics Co. Ltd.! and stainless steel, respec-
tively.

Let us look at some numerical results of the analyses.
Figure 4 shows the normal components of both the static
prestress and the vibratory stress at the interface as functions
of the distance from the axis of the transducer, with the dif-
ference between the outer and inner radii of the piezoelectric
ceramic elementl as a parameter. When the difference gets
narrow, the prestress shows a very sharp rise near the outer
circumference of the interface, while the distribution of the
normal component of the vibratory stress just shifts its steep
slope towards the axis. Figure 5 shows the effect of the un-
threaded length of the screw holen on the stress distribu-
tions. Though the change in the unthreaded length does not
affect the vibratory stress, its increase suppresses the pre-
stress, especially on the inside edge of the interface. This
means that we can control the relative magnitude of the pre-
stress in the vicinity of the inner circumference by changing
the length.

The authors carried out similar analyses for the other

geometrical parameters defined in Fig. 3. Figures 6, 7, 8, and
9 give some of the results in a more comprehensible form
than Figs. 4 and 5. These graphs show the distributions of the
ratio of the normal component of the vibratory stress to that
of the static prestress at the interface when the thickness of
the piezoelectric elementd is maintained at 2 mm. If the
stress ratioX exceeds unity~the vibratory stress is larger than
the static prestress!, the contact between the piezoelectric
element and the metal block becomes unstable. We find that
the stress ratio at a point on the interface becomes larger as it
approaches the outer circumference in any case. In addition,
as a result of the simulations, the change in the element
thicknessd was found to have no significant influence on the
distribution.

From the numerous results of the simulation, the authors
finally selectedd52 mm, l 55.5 mm, h510 mm, andn
511 mm as the optimum values of the parameters. It was
also found that the maximum tensile stress at the threads of
the screws is 485 MPa while maintaining the stress ratioX
below unity over the interface when the value ofu is set at
p/8.

III. EXPERIMENTAL VERIFICATION

Two geometrically identical BLTs of the optimum shape
found in the numerical analyses of the previous section were

FIG. 6. Distribution of the ratio of the normal component of the dynamic
vibratory stress to that of the static prestress at the interface between the
metal block and the piezoelectric ceramic element, with the difference be-
tween the outer and inner radii of the elementl as a parameter.

FIG. 7. Same as in Fig. 6, but with the unthreaded length of the screw hole
n as a parameter.

FIG. 8. Same as in Fig. 6, but with the length of the tapered portionh as a
parameter.

FIG. 9. Same as in Fig. 6, but with the revolution angle of the metal blocks
for clampingu as a parameter.
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manufactured for experimental evaluation of the design.
Their measured and calculated characteristics are tabulated
in Table I. The voltage applied to the BLTs for the measure-
ment was 1 Vrms except for the force factorA, which was
evaluated at 10 Vp–p . The measurement system was the
same as Adachiet al. had used before.1 The authors also
observed their resonance frequencies andQ values at higher
applied voltages, namely 10 and 20 Vrms. When the voltage
is 20 Vrms, the vibration amplitude at the end surfaces of the
two transducers can be estimated approximately at 10mm0 –p

from the measured parameters. Table II shows the results.
Thanks to the optimum design which realizes the appro-

priate prestress distribution at the interface, theQ values of
the experimental transducers are maintained fairly high even
in high-amplitude operation at a frequency over 40 kHz in
spite of their low-aspect-ratio shape. Since precise measure-
ment of the prestress at the interface is virtually impossible,
direct comparison between the calculated and measured pre-
stress distribution cannot be presented here. However, the
high Q values can be considered as indirect proof of the
success of the transducer design aided by the numerical
method.

The reason for the large discrepancy on the force factor
A may be attributed to numerical round-off error owing to

the small values of the electromechanical-coupling factorkvn

from which the values ofA are derived in the calculation,
though we find a good agreement between the calculation
and the measurement for the resonance frequency.

IV. CONCLUSIONS

The authors developed a simple and practical finite-
element analysis system, with which we can obtain approxi-
mate solutions of intricate elastic contact problems of piezo-
electric systems within the limit of linearity, and thus predict
the static prestress exerted by clamping the bolt on the inter-
face between the metal block and the piezoelectric element
in a BLT. Using this system, optimum design of a BLT with
a low-aspect-ratio shape was tried, and the measured high-Q
values of the experimental BLTs of the design support the
effectiveness of the design procedure using this analysis sys-
tem.
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TABLE I. Measured characteristics of two experimental BLTs and the cal-
culated values.Q, f 0 , Ym0 , Cd , kvn , andA denote the mechanical quality
factor, lowest-resonance frequency, motional admittance at the resonance,
clamped capacitance, electromechanical-coupling factor, and force factor,
respectively, of the BLT.

BLT1 BLT2 Calculated

Q 665.9 564.5 ¯

f 0 @kHz# 40.75 41.15 41.95
Ym0 @mS# 32.46 31.64 ¯

Cd @nF# 3.956 4.554 3.211
kvn 0.219 0.218 0.184
A @N/V# 2.87 2.77 0.666

TABLE II. The measured values of the mechanical quality factorQ and
lowest-resonance frequencyf 0 of the BLTs in high-amplitude operation.

BLT1 BLT2

Applied voltage 10@V# 20 @V# 10 @V# 20 @V#

Q 573.2 302 499.2 272.7
f 0 @kHz# 40.73 40.60 41.23 41.17
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A new method is presented for the analysis of complex dynamic systems which is based on
partitioning the system degrees of freedom into a ‘‘global’’ set and a ‘‘local’’ set. The global
equations of motion are formulated and solved in a standard deterministic manner, although due
account is taken of the presence of the local degrees of freedom via an approach which is analogous
to fuzzy structure theory. The local equations of motion are formulated and solved by using
statistical energy analysis~SEA! with due account being taken of power input from the global
degrees of freedom. The method can be considered to encompass a number of existing analysis
techniques and to form a flexible framework within which a number of detailed modeling strategies
can be devised. A simple rod system provides an initial application, and it is shown that the method
yields very good results from low to high frequency excitation. ©1999 Acoustical Society of
America.@S0001-4966~99!00502-0#

PACS numbers: 43.40.At, 43.40.Cw, 43.40.Hb@CBB#

INTRODUCTION

The analysis of the response of a coupled structural-
acoustic system to external excitation becomes increasingly
difficult with increasing excitation frequency. The main rea-
son for this lies in the fact that the wavelength of the system
deformation reduces with increasing frequency, and it there-
fore becomes difficult to devise a precise mathematical
model that can adequately capture the complex response pat-
tern. In the context of the finite element method,1 it is gen-
erally considered that approximately eight elements must be
used to adequately resolve each structural wavelength, and
this can and does lead to unfeasibly large models at high
frequencies. Another difficulty is that the system response
becomes increasingly sensitive to geometrical imperfections
as the wavelength of the response decreases, so that even a
very detailed deterministic mathematical model based on the
nominal system properties may not yield a reliable response
prediction.

Given the difficulties involved in developing a detailed
mathematical model of high-frequency vibration, there has
been much research effort directed at the development of
alternative, more approximate techniques. Foremost amongst
these is statistical energy analysis~SEA!,2 in which the sys-
tem is modeled as a collection of subsystems, each of which
is assigned a single response variable corresponding to the
vibrational energy. The conditions required for the success-
ful application of SEA have been the subject of considerable
previous work~see, for example Ref. 3!, and it is generally
recognized that, in addition to other conditions, each sub-
system must ideally contain a number of resonant modes
over the analysis band of interest. One implication of this
condition is that the wavelength of the subsystem deforma-

tion must be of the same order as, or less then, the dimen-
sions of the subsystem. In some cases this requirement may
be only partially met: for example, in-plane waves in a plate
are generally of much longer wavelength than bending
waves, so that while the bending motion might meet the SEA
requirement, the in-plane motion might not. While such dif-
ficulties can, in some cases, be overcome by employing
problem specific modeling techniques within SEA~as, for
example, in Ref. 4!, it is true to say that a general approach
is lacking. The problem of the existence of both short and
long wavelength deformations within a structure is likely to
become more severe withdecreasingfrequency, in the sense
that all wavelengths will be sufficiently short at a sufficiently
high frequency. This creates a difficult mid-frequency zone
between low-frequency finite element modeling and high-
frequency SEA modeling.

A relatively new approach to the vibration analysis of
complex systems is offered by fuzzy structure theory.5–7 In
this approach the system is considered to be comprised of a
master structure to which is connected a set of uncertain or
fuzzy attachments. In practical terms the master structure
might represent a ship hull, while the fuzzy attachments
might be internal systems consisting of items such as piping
and mechanical or electrical equipment. A key result of
fuzzy structure theory is that the attached items act mainly to
provide damping to the master structure, and, furthermore,
the level of this damping is~surprisingly! independent of the
dissipation factor of the attachments.6 As yet, fuzzy structure
theory has only been applied to relatively simple systems; as
discussed in what follows, some of the principles of fuzzy
structure theory are adopted in the present work to develop a
hybrid deterministic/SEA analysis method for a general
structural-acoustic system.

A third approach to the analysis of high-frequency vi-
brations in complex systems has been developed by Belyaeva!Visiting Research Scientist, Vibro-Acoustic Sciences, Inc.
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and his co-workers,8–10 in which the response is considered
to be comprised of a ‘‘smooth’’ function and a set of local
modes defined within each subsystem. A differential equa-
tion of motion is developed which governs the smooth func-
tion and also makes an allowance for the presence of the
local modes; in agreement with the findings of fuzzy struc-
ture theory, the local modes act primarily to add damping to
the system. This methodology has been applied to the longi-
tudinal vibration of an extended structure, in which the gov-
erning equation of motion was that of a rod.9

In what follows a new technique is presented for the
vibration analysis of complex systems which contains ele-
ments of each of the three methods outlined above: SEA,
fuzzy structure theory, and the Belyaev smooth function ap-
proach. The system response is partitioned into two compo-
nents, corresponding to long wavelength and short wave-
length deformations. The long wavelength component is
modeled deterministically, while the short wavelength com-
ponent is modeled by using SEA. The interaction between
the two components is considered in some detail, and it is
shown that results similar to those yielded by fuzzy structure
theory are obtained. Two analogies with the previously men-
tioned work can be drawn: the long wavelength deformation
can be identified with the master structure in fuzzy structure
theory, or alternatively with the smooth response in the Be-
lyaev approach.

The equations of motion of a general structural-acoustic
system are developed in Sec. I, and division of the response
into two components~referred to as the ‘‘global’’ and ‘‘lo-
cal’’ components! is described. The prediction of the global
response is described in Sec. II and the application of SEA to
the prediction of the local response is described in Sec. III. A
summary of the approach is presented in Sec. IV, and an
example application is given in Sec. V.

I. EQUATIONS OF MOTION

A. General form of the EOM for builtup systems

The equations of motion~EOM! of a general builtup
system which is composed of a number of subsystems such
as beams, plates, shells, and acoustic volumes can be formu-
lated by using the Lagrange–Rayleigh–Ritz approach, in
which the system response is expressed in terms of a com-
plete set of admissible functions.11 With this approach, the
three components of the system displacementu
5(u1 u2 u3)T at a general locationx5(x1 x2 x3)T

are written in the form

u~x,t !5 (
n51

`

qn~ t !fn~x!, ~1!

where fn(x) represents thenth admissible function, and
qn(t) is the associated degree of freedom~or ‘‘generalized
coordinate’’! which constitutes the time-dependent ampli-
tude of the admissible function. Many different types of ad-
missible function may be selected—for example, each func-
tion may extend smoothly over the whole system, or,
alternatively, each function may be restricted to a limited
region of the system, as in the finite element method;1 the
main stipulation is that the functions must have an appropri-

ate degree of continuity and must form a complete set under
the prescribed natural boundary conditions.11 The equations
of motion which govern the amplitudesqn follow from the
application of Lagrange’s equation, and have the well-known
form11

Mq̈1Cq̇1Kq5F, ~2!

whereM , C, andK are respectively the mass, damping, and
stiffness matrices, and the vectorF contains the generalized
forces. Themnth entry of the mass matrix can, in general, be
written in the form11

Mmn5(
r 51

NS E
Vr

r r~x!fm
T ~x!fn~x! dx, ~3!

where the summation covers each subsystem~for example,
beam, plate, shell, or acoustic volume! which forms part of
the complete system, andr r(x) is the volume density of the
rth subsystem. Themnth entry of the stiffness matrix can be
formulated by writing the strain–displacement and stress–
strain relations for therth subsystem as follows:

er5Dru, ~4!

sr5Drer . ~5!

Heresr ander are respectively the stress and strain vectors,
andDr is the constitutive matrix. The termDr which appears
in Eq. ~4! is a matrix of differential operators~in the spatial
coordinatesx! which acts on the system displacementsu to
produce the strainer . It can be noted that, with the correct
identification of the relevant symbols, Eqs.~4! and ~5! are
applicable to any type of subsystem, ranging, for example,
from a bending beam to a three-dimensional elastic con-
tinuum: in the first case the stress and strain are scalars
which correspond to the beam bending moment and curva-
ture, whereas, in the second case Eqs.~4! and~5! correspond
to the standard three-dimensional elasticity relations in
which both the stress and strain have six components~three
direct terms and three shear terms!. With the notation intro-
duced in Eqs.~4! and ~5!, the mnth component of the stiff-
ness matrix can now be written in the form11

Kmn5(
r 51

NS E
Vr

~Drfm!TDrDrfn dx. ~6!

The damping matrixC which appears in Eq.~2! cannot, in
general, be expressed in a simple form analogous to either
Eq. ~3! or ~6!: the physical causes of damping are various
and complex, and a purely theoretical estimate ofC may be
significantly in error. For this reason it is usual to adopt a
semi-empirical approach to the evaluation ofC, in which
either Rayleigh damping is assumed, or a loss factor model
of the damping is employed. In the first case it is assumed
that C is a linear combination ofM and K , so that Eq.~2!
can be diagonalized by a transformation to modal coordi-
nates. In the second case, it is assumed that each subsystem
is hysteretically damped, so that the contribution of therth
subsystem toC is directly proportional to the contribution of
this subsystem toK : if the damping varies significantly from
subsystem to subsystem, then this can lead to a damping
matrix C which is not a linear combination ofM and K .
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Further aspects of the damping model adopted are discussed
in the following sections.

The final term which appears in Eq.~2! is the general-
ized force vectorF; this vector has the components

Fm~ t !5(
r 51

NS E
Vr

pr~x,t !Tfm~x! dx, ~7!

wherepr(x,t) represents the distributed loading which acts
on subsystemr. The distributed loading may be random in
both space and time, and this will lead to random~and gen-
erally correlated! generalized forces. In this case Eq.~2! is
most easily solved in the frequency domain by using spectral
analysis techniques.12 More generally, a frequency domain
solution to Eq.~2! is also the preferred approach for har-
monic forcing, and thus the frequency domain is considered
exclusively in what follows. The Fourier transform of Eq.~2!
yields

@2v2M1 ivC1K #q5Dq5F, ~8!

wherev is the circular frequency andD is termed the dy-
namic stiffness matrix of the system. It should be noted that
the termsq and F which appear in Eq.~8! are complex
frequency-dependent quantities which represent the Fourier
transforms of the generalized coordinates and generalized
forces; for harmonic excitation, these quantities represent the
complex amplitudes of the response and forcing.

Equations~3! and ~6!–~8! constitute the equations of
motion of a general builtup system. These equations allow
for a wide range of potential modeling techniques via the
choice of the admissible functionsfn(x); in fact, the equa-
tions encompass all possible energy based formulations rang-
ing from the Rayleigh quotient to theh- andhp-versions of
the finite element method. The choice of a suitable set of
admissible functions depends to a large extent on the nature
of the structure to be analyzed~including the nature of the
excitation! and the computational resources which are avail-
able. As discussed in the Introduction, particular problems
arise when considering medium- to high-frequency vibra-
tions of complex structures: in this case the structural defor-
mation can have a very short wavelength, meaning that an
unfeasible number of admissible functions may be needed to
capture the detailed behavior of the system. In what follows,
a method is presented whereby the admissible functions are
partitioned into ‘‘long-’’ and ‘‘short-’’ wavelength functions,
and the response associated with the short-wavelength func-
tions is computed by using statistical, rather than determin-
istic, techniques.

B. Wave number partitioning and global modes

In what follows the admissible functions which appear
in Eq. ~1! are partitioned into two sets which are nominally
referred to as ‘‘global’’ and ‘‘local’’ admissible functions, so
that the equation is modified to read

u~x,t !5 (
n51

Ng

qn
g~ t !fn

g~x!1 (
n51

Nl

qn
l ~ t !fn

l ~x!, ~9!

where the sufficesg andl are used respectively to denote the
global and local sets. The partitioning is made on the follow-

ing general basis: the global admissible functions are in-
tended to capture the ‘‘long wavelength’’ deformations of
the structure while the local admissible functions are in-
tended to capture the ‘‘short wavelength’’ deformations. As
explained in what follows, a statistical energy analysis~SEA!
model of the response associated with the local admissible
functions is employed in the present work to eliminate the
need for a detailed deterministic model.

The somewhat vague definition of the global and local
admissible functions can perhaps be clarified by considering
the particular example of a three-dimensional beam frame-
work comprised of closed section beam members. At a speci-
fied frequency, a single beam within the framework can
propagate three types of elastic wave: bending, torsional, and
axial waves. The torsional and axial waves generally have a
much longer wavelength than the bending waves, and struc-
tural deformations on this scale would be included in the set
of ‘‘global’’ admissible functions, while the ‘‘local’’ admis-
sible functions would encompass the bending wavelength.
The use of the terminology ‘‘global’’ and ‘‘local’’ is related
to the fact that the modal density of a single beam is rela-
tively low for axial and torsional modes in comparison with
bending modes.13 Over a given frequency band, the beam
may have a theoretical mode count of, say, 0.1 for axial
modes and, say, 4.0 for bending modes; this implies that the
beam is unlikely to exhibit an axial mode within the fre-
quency band, although axial motion may contribute to a
mode of the whole structure—that is, a ‘‘global’’ mode~sim-
plistically, a ten-element framework would have an ‘‘axial’’
mode count of unity!. In contrast, the beam is highly likely to
exhibit a number of bending modes within the frequency
band, and, when the beam isin situ, these modes could con-
tribute to either localized~‘‘local’’ ! or extended modes of the
complete framework.

From a practical point of view, the ‘‘global’’ admissible
functions could consist of a relatively coarse mesh finite el-
ement model which is able to capture the longer wavelength
deformations of the structure. The ‘‘local’’ admissible func-
tions could then be employed to enhance this model and
capture the short wavelength deformation—were the hierar-
chical ~or hp-version! finite element method employed, then
the local admissible functions could be identified in principle
with the internal or hierarchical shape functions. The precise
way in which the partitioning represented by Eq.~9! is
implemented is an open issue—the main feature of the fol-
lowing analysis is that the response encompassed by the ‘‘lo-
cal’’ admissible functions is modeled by using SEA, so that
all aspects of the dynamics not covered by this approach
should be incorporated within the global admissible func-
tions.

Having partitioned Eq.~1! in the form of Eq. ~9!, it
follows that the system equations of motion, Eq.~8!, can be
partitioned as follows

S Dgg Dgl

Dgl
T Dl l

D S qg

ql D5S Fg

Fl D . ~10!

Without loss of generality, the global coordinatesqg can be
selected~or transformed! so that the matrix partitionDgg is
diagonal, providing a Rayleigh damping model is assumed
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for the response in these coordinates. In this case the global
admissible functionsfn

g(x) can be interpreted as ‘‘global
modes,’’ although it should be noted that the true modes of
the system cannot be modeled solely in terms ofqg but also
require a contribution fromql . If Dgg is a diagonal matrix,
then thenth diagonal entry will have the form

~Dgg!nn5vn
2~11 ihn!2v2, ~11!

wherevn and hn are the natural frequency and loss factor
associated with thenth ‘‘global mode,’’ and it has been as-
sumed that the mode shapefn

g(x) is scaled to unit general-
ized mass.

The matrix partitionDgl which appears in Eq.~10! gov-
erns the coupling between the global and local degrees of
freedom, and this has contributions from the three matrices
M , C, andK which appear in Eq.~8!. It will be assumed in
what follows that each local admissible function is identified
with a single subsystem, so that the admissible function is
everywhere zero except within this subsystem. Under this
assumption the dominant contribution toDgl can be identi-
fied by considering the integrals which appear in Eqs.~3! and
~6!. In order to do this, it is helpful to focus on the coupling
between global modem and local coordinaten ~defined over
subsystemr!, and to define the following integrals:

Mnn
ll 5E

Vr

r~x!fn
lT~x!fn

l ~x! dx, ~12!

Knn
ll 5E

Vr

~Drfn
l !TDrDrfn

l dx, ~13!

Mmn
gl 5E

Vr

r~x!fm
gT~x!fn

l ~x! dx, ~14!

Kmn
gl 5E

Vr

~Drfm
g !TDrDrfr

l dx. ~15!

By definition, the global admissible functions are of long
wavelength relative to the local admissible functions, and
hence it follows thatO(Drfm

g )/O(fm
g )!O(Drfn

l )/O(fn
l ).

Now if the local coordinate is resonant, so thatO(v2Mnn
ll )

5O(Knn
ll ), then it follows from Eqs. ~12!–~15! that

O(Kmn
gl )!O(v2Mmn

gl ). Given that the influence of the damp-
ing matrix C will generally be small, it can be concluded
that, under the stated conditions, the dominant contribution
to Dgl will arise from inertial coupling so that

Dgl'2v2Mgl , ~16!

whereMgl is the appropriate partition ofM . It can be noted
that certain choices of global and local admissible functions
can render Eq.~16! exact; if, for example, the local admis-
sible functions are taken to be the blocked modes of a sub-
system~i.e., the modes obtained under clamped boundary
conditions! and the global admissible functions are expressed
in terms of static or ‘‘constraint’’ modes,14 then by definition
the two sets of functions are stiffness orthogonal, and all
coupling occurs through the mass matrix.

As discussed in what follows, the precise form of the
partition Dl l which appears in Eq.~10! is not required under
the present formulation. The system response is sought by
reexpressing Eq.~10! in the form

~Dgg2DglDl l
21Dgl

T !qg5Fg2DglDl l
21Fl , ~17!

Dl l q
l5Fl2Dgl

T qg. ~18!

Equation~17! follows by eliminatingql from the first row of
Eq. ~10!, while Eq. ~18! follows immediately from the sec-
ond row of Eq.~10!. The rationale behind Eqs.~17! and~18!,
and the method of solution, is described in the following
sections. In this regard, Eq.~17! is referred to as the global
equation of motion, while Eq.~18! is described as the local
equation of motion.

II. SOLUTION OF THE GLOBAL EQUATION OF
MOTION

A. The modified dynamic stiffness matrix: Fuzzy
structures

The left side of Eq.~17! contains a modification to the
global dynamic stiffness matrixDgg which arises from the
presence of the local degrees of freedom. Themnth compo-
nent of this additional matrix can be expressed in the form

~DglDl l
21Dgl

T !mn5(
j 51

Nl

(
k51

Nl

~Dgl!m j~Dl l
21! jk~Dgl!nk , ~19!

where the summations are taken over the local coordinates.
This expression can be considerably simplified by making a
number of assumptions regarding the nature of the local ad-
missible functions. Firstly, as is commonly done in SEA, it
can be assumed that the local coordinates are weakly
coupled, so thatDl l is nearly diagonal and can be approxi-
mated as being diagonal for the present purposes. If the local
admissible functions are further taken to be mode shapes of
the uncoupled~or ‘‘blocked’’ ! subsystems~scaled to unit
generalized mass!, then Eq.~19! simplifies to

~DglDl l
21Dgl

T !mn5(
j 51

Nl

~Dgl!m j~Dgl!n j@v j
2~11 ih j !2v2#21,

~20!

where v j and h j represent the natural frequency and loss
factor of local modej. If the complete system containsNS

subsystems, and subsystemr has Nr modes, then Eq.~20!
can be rewritten in the form

~DglDl l
21Dgl

T !mn5(
r 51

NS

(
k51

Nr

~Dgl!m j~k,r !~Dgl!n j~k,r !

3@~vk
r !2~11 ihk

r !2v2#21, ~21!

where vk
r and hk

r represent the natural frequency and loss
factor of local modek of subsystemr, and the symbolj (k,r )
is used to indicate the position of this mode in the total
sequence of local modes. It follows from Eqs.~14! and~16!
that the product which appears within the summation in Eq.
~21! can be written as

~Dgl!m j~k,r !~Dgl!n j~k,r !5v4 j rmn
2 ~k!, ~22!
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where

j rmn
2 ~k!5E

Vr

E
Vr

r~x!r~x8!fm
gT~x!

3Rr~x,x8,k!fn
g~x8! dx dx8, ~23!

Rr~x,x8,k!5fj ~k,r !
l ~x!fj ~k,r !

lT ~x8!. ~24!

The functionRr which appears in Eq.~24! can be viewed as
a form of modal correlation coefficient for the local modes in
subsystemr; if the final term on the right of Eq.~21! is a
smooth function ofvk

r , then it is admissible to averageRr

over a group of local modesk—in this case a good approxi-
mation toRr can be obtained by employing a high-frequency
asymptotic estimate offj (k,r )

l , such as a simple standing
wave system.15 The dimensionless termj rmn

2 which appears
in Eq. ~23! can be interpreted as a form of ‘‘joint acceptance
function’’16 between the global modes and the local modes
in subsystemr.

The use of Eq.~22! in Eq. ~21! leads to the following
result for the additional dynamic stiffness matrix arising
from the presence of the local modes

~DglDl l
21Dgl

T !mn5v4(
r 51

NS

(
k51

Nr

j rmn
2 ~k!

3@~vk
r !2~11 ihk

r !2v2#21. ~25!

This expression can be further simplified by considering the
properties of the final summation which appears on the right-
hand side; in order to do this it is helpful to consider sepa-
rately the contribution arising from the resonant local modes
(vk

r 'v) and from the inertia dominated local modes (vk
r

!v), and this is done in the following subsections. The
contribution arising from stiffness dominated local modes
(vk

r @v) is not considered here, as this will normally be
negligible.

1. Contribution from the resonant modes

In considering the contribution to Eq.~25! arising from
the local modes which are near to resonance (vk

r 'v), the
term j rmn

2 (k) can reasonably be assumed to be independent
of k, at least over the restricted range of the resonant modes;
Eq. ~25! can then be simplified by considering the properties
of the following sum:

Sr5 (
k51

Nr

@~vk
r !2~11 ihk

r !2v2#21. ~26!

Langley17 has shown that for a one-dimensional subsystem
the sum has the following bounds:

~pn r /2v! tanh~pmr /2!<2Im ~Sr !

<~pn r /2v! coth~pmr /2!, ~27!

URe~Sr !2
pn r

2v
gU< pn r

2v F sin~pmr !

cosh~pmr !2cos~pmr !
G ,

~28!

where n r is the modal density of subsystemr and mr

5vh rn r is the subsystem modal overlap factor~in which h r

is the average loss factor!. The termg which appears in Eq.
~28! is dependent on the nature of the dispersion relation of
the subsystem:g50 for a nondispersive system, while
g521 for bending waves in a beam. If the system modal
overlap is high, then Eqs.~27! and ~28! lead to the results

Im ~Sr !'2~pn r /2v!, ~29!

Re~Sr !'~pn r /2v!g. ~30!

Although Eqs. ~27! and ~28! were derived for a one-
dimensional subsystem, the equations also give an approxi-
mate indication of the range of variation inSr for a two-
dimensional system such as a plate—the main difference is
that the natural frequencies of a two-dimensional system
have a pseudo-random spacing, whereas those of a one-
dimensional system have a simple deterministic spacing.
Lyon18 has considered various aspects of the statistics ofSr

for the two-dimensional case: on the assumption that the
occurrence of natural frequencies forms a Poisson random
process, it can be shown that E@ Im (Sr)#52(pnr /2v), in
agreement with Eq.~29!, and also that E@Re (Sr)#50. Fur-
thermore, the ratio of the standard deviation to the mean for
the imaginary part of the sum is given bys/m51/Apmr , so
that the coefficient of variation reduces with increasing
modal overlap.

On the basis of the above discussion, it is clear that the
simplest approximation toSr ~which will be strictly valid at
high modal overlap! is to employ Eq.~29! for the imaginary
part and to approximate the real part to zero. Equation~25!
then becomes

~DglDl l
21Dgl

T !mn52 i
pv3

2 (
r 51

NS

j rmn
2 n r , ~31!

where j rmn
2 represents the average value ofj rmn

2 (k). This
result implies that the local modes act to damp the global
modes; by considering a diagonal componentm5n of the
above result, it is clear that the local modes produce an ef-
fective loss factor of the form

hm
eff5

pv

2 (
r 51

NS

j rmm
2 n r . ~32!

This extremely simple result is in full agreement with recent
work on fuzzy structure theory:5–7 such work is concerned
with the effect of ‘‘fuzzy’’ or uncertain attachments on the
dynamics of a master structure—the fuzzy attachments are
normally considered to be a set of oscillators having random
properties. One of the key results of fuzzy structure theory is
that, under the appropriate conditions, the fuzzy attachments
add damping to the master structure to a degree which de-
pends on the modal density of the attachments but not on the
loss factor of the attachments. This result is mirrored in Eq.
~32!: in the present analysis the local modes take on the role
of the fuzzy structure and the global modes act as the master
structure.

A fundamental feature of fuzzy structure theory is that
there is no need to model the fuzzy attachments in detail.
This is also a feature of the present work, in that Eq.~32!
contains only the asymptotic modal density of the local sys-
tem rather than detailed natural frequency information. The
fact that fuzzy structure theory has generally been applied to
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random point attachments implies that the nature of the cou-
pling to the master structure is described in terms of random
point impedances, and in this case there is no equivalent of
the termj rmn

2 which appears in the present work. As shown
in Eq. ~23!, this term requires detailed knowledge of the
global modes together with an average measure of the local
mode shapes expressed through the functionRr . Hence, as
in fuzzy structure theory, the present approach does not re-
quire a detailed model of the local system either in terms of
the mode shapes or the natural frequencies. In one sense the
present method can be viewed as an application of the prin-
ciples of fuzzy structure theory to distributed attachments,
consisting of the local mode dynamics.

2. Contribution from the inertia dominated modes

The contribution to Eq.~25! arising from inertia domi-
nated local modes (vk

r !v) can be written in the form

~DglDl l
21Dgl

T !mn52v2(
r 51

NS

(
k51

Nr8

j rmn
2 ~k!, ~33!

whereNr8 represents the number of inertia dominated modes.
The result yielded by Eq.~33! will be determined by thek
dependency of the coefficientj rmn

2 (k); it is shown in Sec. V,
for example, that a significantnegativeeffective mass results
from Eq. ~33! if the subsystem is an elastic rod.

B. Evaluation of the modified forcing vector

1. General considerations

The global equation of motion, Eq.~17!, contains a forc-
ing term on the right-hand side which arises from the gener-
alized forces acting on the local coordinates. Themth com-
ponent of this force can be written as

~DglDl l
21Fl !m5(

j 51

Nl

(
k51

Nl

~Dgl!m j~Dl l
21! jkFk

l . ~34!

Following the same line of development as in the previous
subsection, this equation can be rewritten in the form

~DglDl l
21Fl !m5(

r 51

NS

(
k51

Nr

~Dgl!m j~k,r !F j ~k,r !
l

3@~vk
r !2~11 ihk

r !2v2#21, ~35!

where only the diagonal entries ofDl l have been retained. An
approximate evaluation of the summation which appears in
Eq. ~35! is complicated by the fact that the sign of both
(Dgl)m j(k,r ) andF j (k,r )

l can oscillate with the summation in-
dex k; this problem can be circumvented by considering the
modulus squared of the generalized force, which has the ap-
proximate form

u~DglDl l
21Fl !mu25v4(

r 51

NS

(
k51

Nr

j rmm
2 ~k!

3uF j ~k,r !
l /@~vk

r !2~11 ihk
r !2v2#u2,

~36!

where Eq.~22! has been employed, and cross-product terms
between the various local modesk have been taken to aver-

age to zero. This result will hold if the local mode general-
ized forcesF j (k,r )

l are uncorrelated, which is a standard as-
sumption within statistical energy analysis. As in the case of
Eq. ~25!, both the resonant and the inertia dominated local
modes will contribute to the summation which appears in Eq.
~36!. By analogy with the analysis contained in Secs. II A 1
and II A 2, the summation can be evaluated approximately to
yield the result

u~DglDl l
21Fl !mu25(

r 51

NS

^uF j ~k,r !
l u2&kH K j rmm

2

2hk
r L

k

vpn r

1 (
k51

Nr8

j rmm
2 ~k!J , ~37!

where ^ &k denotes an average over the local modes. The
generalized forceDglDl l

21Fl which appears in Eq.~17! can
now be reconstructed from Eq.~37!, although it should be
noted that this result does not contain any phase information.
The resonant and inertia dominated contributions to Eq.~37!
are in quadrature, but the phase of these terms relative to the
global generalized forcesFg is not as yet fully determined;
this issue is considered further in Sec. II B 2.

Equations~36! and~37! are based on the assumption that
the cross-product terms which arise when Eq.~35! is squared
will average to zero. As stated previously, this result will
hold if the local mode generalized forces are uncorrelated,
and this will be highly dependent on the nature of the applied
loading. For rain-on-the-roof forcing~often assumed in
SEA2!, the generalized forces are, in fact, uncorrelated, while
for other types of loading it is possible that cross-correlation
terms can have a significant effect, in which case Eqs.~36!
and ~37! will yield a poor estimate of the modified force
vector. An alternative approach to the calculation of the
modified force vector, which does not rely on the assumption
of uncorrelated local mode generalized forces, is presented in
Sec. II B 3.

2. Rain-on-the-roof forcing

In the special case of rain-on-the-roof forcing, the cor-
relation between the global generalized force and the addi-
tional generalized force which appears in Eq.~17! can
readily be established. Rain-on-the-roof forcing is defined
such that the temporal Fourier transform of the distributed
load pr which appears in Eq.~7! has the property

E @pr~x,v!pr*
T~x8,v!#5Sd~x2x8!, ~38!

where E@ # represents the expected value,S is a correlation
matrix, andd is the Dirac delta function. Now, following Eq.
~35!, the mth component of the force which appears on the
right of Eq. ~17! has the form

Fm
g 2~DglDl l

21Fl !m5Fm
g 2(

r 51

NS

(
k51

Nr

~Dgl!m j~k,r !F j ~k,r !
l

3@~vk
r !2~11 ihk

r !2v2#21, ~39!

where
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Fm
g 5(

r 51

NS E
Vr

pr
T~x!fm

g ~x! dx, ~40!

F j ~k,r !
l 5E

Vr

pr
T~x!fj ~k,r !

l ~x! dx. ~41!

The correlation between the two terms which appear on the
right of Eq.~39! is determined by the correlation betweenFm

g

andF j (k,r )
l ; in this regard it follows from Eqs.~38!, ~40!, and

~41! that

E @Fm
g F j ~k,r !

l* #5E
Vr

fm
gT~x!Sfj ~k,r !

l ~x! dx. ~42!

In most practical applications it is not restrictive to assume
that S is diagonal and proportional tor r , in which case it
follows from Eqs.~14! and ~16! that

E @Fm
g F j ~k,r !

l* #52~a/v2!~Dgl!m j~k,r ! , ~43!

wherea is some constant. It follows that the correlation be-
tween the two force components which appear in Eq.~39!
has a similar form to the right-hand side of Eq.~21!, and the
analysis methods outlined in Secs. II A 1 and II A 2 can
therefore be employed to evaluate this quantity.

3. Alternative method of evaluating the modified
forcing vector

As discussed previously, the method outlined in Sec.
II B 1 for calculating the modified forcing vector is based on
the assumption that the local mode generalized forces are
uncorrelated. If this is not a valid assumption, then an alter-
native approach can be developed by writing Eq.~34! in the
form

~DglDl l
21Fl !m5(

j 51

Nl

~Dgl!m jqj
lB , ~44!

qlB5Dl l
21Fl . ~45!

Here qlB can be interpreted as the ‘‘blocked’’ local mode
response, i.e., the local mode response obtained from Eq.
~10! when the global responseqq is enforced to be zero. It
follows from Eqs.~14! and ~16! that Eq. ~44! can be ex-
pressed in the form

~DglDl l
21Fl !m

5(
r 51

NS

(
k51

Nr H 2v2E
Vr

r~x!fm
gT~x!fj ~k,r !

l ~x! dxJ qj ~k,r !
lB ,

~46!

and by taking the summation overk inside the integral this
result can be rewritten as

~DglDl l
21Fl !m5(

r 51

NS

2v2E
Vr

r~x!fm
gT~x!ur

B~x! dx, ~47!

ur
B~x!5 (

k51

Nr

qj ~k,r !
lB fj ~k,r !

l ~x!. ~48!

The termur
B(x) represents the ‘‘blocked’’ local response of

subsystemr; if some estimate of this quantity is available,
then Eq.~47! can be used to yield the modified forcing vec-
tor ~a specific example of this approach is given in Sec.
V A 2!.

C. Calculation of the global response

Explicit expressions for those terms in the global equa-
tion of motion, Eq.~17!, which arise from the presence of the
local modes are presented in Eqs.~31!, ~33!, ~37!, and~47!.
Given these terms, the equations of motion can be solved to
yield the global response vectorqg; if the excitation is ran-
dom, then Eq.~17! yields the transfer function of the global
response, and standard spectral analysis techniques can be
used to obtain the response spectra and mean squared
values.12

It is well known that uncertainties in the properties of a
system can have a significant effect on the dynamic re-
sponse; such uncertainties are normally allowed for in statis-
tical energy analysis~SEA! by considering the mean and
variance of the response of an ensemble of random systems.
In the present work, uncertainties can affect the global mode
response both directly through uncertainties in the matrix
Dgg and indirectly through uncertainties in the local mode
terms described by Eqs.~31!, ~33!, ~37!, and~47!. If neces-
sary, the effect of uncertainties inDgg can be incorporated
into the present analysis by using the stochastic finite ele-
ment method19 to formulate the global admissible functions.
Uncertainty in the local mode terms poses a more difficult
problem, although some mention of the implications of Pois-
son natural frequency spacing has already been made in Sec.
II A, and ongoing work in fuzzy structure theory is address-
ing issues of this kind.20

III. SOLUTION OF THE LOCAL EQUATIONS OF
MOTION

A. Statistical energy analysis formulation

The ‘‘local’’ coordinate equation of motion is given by
Eq. ~18!, where it can be recalled that the coordinatesql

relate to the short wavelength local modes in each of theNS

subsystems, so that the dimension ofql may be extremely
large. In preference to a deterministic approach, a solution to
Eq. ~18! can be sought by employing statistical energy analy-
sis ~SEA!, in which each subsystem is assigned a single de-
gree of freedom corresponding to the vibrational energy of
the local modes. The SEA equations are developed by con-
sidering power balance for each subsystem, and this leads to
a set ofNS equations in the form2

vh rEr1v(
s51

NS

h rsn r S Er

n r
2

Es

ns
D5Pr , r 51,2,...,NS ,

~49!

whereh r , n r , Er , and Pr are respectively the loss factor,
modal density, energy, and external power input to sub-
systemr, andh rs is termed the coupling loss factor between
subsystemr and subsystems.

The subsystem energiesEr are normally considered to
be averages over a specified frequency band, and ensemble
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averaging over a set of random systems is normally presup-
posed in deriving the coupling loss factors.2 SEA was origi-
nally formulated for broadband rain-on-the-roof forcing;
subsequent work has shown that the method can be applied
more generally, providing the results are interpreted cor-
rectly. Most notably,~i! at high statistical overlap~i.e., en-
semble mixing of the subsystem natural frequencies! the re-
sponse tends to become ergodic, and the ensemble average
response predicted at a single frequency is in close agree-
ment with the frequency band average obtained for a single
realization, and~ii ! for reverberant systems the ensemble-
averaged response is insensitive to the difference between
point loading and rain-on-the-roof forcing. Thus the restric-
tions on both the spatial and spectral nature of the loading
can be relaxed under the appropriate conditions, as discussed
in detail in Ref. 2.

In relating Eq.~49! to Eq. ~18!, it can be noted that the
coupling loss factors are not normally derived directly from
the dynamic stiffness matrixDl l , but rather are based on an
independent analysis which often involves a consideration of
elastic wave transmission between the various subsystems.
Within the context of the present approach, care is needed to
ensure that the coupling loss factors employed in Eq.~49! are
fully consistent with the local admissible functions which are
adopted. Consider, for example, a modeling strategy in
which the complete set of admissible functions for a sub-
system is taken to consist of the blocked modes and the static
~or ‘‘constraint’’! modes. The blocked modes are defined as
the modes of vibration obtained under clamped boundary
conditions, while the static modes are the shapes obtained by
~statically! deflecting one point on the boundary and holding
all other boundary points fixed.14 The blocked modes are by
definition uncoupled from each other and inertially coupled
to the static modes. A one-dimensional subsystem has a fi-
nite number of static modes, each of which has a smooth
~long wavelength! distribution through the structure, and
such modes would generally be included in the set of ‘‘glo-
bal’’ admissible functions. In this case the local degrees of
freedom~the blocked modes! of any subsystem are coupled
only to the global degrees of freedom so thatDl l is strictly a
diagonal matrix; this means that the coupling loss factors
which appear in Eq.~49! should be set to zero.~The blocked
modes are of courseindirectly coupled via the global admis-
sible functions, but this coupling is already allowed for
within the present methodology, and the use of nonzero cou-
pling loss factors would doubly account for this effect. This
aspect is illustrated by the numerical example considered in
Sec. V.! In contrast, a two-dimensional subsystem has an
infinite number of static modes~since there are an infinite
number of boundary points!, and these can be combined to
produce a limited number of smooth~long wavelength! func-
tions and an infinite number of shorter wavelength
functions—only the smooth functions would be included in
the set of global admissible functions. In this case the local
degrees of freedom consist of the blocked modesand the
short wavelength static modes, so thatDl l contains coupling
terms, both within and across subsystems. Furthermore, the
short wavelength static modes are commensurate with the
short wavelength elastic waves which are employed in a

wave calculation of the coupling loss factors, and in this case
it can be argued that the conventional coupling loss factors
should be included in Eq.~49!. To summarize the position, it
is important to ensure that the coupling loss factors which
are employed in Eq.~49! are consistent with the form of the
matrix Dl l , and this is determined by the choice of the global
and local admissible functions.

The power input which appears in Eq.~49! arises from
both of the forcing terms which appear on the right of Eq.
~18!. The power input by the first term can be estimated by
using standard methods, which are normally based on the
impedance of an infinite subsystem;2 the second term on the
right of Eq. ~18! is nonstandard, however, since this term
will result in a power input to the subsystem from the global
modes, and this issue is considered in detail in the following
subsection.

B. Power input from the global modes

The power input from the global modes to the local
modes can be estimated by considering initially the power
input to a single local mode in a particular subsystem. In
doing this, it is consistent with standard SEA methods to
neglect the coupling between the local modes: this is equiva-
lent to calculating the power input to an uncoupled~or
‘‘blocked’’ ! subsystem, and it is normally argued that the
power input is not significantly affected by coupling between
the subsystems. If the coupling to other local modes is ne-
glected, then it follows from Eq.~18! that the equation of
motion for local modek of subsystemr has the form

@~vk
r !2~11 ihk

r !2v2#qj ~k,r !
l 5F j ~k,r !

l 2~Dgl
T qg! j ~k,r ! ,

~50!

where the indexj (k,r ) is as defined in Secs. II A and II B.
Considering initially the caseF j (k,r )

l 50, the time averaged
power input to the mode to can be written as

Pr ,k
g 5 1

2 Re$2 ivqj ~k,r !
l ~Dgl

T qg! j ~k,r !
* %

5
1

2
ReH ivu~Dgl

T qg! j ~k,r !u2

~vk
r !2~11 ihk

r !2v2J . ~51!

The power input to the complete set of modes in subsystem
r is therefore given by

Pr
g5 (

k51

Nr 1

2
ReH ivu~Dgl

T qg! j ~k,r !u2

~vk
r !2~11 ihk

r !2v2J . ~52!

This result can be simplified by employing the same tech-
niques as were used to simplify Eqs.~21! and ~23!: the de-
nominator can be averaged overk and the sum overk can
then be performed by employing Eq.~29!. This procedure
yields

Pr
g5

v4pn r

4 (
m51

Ng

(
n51

Ng

j rmn
2 qmqn* , ~53!

where j rmn
2 is given by Eq.~25! and the summations cover

the complete set of global modes. In considering the units of
the various terms which appear in Eq.~53!, it can be noted
that j rmn

2 is dimensionless while the generalized coordinates
qm have units of length3~mass!1/2 ~since the mode shapes
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are scaled to unit generalized mass!, so thatPr
g correctly has

units of power. As would be anticipated, it can be seen that
the power input to the local modes, given by Eq.~53!, is
equal to the power dissipated from the global modes via the
fuzzy damping terms, Eq.~31!.

Thus far the caseF j (k,r )
l 50 has been considered; if

F j (k,r )
l Þ0, then power is input to the subsystem via the local

forcing, and also there is the possibility of interaction be-
tween the local and global forcing terms which appear on the
right of Eq. ~50!. The power input by the local forcing,Pr

l

say, can be computed by using standard SEA procedures,2

while any modification to the power input arising from inter-
action between the two forcing terms will depend upon their
relative phase. If the two terms are considered to be uncor-
related, then the total power input is given byPr5Pr

g

1Pr
l ; more generally, whatever the correlation between the

two terms, the total power input will always fall within
the bounds Pr

g1Pr
l 2(Pr

gPr
l )1/2<Pr<Pr

g1Pr
l 1(Pr

gPr
l )1/2.

These bounds are narrow if eitherPr
g!Pr

l or Pr
l !Pr

g—the
former case will apply to a weakly coupled subsystem~in the
SEA sense2! which has direct excitation, while the latter case
will apply to any subsystem which is not directly excited.
Given that weak coupling is often cited as a necessary con-
dition for the successful application of SEA, it can be con-
cluded that the present approach will yield a close estimate
of the total power input under the normal SEA restrictions.

C. Calculation of the local response

The response in the local modes can be calculated by
solving the SEA equations, Eq.~49!, to yield the subsystem
energy levels. The power input which appears in Eq.~49!
includes the power arising from the global modes, which can
be estimated from Eq.~53! once the global mode responses
qm have been calculated by using the method described in
Sec. II. Equation~49! represents the standard form of the
SEA equations: within the framework of the present analysis
methodology this equation could readily be replaced with
recent variants of the method, such as wave intensity
analysis21 or vibrational conductivity techniques.22 Further-
more, whereas Eq.~49! yields an estimate of the mean sub-
system energies, approximate methods are also available
whereby the variance of the subsystem energies can be
estimated2—again, such methods can readily be incorporated
into the present analysis scheme.

IV. SUMMARY OF THE ANALYSIS PROCEDURE

The present analysis approach is based on partitioning
the response of the system into ‘‘global’’ and ‘‘local’’ com-
ponents: the main distinguishing feature between these two
components lies in the wavelength of the associated system
response. The global component is intended to capture long
wavelength deformations, whereas the local component re-
lates to short wavelength deformations. Within this general
framework it is possible to envisage a wide range of detailed
modeling strategies regarding the precise way in which the
partitioning is implemented, and no one fixed scheme is put
forward here. The solution method consists of a deterministic
model of the global response and a statistical energy analysis

model of the local response, with due allowance for the cou-
pling which exists between the two types of response.

The global equations of motion are given by equation
~17!, which includes a contribution to the dynamic stiffness
matrix and the forcing vector arising from the presence of the
local response. The contribution to the dynamic stiffness ma-
trix is detailed in Sec. II A, and a simple approximate closed
form expression for this term is given by Eqs.~31! and~33!.
These results are based on a number of assumptions, the
most notable being that the local modes have a high degree
of modal overlap; in this case the main effect of the local
mode dynamics is to add damping and an effective mass to
the global modes, in-line with fuzzy structure theory. If the
adopted assumptions are invalid, then Eqs.~19!–~21! provide
a more accurate model of the effect of the local modes. The
additional forcing term which appears in Eq.~17! is detailed
in Sec. II B, and in this case a simple closed-form approxi-
mate expression for the forcing is given by Eq.~37! or ~47!.
It can be stressed that with the present approach the global
mode response can be foundbefore the local response is
known, so that the analysis method is direct rather than it-
erative.

The local mode response is computed by using SEA, Eq.
~49!. This equation includes an input power term which
arises from the presence of the global modes, and an expres-
sion for this power is given by Eq.~53!. This expression
involves the global mode response, which must be computed
from Eq. ~17! prior to considering the local mode response,
although again the analysis method is direct rather than it-
erative. It can be noted that the term ‘‘local’’ response does
not necessarily imply that the short-wavelength responses of
the various subsystems are considered to be uncoupled—the
SEA equations include the effect of coupling between the
various subsystems, and fully allow for the fact that power
can be transmitted throughout the whole structure by the
action of the local modes alone.

V. EXAMPLE APPLICATION

A. A hybrid rod element

The foregoing analysis is illustrated in what follows by
application to a number of simple structures consisting of
elastic rods—this choice of system allows an insight into the
role of the various terms which appear in the hybrid analysis
method, without introducing undue mathematical complex-
ity. Each rod is modeled by using a single hierarchical finite
element; with this approach the axial displacement of the
generic rod element~having Young’s modulusEY , density
r, length L, and cross-sectional areaA! which is shown in
Fig. 1 is written in the form

u~x,t !5q1~ t !~12x/L !1q2~ t !~x/L !

1A 2

rAL (
n51

`

qn12~ t ! sinS npx

L D . ~54!

Here q1 and q2 represent the nodal displacements of the
element~i.e., the displacements at the two end points! and
qn12 represents the amplitude of thenth ‘‘internal’’ or hier-
archical shape function. The internal shape functions are
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taken to be the modes of a clamped rod,A2/rAL sin(npx/L),
where the scaling factorA2/rAL is introduced to enforce
unit generalized mass. It can readily be shown that the non-
zero entries of the upper triangle of the element mass matrix
are as follows:

M115M225rAL/3, ~55!

M125rAL/6, ~56!

M1,n125A2rAL/np, ~57!

M2,n1252~21!nA2rAL/np, ~58!

Mn12,n1251. ~59!

Similarly, the nonzero entries of the upper triangle of the
element stiffness matrix have the form

K115K225EYA/L, ~60!

K1252EYA/L, ~61!

Kn12,n125vn
2, ~62!

wherevn5(np/L)AEY /r is thenth natural frequency of the
clamped rod.

The wave number partitioning scheme which is outlined
in Sec. I B requires the generalized coordinates of the rod
element to be subdivided into a global setqg and a local set
ql . If the nodal displacements and the firsts clamped modes
are included inqg, then this set will contains12 coordi-
nates, while the local set will contain the remaining clamped
modes. As described in Sec. II, the equations of motion
which govern the global coordinates must be modified to
allow for the presence of the local set, and this is done
through the inclusion of an additional dynamic stiffness ma-
trix ~Sec. II A! and an additional force vector~Sec. II B!.
Furthermore, the global response injects power into the local
response~Sec. III B!. These items are considered in the fol-
lowing subsections.

1. The modified ‘‘global’’ dynamic stiffness matrix

It can be shown from Eqs.~19!, ~20!, and~55!–~59! that
the additional dynamic stiffness matrix~DD say! for the

present element is zero apart from the 232 subblock which
relates to the nodal displacements. These nonzero compo-
nents have the form

~DD!115~DD!22522v4rAL (
n5s11

` S 1

np D 2

3@vn
2~11 ihn!2v2#21, ~63!

~DD!1252v4rAL (
n5s11

`

~21!nS 1

np D 2

3@vn
2~11 ihn!2v2#21. ~64!

As discussed in Sec. II A, the summations which appear in
Eqs. ~63! and ~64! yield both a resonant and a nonresonant
contribution. Taken together, these two contributions give

~DD!115~DD!225 iEYAk012v2rAL (
n5s11

` S 1

np D 2

,

~65!

~DD!12522v2rAL (
n5s11

`

~21!nS 1

np D 2

, ~66!

wherek05vAr/EY is the wave number associated with the
vibration frequencyv: this term arises by puttingnp5k0L
for the resonant contribution to Eq.~63!. In addition, it has
been noted that the modal density of the rod is given byn
5Lk0 /pv.13 The resonant contribution which appears in
Eq. ~65! should only be included if the excitation frequency
is encompassed by the resonant frequencies of the local
modes: i.e., forv,vs11 the local modes are not resonant,
and the termiEYAk0 should be excluded.

If s50, so that all of the clamped modes are included in
the local coordinate setql , then the summations which ap-
pear in Eqs.~65! and ~66! can be evaluated to yield respec-
tively 1

6 and 2 1
12. In this case the total effective dynamic

stiffness matrix for the global coordinates has the form (D
1DD)115(D1DD)225 iEYAk0 and (D1DD)1250, where
the static terms arising from the stiffness matrixK have been
neglected on the grounds thatk0@(1/L) for high frequen-
cies, so thatEYAk0@EYA/L. The termiEYAk0 can be rec-
ognized as the dynamic stiffness of a semi-infinite rod; it is
well known that the dynamic behavior of a damped one-
dimensional system approaches that of an infinite or semi-
infinite system at high frequencies,13 and it is reassuring to
note that the present approach can reproduce this result under
the appropriate conditions—namely high modal overlap, so
that the summations which appear in Eqs.~63! and~64! can
justifiably be evaluated by using the methods outlined in Sec.
II.

2. The modified ‘‘global’’ forcing vector

In the examples which follow, the applied forcing is
taken to be a harmonic point load of complex amplitudeP
applied at a positionx0 on the rod element. The generalized
force produced on thenth internal generalized coordinate
~i.e., the generalized coordinate associated with thenth
clamped mode! can in this case be written as

FIG. 1. Schematic of a single rod element showing the nodal displacement
and internal hierarchical shape functions for deterministic analysis and the
alternative wave field model for statistical analysis.
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Fn5PA2/rAL sin~npx0 /L !. ~67!

As discussed in Sec. II B, the generalized forces which act on
the local coordinate setql produce an addition to the force
vector which acts on the global coordinate setqg. Two meth-
ods of computing this additional force are outlined in Secs.
II B 1 and II B 3; for the present loading case the generalized
forces acting on the local modes are highly correlated, and
thus the method described in Sec. II B 3 must be adopted.
The ‘‘blocked’’ local responseuB(x) of the element can
readily be calculated by considering the response of a point
loaded clamped-clamped rod, and Eq.~47! then yields

~DglDl l
21Fl !15P@sinkc~L2x0!/sinkcL#

2P@12~x0 /L !#, ~68!

~DglDl l
21Fl !25P~sinkcx0 /sinkcL !2P~x0 /L !, ~69!

wherekc5k02 ihk0/2 is the complex wave number of the
system. If the modal overlap is high, then Eqs.~68! and~69!
simplify to

~DglDl l
21Fl !15P exp~2 ikcx0!2P@12~x0 /L !#, ~70!

~DglDl l
21Fl !25P exp@2 ikc~L2x0!#2P~x0 /L !. ~71!

It can be noted that the final term on the right of Eqs.~70!
and ~71! will exactly cancel the ‘‘direct’’ generalized force
acting on the nodal coordinates. Furthermore, the first term
on the right of Eqs.~70! and~71! could have been predicted
directly by employing a ray tracing argument, in the sense
that the term represents the nodal force produced by the elas-
tic wave which is generated at the point load. Finally, it
should be noted thatuB(x) represents thetotal blocked re-
sponse of the element, in the sense thatall of the hierarchical
generalized coordinates contribute to this result; some of
these coordinates might, however, be included in the global
set of coordinates rather then the local set, and in this case
the contribution of these terms should be subtracted from
Eqs.~70! and ~71!.

3. Power input from the global response

The power input from the global response to the local
response is given by Eq.~53!. For the present rod element
this expression takes the form

Pg5EYAk0v~ uq1u21uq2u2!/2. ~72!

This result can be identified as the power dissipated through
the effective damping terms which appear in Eqs.~65!; Eq.
~72! is also equivalent to the power transmitted to a semi-
infinite rod by an imposed end motionq, and this is consis-
tent with comments made in Sec. V A 1 regarding the physi-
cal interpretation of the dynamic stiffness terms.

B. The response of two coupled rods

A schematic of a structure which consists of two end-
coupled rods is shown in Fig. 2. The Young’s modulus, mass
density, cross-sectional area, and length of rodi are denoted
by EYi , r i , Ai , andLi , respectively, and the following non-
dimensional parameters are introduced to describe the sys-
tem:

V5vn15~vL1 /p!Ar1 /EY1, ~73!

nR5n2 /n15~L2 /L1!AEY1r2 /EY2r1, ~74!

DR5EY2A2k2 /EY1A1k15AEY2r2 /EY1r1, ~75!

LR5L2 /L1 . ~76!

The nondimensional frequencyV gives the approximate
mode count for rod 1~i.e., the number of modes which reso-
nate belowv!, while the termDR is the dynamic stiffness
ratio of two semi-infinite rods which have the same physical
properties as the finite rods. It can readily be shown that the
elastic wave transmission coefficient from rod 1 to rod 2,
T12, and the associated power transmission coefficientt12

are given by

T1252/~11DR!, ~77!

t1254DR /~11DR!2, ~78!

so thatDR gives a direct indication of the strength of cou-
pling between the rods—a value ofDR close to unity repre-
sents strong coupling. The modal overlap factors for the two
rods can be written in terms of the nondimensional param-
eters in the formm15vh1n15h1V and m25h2VnR ,
whereh1 andh2 are the system loss factors.

Rod 1 is considered to be subjected to a point load of
complex amplitudeP acting at locationx0 , and the response
of the system is expressed in terms of the following nondi-
mensional vibrational energies:

Ê15E1 /E1R , ~79!

Ê25E2 /E1R , ~80!

E1R5uPu2L1 /~E1A1!. ~81!

HereE1 andE2 are the vibrational energies~defined as twice
the kinetic energy! of the two rods, andE1R is a reference
energy. The response of the system is calculated by three
methods:~i! the hybrid method described in Secs. I–IV,~ii !
conventional statistical energy analysis, and~iii ! the dynamic
stiffness method.23 The last method is an exact approach
which provides a benchmark against which the performance
of the other two methods can be assessed. The three example
systems summarized in Table I are considered in the follow-
ing subsections; in all cases the loss factors are taken to be

FIG. 2. Schematic of two coupled rods, with axial loadP applied to rod 1.

TABLE I. Nondimensional parameters employed in the three example sys-
tems.

Example nR DR t12 LR

1 12.3 0.1 0.331 1.23
2 0.117 10.0 0.331 1.17
3 1.72 0.447 0.854 0.77
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h15h250.03, rod 1 is driven at the pointx0 /L150.37, and
the outer ends of the rods are taken to be clamped.

1. Example 1: nR512.3

In this case rod 2 has a relatively high modal density and
acts as a ‘‘fuzzy attachment’’ to rod 1. This phenomenon is
illustrated in Fig. 3, where exact dynamic stiffness results for
the energy in rod 1 are shown for both the coupled~rod 2
present! and uncoupled~rod 2 absent! case. It is clear that
rod 2 provides additional damping to the modes of rod
1—the rapid undulations in the coupled result at low fre-
quencies are caused by the individual modes of rod 2: as the
frequency increases, the modal overlap of rod 2 exceeds
unity and the effect of individual modes is no longer visible.

The hybrid modeling technique has been applied to the
present system by taking the global degrees of freedom to
include the first 10 hierarchical terms for rod 1 and the first
12 hierarchical terms for rod 2. This approach captures the
clamped modes of rod 1 which lie belowV510 and the
clamped modes of rod 2 which lie belowV51. For frequen-
ciesV.1, the ‘‘global’’ degrees of freedom of rod 2 must be
augmented with a ‘‘local’’ set, and this introduces a modifi-
cation to the global equations of motion, as detailed in Sec.
V A 1. Once the global equations of motion have been
solved, the power input to the local response is calculated
according to Sec. V A 3, and the corresponding vibrational
energy is then found by employing a single subsystem SEA
model. The results obtained by using this approach are com-
pared in Figs. 4 and 5 with exact dynamic stiffness results
and also with the results of a conventional SEA calculation.
The results for rod 1 are shown in Fig. 4: as would be ex-
pected, the current method yields results which are nearly
identical to the exact results for frequencies up toV51. Be-
yond this frequency the present approach does not capture
the effect of the individual modes of rod 2, but rather yields
a smooth result which is a very good approximation to the
exact response. The SEA result does not capture the indi-
vidual resonant peaks associated with rod 1, and hence the

method yields only an approximation to the mean level of
the response. Very similar trends are shown in Fig. 5 for the
case of rod 2.

The use of 10 and 12 hierarchical shape functions for
rods 1 and 2, respectively, was chosen to yield an accurate
response prediction for frequencies belowV51. The re-
sponse above this frequency is affected little by reducing the
number of terms included in the global set of degrees of
freedom—for example, it has been found that near exact re-
sults can be obtained over the range 1,V,5 by employing
six hierarchical terms for rod 1 and no hierarchical terms for
rod 2. Allowing for the fact that the outer end of each rod is
clamped, this leads to seven global degrees of freedom; in
contrast, a conventional hierarchical model of the system

FIG. 3. Nondimensional energy in rod 1 for the first example system:~a!
exact result for the coupled system and~b! exact result for the uncoupled
system.

FIG. 4. Nondimensional energy in rod 1 for the first example system:~a!
exact result given by the dynamic stiffness method,~b! the present hybrid
method, and~c! conventional SEA. Note that curves~a! and ~b! are indis-
tinguishable at lower frequencies.

FIG. 5. Nondimensional energy in rod 2 for the first example system:~a!
exact result given by the dynamic stiffness method,~b! the present hybrid
method, and~c! conventional SEA. Note that curves~a! and ~b! are indis-
tinguishable at lower frequencies.
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over this frequency range would require around 70 degrees
of freedom to capture all of the relevant modes of each rod.

2. Example 2: nR50.117

In this example the excitation is applied to a rod of high
modal density which is coupled to a rod of much lower
modal density. The number of hierarchical terms employed
in the hybrid method is 20 for rod 1 and 10 for rod 2, which
covers the clamped modes belowV520 for rod 1 and below
V585 for rod 2. The frequency range considered is 0,V
,80, so that the response of rod 1 must be augmented with a
‘‘local’’ response for 20,V,80; the local response modifies
the global dynamic stiffness matrix as described in Sec.
V A 1, and contributes to the global force vector in accor-
dance with Sec. V A 2. The local response is driven by the
global response~Sec. V A 3!, and a single subsystem SEA
model is employed to compute the resulting vibrational en-
ergy.

The vibrational energy in rod 1 is shown in Fig. 6: the
present method yields a near exact prediction of the energy
for V,20 and an accurate smoothed approximation for 20
,V,80. The standard SEA prediction is also in good agree-
ment with the exact results for this rod. This is to be ex-
pected, since rod 1 is weakly coupled to rod 2, and behaves
very much like a driven uncoupled subsystem which has
high modal overlap, thus meeting the conditions for the suc-
cessful application of SEA. The vibrational energy of rod 2
is shown in Fig. 7, where it can be seen that the present
method again yields a good prediction over the whole fre-
quency range. ForV.20 the method captures the individual
modes of rod 2 but smoothes the effect of the modes of rod
1 ~which are accounted for via the ‘‘local’’ response of rod
1!. The standard SEA result shown in Fig. 7 is clearly biased;
this is due to the fact that thecoupledsystem does not meet
the requirements of the method—rod 2 has a low modal
overlap, and the forcing consists of a single point load rather
than rain-on-the-roof excitation~which has a strong effect on
the response of the driven subsystem at the coupling point!.

The results shown in Figs. 6 and 7 forV.20 are not
affected by a reduction in the number of hierarchical terms
included in the set of global degrees of freedom for rod 1. If
no hierarchical terms are included for rod 1, then the global
degrees of freedom consist of the displacement of node 2 and
the ten hierarchical terms for rod 2, giving an 11-degrees-of-
freedom system. In contrast, a conventional hierarchical fi-
nite element model of the system would require around 95
degrees of freedom to fully capture the modes of vibration
which lie belowV580.

3. Example 3: nR51.723

This example concerns two rods which have similar
modal densities: 7 and 12 hierarchical terms are employed,
respectively, for rods 1 and 2, and this captures the modes of
vibration which lie belowV58. ForV.8 the global degrees
of freedom of each rod are augmented with a local set which
constitutes an SEA subsystem. As explained in Sec. III A,
the two SEA subsystems are not directly coupled for the
present case, since the hierarchical functions which are em-
ployed correspond to theblockedmodes of each rod. This
implies that the coupling loss factors which appear in Eq.
~44! are set to zero.

Computed results for the energy of the system are shown
in Figs. 8 and 9. It is clear that the present method gives a
very accurate response prediction forV,8 and a good
smoothed approximation forV.8. The SEA result which is
shown in Fig. 9 clearly contains a bias which is not evi-
denced in the present approach. The cause of this bias can be
traced to the occurrence of low modal overlap and the con-
sideration of point loading, rather than rain-on-the-roof forc-
ing. For V.8 the results yielded by the present method are
not affected by the number of hierarchical terms employed in
the global analysis, so that the same results are yielded by a
single degree-of-freedom model~consisting of the displace-
ment of the middle node! which containsno hierarchical
terms. In contrast, a conventional hierarchical finite element

FIG. 6. Nondimensional energy in rod 1 for the second example system:~a!
exact result given by the dynamic stiffness method,~b! the present hybrid
method, and~c! conventional SEA. Note that curves~a! and ~b! are indis-
tinguishable at lower frequencies.

FIG. 7. Nondimensional energy in rod 2 for the second example system:~a!
exact result given by the dynamic stiffness method,~b! the present hybrid
method, and~c! conventional SEA. Note that curves~a! and ~b! are indis-
tinguishable at lower frequencies.
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model of the system would require around 105 degrees of
freedom to fully capture the modes which lie belowV560.

VI. CONCLUSIONS

A hybrid method has been presented for the dynamic
analysis of complex systems. As detailed in Sec. I, the
method is based on partitioning the degrees of freedom into
a ‘‘global’’ set and a ‘‘local’’ set: the treatment of these two
sets has been discussed in Secs. II and III, respectively, and
a summary of the approach has been given in Sec. III. The
method has been found to yield good results for a relatively
simple system comprising two coupled rods, and the appli-
cation of the method to more complex systems is now re-
quired.

In some ways the present method represents a unifica-
tion of a number of disparate existing analysis methods: the
finite element method, statistical energy analysis, fuzzy

structure theory, and the Belyaev ‘‘smooth function’’ ap-
proach. The partitioning scheme which forms the basis of the
method has been presented in a general, nonprescriptive
way, and in this sense the method forms a flexible frame-
work within which many detailed modeling strategies may
be devised.
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The problem of free vibration of arbitrary quadrilateral unsymmetrically laminated plates subject to
arbitrary boundary conditions is considered. The Ritz procedures supplemented by the simple
polynomial shape functions are employed to derive the governing eigenvalue equation. The
displacements are approximated by a set of polynomials which consist of a basic boundary function
that impose the various boundary constraints. A first-order shear deformable plate theory is
employed to account for the effects of the transverse shear deformation. The numerical accuracy of
the solution is verified by studying the convergence characteristics of the vibration frequencies and
also by comparison with existing results. The new results of this study include the sensitivity of the
vibration responses to variations in the lamination, boundary constraints and thickness effects, and
also their interactions. These numerical values are presented for a typical graphite/epoxy material,
in tabular and graphical forms. ©1999 Acoustical Society of America.@S0001-4966~99!04403-3#

PACS numbers: 43.40.Cw@CBB#

INTRODUCTION

In recent years, we have witnessed an increasing use of
laminated composite materials for manufacturing plate com-
ponents due to its high strength-to-weight ratio and better
corrosion resistance as well as the advantages of composite
tailoring. Because of the increasing use of fibrous composite
materials in flight vehicle structures, an improved under-
standing of the vibration behavior of composite panels is
required.

It is known that the matrix material used in fiber-
reinforced composites is of relatively low shearing stiffness
when compared to the fibers. In order to achieve a more
reliable prediction of the vibration responses for the compos-
ite laminates, the effect of transverse shear deformation has
to be incorporated in the mathematical modeling. The im-
portance of transverse shear deformation for the analysis of
composite laminates was well documented.1–4 Modeling of
this effect via refined plate theories is normally adopted to
account for the transverse shear strain distribution through
the thickness dimension. Among the researchers, Yang, Nor-
ris, and Stavsky~YNS!5 were the earliest to consider the
effects of shear deformation in vibration analysis of compos-
ite laminated plates. For vibration analysis, the first-order
YNS shear deformation theory is normally sufficient. Al-
though the theory assumes a constant shear stress distribu-
tion through the thickness, it gives reasonably accurate vi-
bration frequencies when used in conjunction with a shear
correction factor on the shear modulus.

Considerable work has been devoted to the study of free

vibration of plates.6–9 For predicting the vibration responses,
the possibility of variation in stacking sequences for lami-
nated panels is an important factor to be considered in the
mathematical modeling. This has led to the development of
lamination plate theories to incorporate the different fiber
orientations and possible stacking sequences. The other im-
portant factor to be considered is the variation of boundary
conditions which is normally accommodated either by an
approximate method or a numerical technique.
Researchers10–13 have attempted to investigate various as-
pects of the vibration behavior of composite laminates by
varying the boundary conditions, thickness, and stacking se-
quences. These analyses have been carried out using differ-
ent approximate techniques and shear deformation theories.

This paper describes an analysis method for vibration of
unsymmetrically laminated composite plates with the inclu-
sion of transverse shear deformation using the YNS shear
deformation theory. The solution employs the Ritz method,14

in which a set of polynomials is used as the admissible dis-
placement and rotation functions, for determining the vibra-
tion frequencies. The analysis method is capable of handling
unsymmetric composite laminates of different boundary con-
ditions, an arbitrary quadrilateral geometry, and anisotropic
material properties. Thus we believe an analytical tool, with
such capabilities as what we propose, is of great value for
preliminary design of composite structures. A set of results
for the vibration frequency parameters of unsymmetrically
laminated plates of quadrilateral shape subject to different
boundary conditions and laminations is presented.
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I. MATHEMATICAL FORMULATIONS

A. Preliminary definition

Consider an arbitrary flat quadrilateral plate of uniform
thicknessh, composed of any number of anisotropic plies
oriented alternately at anglesu and2u. The Cartesian coor-
dinate systemx–y is located at the middle plane of the plate
and the geometry of the plate is defined by side lengthsa, b,
c and two anglesa andb, as shown in Fig. 1~a!. The mate-
rial of each ply is assumed to possess a plane of elastic
symmetry parallel to thex–y plane.

In this study, the plate under consideration is subjected
to different combinations of free, simply supported, and
clamped boundary conditions. The plate, as shown in Fig. 1,
is described by a symbolism defining the boundary condi-
tions at their four edges, for instance, SCSF means a plate
whose edges at AB, BC, CD, and AD are simply supported,
clamped, simply supported, and free, respectively. The prob-
lem is to determine the natural frequencies of the plate.

B. Energy functional

Employing the first-order shear deformation plate
theory,5 the displacement field for free vibration can be writ-
ten as

ū5u~x,y,t !1zèx~x,y,t !, ~1a!

v̄5v~x,y,t !1zèy~x,y,t !, ~1b!

w̄5w~x,y,t !, ~1c!

whereū, v̄, andw̄ are the displacement components in thex,
y, and z directions, respectively,u and v are the in-plane
displacements of the mid-plane, andux anduy are the rota-
tions about they and x axes, respectively. The strain–
displacement and stress–strain relations for any ply in the
~x,y! system are given by

e5LU , s5Qe, ~2!

where

UT5^m v w ux uy&, ~3!

eT5^exx eyy gyz gxz gxy&, ~4!

sT5^sxx syy syz sxz sxy&, ~5!

L5F ]x 0 0 z]x 0

0 ]y 0 0 z]y

0 0 ]y 0 1

0 0 ]x 1 0

]y ]x 0 z]y z]x

G , ~6!

Q5F Q11 Q12 0 0 Q16

Q12 Q22 0 0 Q26

0 0 Q44 Q45 0

0 0 Q45 Q55 0

Q16 Q26 0 0 Q66

G , ~7!

in which s i j and e i j are the stress and strain components,
respectively, andãi j 52åi j ; Qi j are the elements of the
plane-stress reduced constitutive matrix of the ply material
which are obtained from the transform matrix considering
fiber orientation and the material properties~Young’s
moduli, Poisson’s ratios, and shear moduli!, E1 , E2 , v12,
v21, G12, G13, G23 of each ply; and]x and]y indicate the
partial differentiation with respect tox and y, respectively.
The energy functionalp of the entire plate can be written in
terms of the maximum strain energyUmax and maximum
kinetic energyTmax as

p5Umax2Tmax, ~8!

where

Umax5
1

2 EV
eTQe dV, ~9!

Tmax5
1

2
V2E

V
rU1

TU1 dV, ~10!

U1
T5^ū v̄ w̄&, ~11!

in which r denotes density of the ply material per unit vol-
ume,V represents the total volume of the plate, andV and
U1 are angular frequency and displacement amplitude for a
vibrating plate with harmonic motion, respectively.

C. Geometric mapping

For the convenience in numerical integration and appli-
cation of boundary conditions, the actual quadrilateral plate
in thex–y plane is mapped into a 232 basic square plate in
the z–h plane@as shown in Fig. 1~b!# using the coordinate
transformation defined by

x5(
i 51

4

Nixi , y5(
i 51

4

Niyi , ~12!

wherexi and yi are the coordinates of thei th corner of the
quadrilateral plate in thex–y plane. The mapping functions
Ni are defined by

Ni5
1
4~11zz i !~11hh i !, i 51,2,3,4, ~13!

wherez i andh i are the coordinates of thei th corner of the
basic square plate in thez–h plane.

FIG. 1. Geometry and coordinate systems:~a! actual quadrilateral plate and
~b! basic square plate.
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Using the chain rule of differentiation, the first deriva-
tives of any quantity~ ! in the two coordinate systems are
related by

H ]x~ !

]y~ !J 5J21H ]z~ !

]h~ !J , ~14!

where

J5F ]zx ]zy

]hx ]hyG ~15!

in which J denotes the Jacobian matrix of the geometric
mapping. Equations~14! and~15! will be used later to trans-
form thex–y domain integrals in Eqs.~9! and ~10! into the
z–h domain integrals.

D. The polynomial shape functions

For the laminated plate, the displacement and rotation
components may be expressed by a set of polynomial shape
functions in thez–h plane as

u~z,h!5 (
q50

p1

(
r 50

q

aifxi~z,h!5(
i 51

m1

aifxi~z,h!5aTFx ,

~16a!

v~z,h!5 (
q50

p2

(
r 50

q

bifyi~z,h!5(
i 51

m2

bifyi~z,h!5bTFy ,

~16b!

w~z,h!5 (
q50

p3

(
r 50

q

cifzi~z,h!5(
i 51

m3

cifzi~z,h!5cTFz ,

~16c!

ux~z,h!5 (
q50

p4

(
r 50

q

dicxi~z,h!5(
i 51

m4

dicxi~z,h!

5dTCx , ~16d!

uy~z,h!5 (
q50

p5

(
r 50

q

eicyi~z,h!5(
i 51

m5

eicyi~z,h!5eTCy ,

~16e!

whereps (s51,2,3,4,5) is the degree of the mathematically
complete two-dimensional polynomial space;ai , bi , ci , di ,
and ei are the unknown coefficients to be varied with the
subscripti given by

i 5
~q11!~q12!

2
2~q2r !; ~17!

a, b, c, d, ande are the unknown coefficient vectors having
ai , bi , ci , di , and ei as respective elements;ms (s
51,2,3,4,5) are, respectively, the dimensions ofa, b, c, d,
ande given by

ms5
1
2~ps11!~ps12!, ~18!

andFx , Fy , Fz , Cx , andCy are the shape function vec-
tors whose elements are given by

fxi5 f ifx1 , ~19a!

fyi5 f ify1 , ~19b!

fzi5 f ifz1 , ~19c!

cxi5 f icx1 , ~19d!

cyi5 f icy1 , ~19e!

where

f i5zq2rh r , ~20!

and fx1 , fy1 , fz1 , cx1 , and cy1 are the basic functions
corresponding tou, v, w, ux , anduy , respectively. The basic
functions consist of the products of boundary expressions of
the laminated plate to ensure the automatic satisfaction of
geometric boundary conditions.

Four types of boundary conditions can be considered
when analyzing plates using a first-order shear deformation
plate theory. These are free edge~F!, clamped edge~C!, the
first kind of simply supported edge~S!, and the second kind
of simply supported edge (S* ). The S condition requires the
transverse and lateral displacement and the tangential rota-
tion to be zero while the S* condition requires only the trans-
verse displacement along the support to be zero. A detailed
definition of the four types of boundary conditions for iso-
tropic plates is available elsewhere.14

The basic functions for the displacements and bending
slopes can be expressed by a single expression

)
j 51

4

@G j~z,h!#u j , ~21!

whereG j is the boundary expression of thej th supporting
edge in thez–h plane andQ j , depending on the support
edge conditions, is determined from Table I.

TABLE I. Values ofu j in Eq. ~21! for different edge boundary conditions.

Supporting condition
for j th edge

u j

fx1 fy1 fz1 wx1 wy1

Clamped~C! 1 1 1 1 1
Free~F! 0 0 0 0 0
Simply supported (S* ) 0 0 1 0 0
Simply supported~S! with edgei to x axis 0 1 1 1 0
Simply supported~S! with edgei to y axis 1 0 1 0 1
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E. Eigenvalue problem

Transforming the integration domain of the integrals in
Eqs.~9! and ~10! to thez–h plane and substituting Eq.~16!
in the resulting expressions, the energy functionp in Eq. ~8!
can be written as

p5 1
2q

T~K2V2M !q ~22!

in which

qT5^aT bT cT dT eT& ~23!

K5E
ĀF Kaa Kab Kac Kad Kae

Kbb Kbc Kbd Kbe

Kcc Kcd Kce

symmetric Kdd Kde

Kee

G uJudĀ,

~24!

M5E
ĀF Maa Mab Mac Mad Mae

Mbb Mbc Mbd Mbe

Mcc Mcd Mce

symmetric Mdd Mde

Mee

G uJudĀ.

~25!

HereK andM represent the stiffness and mass matrices of
the plate, respectively, andĀ denotes the area of the basic
square plate. Details of the submatrices ofK and M are
given in the Appendix.

Setting the first variation of the energy functional in Eq.
~22! to zero gives the governing eigenvalue problem

~K2V2M !q50. ~26!

In the numerical analysis, the Gauss quadrature method
is employed to evaluate the integrals appearing in Eqs.~24!
and~25! after making use of Eq.~14! to calculate the deriva-
tives with respect tox and y. Standard eigenvalue solvers
may be used to compute the natural frequencies of laminated
quadrilateral plates by solving the general eigenvalue prob-
lem defined in Eq.~26!.

II. NUMERICAL RESULTS AND DISCUSSIONS

The laminated plates under consideration are composed
of any number of plies that have the same geometric and

material properties, and lie in an unsymmetric stacking se-
quence. For example, a four-ply laminate is arranged in a
manner of~u/2u/u/2u!. A high-modulus graphite/epoxy is
used to study the vibration behavior of the unsymmetrically
laminated composite plates. Each ply is a unidirectional fiber
reinforced composite possessing the dimensionless material
properties of:E1 /E2540; G12/E25G13/E250.6; G23/E2

50.5; andv1250.25 ~for all examples considered here, oth-
erwise the material properties will be specified!.

A. Convergence and comparison studies

As a check on the numerical accuracy of the analysis
method, natural frequency parameters were first obtained for
a moderately thick isotropic plate with relative thickness ra-
tio h/a50.10. The present results are compared with the
values from 3-D linear elasticity analysis10 and the Reddy’s
FEM solution11 in Table II. The present solutions have been
computed using values ofps increasing from 4 to 10 which
is equivalent to a variation in matrix size from 75375 to
3303330. Clearly the eigenvalues of lower modes converge
relatively faster than the higher modes, andps510 is needed
to give convergent eigenvalues. In general, the present re-
sults are in close agreement with those values given by Srini-
vaset al.10 and Reddy11 for isotropic plates.

A further verification on the numerical accuracy of the
present method is shown in Table III. The fundamental fre-
quency parameters for a simply supported three-ply orthotro-
pic square laminated plate are given together with the values
of 3-D linear elasticity analysis.10 A convergence study was
again carried out by varying the number of degree of poly-
nomials ps for the laminated plate with various degree of
orthotropyE1 /E2 . It is obvious that a degreeps of less than
4 ~the determinant size is 75375! is more than enough to
furnish the convergent results since only the fundamental
frequency parameters are of interest in this comparison. The
results obtained from the present analysis are seen to be in
close agreement with the 3-D elasticity solutions.10

Table IV presents nondimensional frequency parameters
for a four-ply unsymmetrically laminated square plate with
stacking sequence~45 deg/245 deg/45 deg/245 deg! of
relative thickness ratioh/a50.10. A degreeps510 ~the de-
terminant size is 3303330! is used for this computation. The
results of the first ten frequency parameters for six different
combinations of boundary conditions~SSSS, SSCS, CSCS,
FSFS, FSSS, FSCS! of laminated plates from various

TABLE II. Comparison of frequency parameterl5va2Ar/(Eh2) of a square simply supported isotropic plate
~n50.3, h/a50.1!.

Sources

Mode sequence No.

1 2 3 4 5

ps54 5.770 13.804 27.561 33.205 46.581
ps56 5.769 13.764 26.040 32.689 43.567
ps58 5.769 13.764 25.738 32.295 43.169
ps59 5.769 13.764 25.734 32.294 42.421
ps510 5.769 13.764 25.734 32.284 42.420
3D elasticity solution~Ref. 10! 5.780 13.805 25.867 32.491 42.724
Reddy’s FEM solution~Ref. 11! 5.793 14.081 27.545 35.050 49.693
CPT solution~Ref. 15! 5.973 14.934 29.867 38.829 53.868
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sources are presented. The table includes the closed form
solutions of Bert and Chen,12 results of classical plate theory
by Joneset al.,16 and finite element solutions of Reddy.11

The present results are in good agreement with those closed
form12 and finite element solutions.11 However, they do not
correlate well with those values from the classical plate
theory since the effects of shear deformation were not con-
sidered in their formulation.16

B. Parametric studies

Tables V–IX present results for the first six nondimen-
sional frequency parameters for a four-ply unsymmetrically
laminated quadrilateral plate with different boundary condi-
tions. Five sets of boundary conditions are considered,
namely CFFF, SCFF, CCFF, CCCF, and CCCC, respec-
tively. The plate geometry is defined by parameters given as
follows: b/a50.9, c/a50.7, a565 deg, andb575 deg as

shown in Fig. 1. The results for the plates are given with the
relative thickness ratioh/a ranging from 0.01~a thin lami-
nate! to 0.20 ~a moderately thick laminate! and fiber orien-
tation angleu ranging from 0° to 90°.

The effect of boundary conditions on vibration re-
sponses of laminated plates has also been examined. Tables
V–IX show that an increasing boundary constraint induces a
higher vibration response. In Table IX, close agreement is
seen between the solutions from the present paper and those
from finite element package ANSYS using 20320310 mesh
and SOLID46 element. A higher constraint has higher plate
stiffness and thus results in a higher physical frequency of
vibration. For instance, it is clearly evident that the CFFF
plate possesses a lower vibration frequency than the CCFF
plate and the CCCC plate, e.g., compare Tables V, VII, and
IX. The frequency parameters for the CCCC plate are the
highest among all the plates investigated. Since the CCCC
plate has more boundary kinematic constraints than the
CCFF and CFFF plates, it is expected that imposing more
boundary kinematic constraints tends to induce a higher fre-
quency of vibration.

It is of interest to investigate the effects of transverse
shear deformation by considering plates with different rela-
tive thickness ratiosh/a. It is obvious that as the plate thick-
ness increases, a significant decrease in vibration frequency
occurs due to shear flexibility. These results~Tables V–IX!
clearly indicate that the effect of transverse shear deforma-
tion becomes more pronounced for higher modes of vibra-
tion. For example, we compare this to the cantilevered four-
ply quadrilateral laminated plate withu590° as tabulated in

TABLE III. Comparison of nondimensional fundamental frequency
vhAr2 /(Ex)2 of a simply supported three-ply orthotropic square plate
~h1 :h2 :h350.1:0.8:1,h/a50.1!.

Sources

(Ex)1 /(Ex)2

1 2 3 4 5

ps52 0.0501 0.0605 0.0839 0.1122 0.1345
ps54 0.0474 0.0573 0.0796 0.1065 0.1278
ps56 0.0474 0.0573 0.0796 0.1065 0.1278
3D elasticity solution
~Ref. 10!

0.0474 0.0570 0.0772 0.0981 0.1120

CPT ~Ref. 16! 0.0497 0.0606 0.0853 0.1153 0.1390

TABLE IV. Comparison of frequency parameterl5va2Ar/(E2h2) of four-ply laminated square plates@~45
deg/245 deg/45 deg/245 deg!, h/a50.1#.

Mode
No.

Edge boundary conditions

SSSS SSCS CSCS FSFS FSSS FSCS

1 18.4633a 19.4146 20.4821 6.2645 10.0492 10.3573
18.46b

18.609c

23.53d

2 34.4144a 34.9489 35.0258 15.4105 24.1490 25.3702
3 34.8739a 36.4707 38.0732 23.7974 26.3117 26.3228

34.87b

35.405c

4 34.8739a 50.8870 51.2703 29.5499 32.4374 41.1690
5 50.5204a 54.2742 54.2743 30.9739 40.9123 42.4812

50.52b

6 54.2741a 55.6697 56.9964 32.3327 40.9990 47.1965
54.27b

54.360c

7 54.2741a 61.2240 67.2011 34.4144 47.1970 51.8856
54.27b

8 67.1731a 67.1871 68.5613 45.9121 51.8856 57.4100
67.17b

67.637c

9 67.1731 67.8609 75.5939 47.1525 57.1046 57.6118
67.17b

10 68.8290 75.5874 77.4117 47.7045 58.6215 58.6218

aPresent solution.
bNavier solution~Ref. 12!.
cFEM solution~Ref. 11!.
dCPT solution~Ref. 16!.
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TABLE V. Variation of frequency parameterl5va2Ar/(E2h2) with nondimensional thicknessh/a for a
four-ply laminated quadrilateral cantilever~CFFF! plate (u/2u/u/2u) having b/a50.9, c/a50.7, a
565 deg,b575 deg.

u h/a

Mode sequence No.

1 2 3 4 5 6

0° 0.01 2.2563 8.1953 11.8461 23.3086 31.0204 45.8713
0.05 2.2418 7.9392 11.5733 22.1499 26.3208 29.5124
0.10 2.2122 7.4888 10.9171 13.1604 20.0256 23.7195
0.15 2.1712 6.9560 8.7736 10.0738 15.8130 17.7714
0.20 2.1209 6.3990 6.5802 9.1861 11.8597 15.4305

30° 0.01 3.5351 17.4442 22.3211 47.1132 58.7759 78.9316
0.05 3.3895 16.2671 20.1569 41.0384 41.6310 49.8356
0.10 3.2226 14.4623 17.1527 20.4950 31.1102 33.7266
0.15 3.0700 12.6339 13.6496 14.5047 20.7402 27.3062
0.20 2.9257 10.2263 11.0133 12.3504 15.5628 22.6110

45° 0.01 6.1402 26.2006 30.5065 67.4438 72.9078 86.5239
0.05 5.7917 22.9487 26.8472 54.8328 59.0032 63.7771
0.10 5.3312 18.6221 21.5916 31.8562 40.0761 43.2858
0.15 4.8904 15.2228 17.3656 21.2290 30.6122 32.4749
0.20 4.4804 12.7182 14.2885 15.9558 24.2648 24.6639

60° 0.01 9.1317 26.1052 42.9302 62.2516 72.1352 106.8625
0.05 8.6596 22.8392 36.1535 50.5121 56.6187 79.4564
0.10 7.7657 18.1898 26.9628 37.0135 40.5321 50.5277
0.15 6.8271 14.7235 20.7487 28.8910 30.9310 33.5532
0.20 6.8271 14.7235 20.7487 28.8910 30.9310 33.5532

90° 0.01 12.5558 19.3126 33.8502 55.3454 69.9477 78.9487
0.05 11.7455 17.4554 30.1719 36.8467 45.8967 52.4128
0.10 10.0151 14.2899 18.4233 24.4072 32.6693 35.8728
0.15 8.3122 11.5068 12.2822 19.8149 24.6878 26.9986
0.20 6.9440 9.2117 9.4085 16.5385 19.8701 21.5538

TABLE VI. Variation of frequency parameterl5va2Ar/(E2h2) with nondimensional thicknessh/a for a
four-ply laminated quadrilateral SCFF plate (u/2u/u/2u) having b/a50.9, c/a50.7, a565 deg, b
575 deg.

u h/a

Mode sequence No.

1 2 3 4 5 6

0° 0.01 13.8460 17.8158 30.0756 53.1808 61.7054 83.9846
0.05 12.9312 15.8825 27.7375 46.9823 49.8065 58.4074
0.10 10.9234 13.0366 24.1572 29.2037 33.2656 41.2432
0.15 8.9012 10.9968 19.4691 21.0072 25.4842 32.7146
0.20 7.3089 9.5930 14.6019 18.3458 20.7853 26.4601

30° 0.01 15.0008 28.9744 51.1799 68.2917 91.0909 107.0619
0.05 13.6157 23.8238 42.2318 54.1084 73.9337 78.3244
0.10 11.2917 18.5858 33.4827 37.9725 44.6419 52.0581
0.15 9.3255 15.2421 27.0967 28.6788 29.9363 38.6305
0.20 7.8639 12.9677 21.7057 22.7869 23.5750 30.5150

45° 0.01 14.2253 33.1021 59.3108 74.3919 103.3488 132.5401
0.05 12.8510 27.3612 49.1983 60.1734 77.4813 77.9251
0.10 10.7888 21.7209 36.1281 38.7829 44.7335 53.1769
0.15 9.0808 17.7841 25.7833 27.6090 34.4751 39.3143
0.20 7.7783 14.9569 19.3219 22.0684 27.6496 30.9389

60° 0.01 11.3138 33.3563 49.0644 77.8675 96.3661 107.8581
0.05 10.3479 29.5224 42.3633 57.8389 63.5807 76.5789
0.10 8.9845 24.3936 28.8783 32.7126 46.5415 54.0519
0.15 7.8309 19.2256 20.1305 25.6278 35.3447 40.2143
0.20 6.9017 14.3983 16.8525 20.7428 28.0896 31.4680

90° 0.01 4.3641 18.6107 38.8560 49.8370 64.2270 68.5829
0.05 4.2726 17.7055 34.8301 41.1501 43.5695 55.2468
0.10 4.1131 16.0223 20.5750 28.7493 33.6621 38.0649
0.15 3.9199 13.7167 14.2353 23.3082 25.3766 26.6132
0.20 3.7096 10.2875 12.6024 19.0324 19.0545 21.9154
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TABLE VII. Variation of frequency parameterl5va2Ar/(E2h2) with nondimensional thicknessh/a for a
four-ply laminated quadrilateral CCFF plate (u/2u/u/2u) having b/a50.9, c/a50.7, a565 deg, b
575 deg.

u h/a

Mode sequence No.

1 2 3 4 5 6

0° 0.01 16.2181 19.3708 35.4926 60.9359 68.0647 92.2907
0.05 14.7060 17.6086 32.5252 51.9527 55.5002 58.3557
0.10 11.8966 15.0074 27.8684 29.1779 36.1104 44.4848
0.15 9.5337 12.8859 19.4519 23.7358 27.4953 33.7148
0.20 7.8395 11.2333 14.5889 20.3530 22.2436 27.1379

30° 0.01 17.5281 33.1535 59.3769 73.5924 103.0377 114.5025
0.05 15.5668 26.8011 48.7010 56.7692 79.3287 84.2004
0.10 12.6714 20.8756 37.0807 39.5471 45.1375 53.4121
0.15 10.3826 17.0056 28.2004 30.0708 30.7386 39.3700
0.20 8.7069 14.2808 21.9574 23.1596 24.9881 30.9649

45° 0.01 17.9685 40.8303 65.5348 89.9501 112.2603 141.7445
0.05 15.5734 32.8326 52.2516 68.9487 80.9073 93.7450
0.10 12.6329 25.0122 37.0189 46.7172 48.4525 53.9696
0.15 10.4315 19.7239 27.7908 31.1349 36.2706 39.5705
0.20 8.8049 16.1139 22.0856 23.3369 28.7354 31.0545

60° 0.01 16.5152 44.0349 58.1094 91.5423 110.6112 124.3205
0.05 14.4972 36.3630 46.9534 68.7853 82.1525 88.5825
0.10 11.9760 27.3179 33.9424 48.0579 55.2884 58.2165
0.15 10.0206 21.2974 25.9053 36.2377 40.4972 41.3746
0.20 8.5348 17.3436 20.8220 28.8297 30.5240 32.1720

90° 0.01 14.2579 29.5475 54.3926 70.2148 79.2786 91.5496
0.05 13.2857 26.7113 45.2776 53.0904 60.3084 61.0317
0.10 11.3989 21.9543 30.1542 32.3052 37.4387 43.1905
0.15 9.5711 17.9172 20.1028 24.4090 28.8181 33.4063
0.20 8.0963 14.8976 15.0771 19.5923 23.3279 25.5129

TABLE VIII. Variation of frequency parameterl5va2Ar/(E2h2) with nondimensional thicknessh/a for a
four-ply laminated quadrilateral CCCF plate (u/2u/u/2u) having b/a50.9, c/a50.7, a565 deg, b
575 deg.

u h/a

Mode sequence No.

1 2 3 4 5 6

0° 0.01 17.6973 34.1609 59.7968 68.0236 91.7802 96.6534
0.05 16.5700 31.5583 51.7301 54.6482 69.3039 83.0134
0.10 14.3393 26.8563 36.0348 42.3832 44.2622 48.2187
0.15 12.2501 22.5476 27.4426 28.2555 35.8438 37.0344
0.20 10.5648 19.0786 21.1916 22.1921 29.5662 30.0301

30° 0.01 26.3791 59.7396 75.8855 107.1104 129.2748 159.1530
0.05 23.1584 49.2694 58.4055 82.7382 91.7070 106.8977
0.10 18.6825 36.6229 40.3126 57.7555 60.1870 67.1212
0.15 15.1416 28.1949 30.0146 43.2144 43.7882 47.8056
0.20 12.5351 22.6918 23.7432 34.1207 34.3637 36.8416

45° 0.01 35.2908 76.0432 87.7724 143.2751 149.1184 163.7034
0.05 29.5709 58.0057 65.3167 98.0825 102.1905 108.4718
0.10 22.1908 39.9198 43.6071 62.3605 65.0708 67.8583
0.15 17.0677 29.6423 31.8339 44.7680 46.6648 48.5036
0.20 13.6710 23.4241 24.9368 34.6805 36.1925 37.5879

60° 0.01 42.9179 72.3946 107.8570 120.3575 154.8198 187.3991
0.05 34.1284 53.6813 74.2079 84.6497 100.4231 120.5027
0.10 23.8396 36.6540 46.9332 56.2842 62.9365 72.7234
0.15 17.7255 27.5221 33.6805 41.7413 45.1242 51.1581
0.20 13.9939 22.0168 26.1735 33.0744 35.0002 39.2784

90° 0.01 43.4300 68.7582 82.5915 101.8683 127.5584 143.7919
0.05 32.7566 47.4887 59.1411 72.5697 75.7385 84.2147
0.10 22.4246 30.5186 37.8693 40.9431 47.5062 54.3330
0.15 16.5342 22.5906 25.2462 31.0756 35.0580 39.2727
0.20 13.0084 18.0414 18.9346 24.8554 27.8639 30.7196
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Table V. The fundamental frequency decreases by about half
as the thickness ratio increases from 0.01 to 0.20. However,
the frequency for the sixth mode~a higher mode! decreases
to about a quarter subject to the same thickness condition.

It is also worthwhile to examine the variation of fre-
quency parameters of laminates by increasing the number of
plies. Figures 2–5 present results for laminates with various
fiber orientation angles and stacking in an unsymmetric man-
ner. Laminates subjected to CCCC, CCFF, S*S*S*S* , and
CFCF boundary conditions with stacking sequence~u/2u/u/
2u/...! are considered. The graphs in Figs. 2–5 show that the
fundamental frequency parameter increases initially and
reaches a maximum value as the number of plies increases,
except whenu is 0 or 90 deg. It is easy to demonstrate this
phenomenon by referring to Fig. 2. It can be seen that the
fundamental frequency parameter increases and reaches a
maximum value of about 32 when number of plies is at about
7 ~or 8! for u515 deg. When the number of plies reaches 7
~or 8!, the analysis of this laminate can be treated as a single
layer anisotropic plate.

III. CONCLUDING REMARKS

This paper considers the vibration analysis of arbitrary
quadrilateral unsymmetrically laminated composite plates

FIG. 2. Effect of number of plies on the fundamental frequencyl
5va2Ar/(E2h2) of the laminated CCCC quadrilateral plate~u/2u/u/2u/
.../u/2u! havingh/a50.1, b/a50.9, c/a50.7, a565 deg,b575 deg.

TABLE IX. Variation of frequency parameterl5va2Ar/(E2h2) with nondimensional thicknessh/a for a
four-ply laminated quadrilateral CCCC plate (u/2u/u/2u) having b/a50.9, c/a50.7, a565 deg, b
575 deg.

u h/a

Mode sequence No.

1 2 3 4 5 6

0° 0.01 66.3495 90.0324 116.4425 148.5115 154.1021 191.4730
0.05 47.1823 61.9749 81.0273 91.1540 107.5743 109.9071
0.10 30.4523 41.2417 54.8355 54.9536 57.0321 67.0205
0.15 22.3313 31.3377 36.6357 39.2099 43.9170 48.2761
0.20 17.7211 25.3115 27.4768 30.5112 35.4955 37.7389

30° 0.01 69.9690 113.4161 153.8890 169.3880 219.6646 240.6992
0.05 51.6977 78.8926 96.9603 113.0431 128.9760 145.9206
0.10 34.2667 51.5109 58.6595 72.5893 76.6762 84.1318
0.10a 33.7214 48.2861 59.7392 ¯ 76.4849 ¯

0.15 24.9896 37.5799 41.3285 52.5940 53.7613 58.2197
0.20 19.5157 29.4261 31.7441 41.0000 41.2449 44.3261
0.20a 19.3151 27.8423 32.7428 37.9514 41.7162 ¯

45° 0.01 71.2040 134.6393 142.0045 219.0485 224.3553 236.8315
0.05 53.3544 90.6412 93.5954 131.3998 136.5774 138.6236
0.10 35.4820 56.3467 57.7407 77.7898 81.1901 81.7483
0.10a 34.3553 52.3320 58.4081 73.1138 77.8335 ¯

0.15 25.6655 39.9508 40.8639 54.2171 56.6539 57.2051
0.20 19.8951 30.7762 31.4564 41.3947 43.2748 43.8418
0.20a 19.5410 29.1283 32.2272 39.8901 42.2981 ¯

60° 0.01 70.1182 117.1055 151.1298 184.9894 206.8792 256.9287
0.05 51.6900 80.3975 96.2806 116.1955 126.4063 146.0168
0.10 34.2223 51.9518 58.4403 72.4923 76.5185 84.7863
0.10a 32.5711 50.7552 55.5471 70.1423 77.1372 ¯

0.15 24.9457 37.8020 41.1987 51.9979 54.1098 58.7674
0.20 19.4832 29.5817 31.6604 40.2859 41.7437 44.7770
0.20a 18.9789 28.9711 31.0564 39.2440 42.5898 ¯

90° 0.01 71.6008 87.0326 112.9384 148.7590 182.1487 194.0421
0.05 48.3066 60.9233 81.4380 98.1799 103.3688 109.9078
0.10 30.4750 41.4449 54.8299 54.9539 59.1779 65.1740
0.15 22.2888 31.5762 36.6359 39.4922 44.2076 47.5391
0.20 17.6919 25.4841 27.4769 30.6821 35.4071 37.4117

aFEM solution from ANSYS.
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with various boundary conditions. The analysis has been per-
formed using the Ritz method with polynomials as its admis-
sible displacement and rotation functions. This analysis
method is extremely versatile because a basic function is
employed which easily accommodates various boundary
conditions. The significance of the transverse shear deforma-
tion has been investigated. This effect was incorporated in
the mathematical model using the YNS first-order shear de-
formation theory.

The vibration analysis of several plate problems has
been presented and the results compared with established
solutions from available literature. Close agreement has been
obtained for the comparison studies, verifying the accuracy
and applicability of the present analysis method. As a closing
remark, it is important to point out that, although only a few
plate examples has been presented in this study, the method
is readily applicable to solving a wide range of quadrilateral
unsymmetrically laminated plates of arbitrary shape. As an
approximate technique, the method has the advantage of not
exhibiting any mesh distortion sensitivity, therefore model-
ing accurately the quadrilateral geometry without boundary
losses.

APPENDIX: SUBMATRICES OF STIFFNESS AND
MASS MATRICES

The elements in the stiffness matricesK and mass ma-
tricesM , respectively, can be further expanded as

Kaa5]xfx~A11]xfx
T1A16]yfx

T!

1]yfx~A16]xfx
T1A66]yfx

T!, ~A1a!

Kab5]xfx~A12]yfy
T1A16]xfy

T!

1]yfx~A26]yfy
T1A66]xfy

T!, ~A1b!

Kac5Kbc50, ~A1c!

Kad5]xfx~B11]xcx
T1B16]ycx

T!

1]yfx~B16]xcx
T1B66]ycx

T!, ~A1d!

Kae5]xfx~B12]ycy
T1B16]xcy

T!

1]yfx~B26]ycy
T1B66]xcy

T!, ~A1e!

FIG. 3. Effect of number of plies on the fundamental frequencyl
5va2Ar/(E2h2) of the laminated CCFF quadrilateral plate~u/2u/u/2u/...
/u/2u! havingh/a50.1, b/a50.9, c/a50.7, a565 deg,b575 deg.

FIG. 4. Effect of number of plies on the fundamental frequencyl
5va2Ar/(E2h2) of the laminated S*S*S*S* quadrilateral plate~u/2u/u/
2u/.../u/2u! havingh/a50.1, b/a50.9, c/a50.7, a565 deg,b575 deg.

FIG. 5. Effect of number of plies on the fundamental frequencyl
5va2Ar/(E2h2) of the laminated CFCF quadrilateral plate~u/2u/u/2u/...
/u/2u! havingh/a50.1, b/a50.9, c/a50.7, a565 deg,b575 deg.

1680 1680J. Acoust. Soc. Am., Vol. 105, No. 3, March 1999 Liew et al.: Laminated plates



Kbb5]yfy~A22]yfy
T1A26]xfy

T!

1]xfy~A26]yfy
T1A66]xfy!, ~A1f!

Kbd5]yfy~B12]xcx
T1B26]ycx

T!

1]xfy~B16]xcx
T1B66]ycx

T!, ~A1g!

Kbe5]yfy~B22]ycy
T1B26]xcy

T!

1]xfy~B26]ycy
T1B66]xcy

T!, ~A1h!

Kcc5]yfx~A44]yfz
T1A45]xfz

T!

1]xfz~A45]yfz
T1A55]xfz

T!, ~A1i!

Kcd5~A45]yfz1A55]xfz!cx
T , ~A1j!

Kce5~A44]yfz1A45]xfz!cy
T , ~A1k!

Kdd5]xcx~D1 ]xcx
T1D16]ycx

T!

1]ycx~D16]xcx
T1D66]ycx

T!1A55cxcx
T , ~A1l!

Kde5]xcx~D12]ycy
T1D16]xcy

T!

1]ycx~D26]ycy
T1D66]xcy

T!1A45cxcy
T , ~A1m!

Kee5]ycy~D22]ycy
T1D26]xcy

T!

1]xcy~D26]ycy
T1D66]xcy

T!1A44cycy
T , ~A1n!

Maa5E1fxfx
T , ~A2a!

Mad5E2fxcx
T , ~A2b!

Mbb5E1fyfy
T , ~A2c!

Mbe5E2fycy
T , ~A2d!

Mcc5E1fzfz
T , ~A2e!

Mdd5E3cxcx
T , ~A2f!

Mee5E3cycy
T , ~A2g!

Mab5Mac5Mae5Mbc5Mbd5Mcd5Mce5Mde50.
~A2h!

In the above,Ai j , Bi j , andCi j are effective laminate stiff-
ness coefficients given by

~Ai j ,Bi j ,Di j !5E
2h/2

h/2

~1,z,z2!Qi j dz, i , j 51,2,6,

~A3a!

Ai j 5ki j
2 E

2h/2

h/2

Qi j dz, i , j 54,5, ~A3b!

andEi are the effective inertia coefficients given by

~E1 ,E2 ,E3!5E
2h/2

h/2

~1,z,z2!r dz, ~A4!

where ki j
2 55/6 are the transverse shear correction coeffi-

cients. Note that for antisymmetric angle-ply laminatesA16,
A26, A45, B11, B12, B22, D16, B26, andE2 , are identically
zero.
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A numerical method for vibro-acoustic problems with
incompatible finite element meshes using B-spline functions
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LG2mS/AVI, UPRA CNRS N: 6066, Universite´ de Technologie de Compie`gne, B.P. 529,
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This paper describes a new method for computing fluid–structure coupling with incompatible finite
element meshes using uniform cubic B-spline functions~UCBFs!. A modal approach is used which
has the advantage of computing the individual structural and fluid mode shapes, using independent
meshes. In order to compute the fluid–structure coupling for the incompatible meshes, it is
necessary to interpolate the structure and fluid mode shapes over a common geometric mesh. This
mesh is defined by the shell itself which is also interpolated by UCBF using a minimum number of
geometric control nodes. New structural and fluid meshes are first derived from the geometric mesh
by defining two different element multiplicities. An extrapolation algorithm is then developed to
deduce the values of fluid and structure functions~displacement and pressure! over the two new
meshes. The UCBFs are finally used to interpolate mode shapes of fluid and structure from the two
previous meshes into a common mesh. Having the two new functions on the same common mesh
provides the fluid–structure coupling for incompatible meshes. The method is illustrated for 2-D
and 3-D coupled problems corresponding to shells of revolution, plates, and 3-D shells. ©1999
Acoustical Society of America.@S0001-4966~99!03302-0#

PACS numbers: 43.40.Ey, 43.40.Rj@CBB#

LIST OF SYMBOLS

Ci jkl Elasticity tensor of the structure
rs Structural mass density
r1 Mass density of the internal fluid
r2 Mass density of the external fluid
p1 Acoustic pressure in the internal fluid
p2 Acoustic pressure in the external fluid
c Speed of sound in the fluid
v Circular frequency
k5v/c Wave number
Vs

i Domain of thei th substructure
]Vs

i Boundary of thei th substructure
G Interface separating two substructures
l Lagrange multiplier
F Mechanical excitation
Va

i Domain of the internal fluid
Va

e Domain of the external fluid
S0 Fixed part of the structure
S1 Internal surface
S2 External surface
ni The i th component of the unique outward unit

normal vectorn

Sf Part of the structure when mechanical forces are
imposed

K,M Stiffness and mass matrices of the structure
H,Q Internal fluid matrices
D Acoustic admittance of the external surfaceS2

C Coupling operator between the internal fluid and
the structure

B Coupling operator between the external fluid and
the structure

A Auto-influence acoustic matrix
d Vector of the generalized displacements
c Vector of the generalized pressures
a Vector or matrix of control variables
w Basic B-spline function
Sl

j The ‘‘length’’ or the ‘‘surface’’ corresponding to
mode shapej and the iterationl.

N Basis interpolation function
^ & Raw vector
$ % Vector
@ # Matrix
jg ,hg Geometric reduced parameters
js ,hs Structural reduced parameters
j f ,h f Fluid reduced parameters

INTRODUCTION

The analysis of the vibratory behavior of a structure in
contact with a fluid most often requires taking into account
the problem of fluid–structure interaction. In this case, the

added mass and stiffness of the fluid can modify the vibra-
tory behaviors of the structure. The resolution of such prob-
lems consists of solving the equations of motion of the struc-
ture and the fluid which are coupled via the interaction
surface by two conditions. For inviscid fluid, these two con-
ditions correspond to the continuity of the normal component
of the displacement and the stress vector through the fluid–
structure interface.

a!Present address: STRACO, 20 rue du Fonds Pernant, 60471 Compiegne
Cedex, France.
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Coupled problems can be classified into two major cat-
egories:~a! internal coupling problems such as vibration of
tanks filled with liquids or gases where the fluid occupies the
domain limited by the structure, and~b! external coupling
problems such as the vibrations of submersibles where the
structure is submerged in an infinite fluid domain.

In the case of internal coupling, the most used formula-
tions are those based on the finite element method, which
requires the discritization of the structure and the domain
occupied by the fluid. These formulations are only distin-
guished from each other by the choice of variables in the
fluid domain; these variables can be the fluid particle dis-
placement field, the pressure, the displacement potential, or
both the pressure and potential at the same time.1,2 For this
particular case, the formulations should distinguish whether
the fluid is described by the displacement field or by a scalar
field, in which case the formulation obviously calls for an
integration over the fluid–structure interaction surface.

In both cases, the structure and the fluid meshes could be
different either because the wavelengths in the structure and
in the fluid are different, or because the two models have
been independently defined. The numerical treatment of this
integral can be complicated in the case of incompatible
meshes especially for three-dimensional problems.

The fluid–structure coupling using incompatible meshes
is seldom discussed in the literature. A method called least
common mesh~LCM! has been proposed,3 and was used for
the computation of added mass in fluid–structure problems.4

Its main drawback is its limitation to planar surfaces. Re-
cently a method of fluid–structure coupling with boundary
grid operator has been proposed.5 It is based on the projec-
tion of fluid–structure information over a virtual grid, which
could be a structural mesh, a fluid boundary mesh, or a vir-
tual one. However, this approach presents the disadvantage
of isoparametric discretization which provides, after projec-
tion, significant loss of coupling information especially in the
case of complex geometries. Parallel to our work, a proce-
dure which consists of transferring information from a given
mesh to another one has been proposed.6 This procedure is
based on a local projection of each node of one of the two
meshes over the other by means of mesh transfer matrices.
This method presents the advantage of modal method such as
the reduction of the system size, but has the same disadvan-
tage of the method used in Ref. 5, that is, loss of coupling
informations.

The method proposed herein has the advantage of avoid-
ing the usual isoparametric discritization through an indepen-
dence between the geometry, the structural displacement,
and the pressure in the fluid. The resolution of some vibro-
acoustic applications using two- or three-dimensional~2-D
or 3-D! structures shows a good performance of the proposed
method based on uniform cubic B-spline functions~UCBF!.

I. INCOMPATIBLE MESHES FOR COUPLED
STRUCTURES

Coupled structures are generally composed of several
subcomponents or substructures. The finite element meshes
for each substructure are not necessarily the same, either
because the finite element models have been defined inde-

pendently, or because of the independence of the wavelength
of each substructure~heterogeneous structures, structures of
different dimensions!.

Here, the use of incompatible meshes in the case of the
linear dynamic of coupled structures is presented to show
how to extend it to the case of coupling fluid–structure sys-
tem. The dynamic analysis of a structure composed of two
substructures is then considered~Fig. 1!. The unknown used
to describe the linear dynamic of the two coupled substruc-
tures is the displacement in every point of the system.

The couple of displacement vectors (w1,w2) satisfies
the following variational equation:7

dH 1

2
„K1~w1,w1!1K2~w2,w2!…2

v2

2
„M1~w1,w1!

1M2~w2,w2!…J 5L1~F,w1!, ~1!

where Kl(w
l ,wl) and Ml(w

l ,wl) are respectively the stiff-
ness and mass matrices of thel th substructure, given by

Kl~wl ,wl !5E
VS

~s l i j ~wl !« l i j ~wl !!dVl , ~2!

Ml~wl ,wl !5E
VS

rs
1wi

1wi
1 dVl , ~3!

Here s l i j is the Cauchy stress tensor related to the strain
tensor« lmn:

s l i j 5Cli jmn« lmn

« lmn5
1

2 S ]wlm

]xn
1

]wln

]xm
D . ~4!

Also, L1(w1,F) is the linear operator due to the mechanical
excitationF acting on the first boundary of the substructure
domain]Vs

1,

L1~w1,F !5E
]VS

1
Fi]wi

1 d~]Vs
1!. ~5!

The additional kinematic condition,w15w2, must be
satisfied onG, so this strong kinematic condition could be
replaced by its weak form,8,9

E
G
l~w12w2!dG50, ~6!

wherel is the Lagrange multiplier.

FIG. 1. Decomposition into two substructures.
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Several papers9,10 dealt with the coupling of substruc-
tures using the above technique to solve incompatible mesh
problems.

This method extends easily to the resolution of fluid–
structure coupling with incompatible meshes by considering
the fluid as a special elastic medium with the following con-
stitutive law relating the pressurep to the displacementwf of
the fluid:

p52r fc
2 div wf . ~7!

This requires the use of a displacement–displacement formu-
lation for the structure and for the fluid. The following for-
mulation of the coupled problem is thus obtained:11

dH 1

2
„KS~ws ,ws!1K f~wf ,wf !…2

v2

2
„MS~ws ,ws!

1M f~wf ,wf !…1La~ws ,wf !J 5L~ws ,F !, ~8!

where the irrotationality of the fluid displacement must be
satisfied in the fluid domainVa

i .11 Here,

curlwf50 in Va
i , ~9!

wherews is the displacement of the structure,Ks andMs are
the stiffness and mass matrices of the structure,K f and M f

are the stiffness and mass matrix of the fluid, and

La~ws ,wf !5E
G
l~ws2wf !n dG. ~10!

The problem can be summarized by finding (ws ,wf)
PA solution of the variational equation~8!, where the ad-
missible spaceA is defined by

A5$ws kinematically admissible,wf ;

curlwf50 in Va
i %. ~11!

This formulation described as anonstandardformu-
lation2 has the disadvantage of requiring the discritization of
the constant curlwf50, which is a complex numerical
problem.11

In this paper, the standard variational formulation using
the structural displacement and the fluid pressure as variables
is preferred for solving fluid–structure problems with incom-
patible meshes.

II. FORMULATION IN TERMS OF DISPLACEMENT
FOR THE STRUCTURE AND THE PRESSURE FOR
THE FLUID

This formulation will be presented for the harmonic os-
cillations of a linear elastic structureVs , initially at rest,
containing an inviscid compressible fluidVa

i , and immersed
in an infinite fluid domainVa

e initially at rest. The structure is
excited by a harmonic surface loadF acting on the external
surfaceS2 ~Fig. 2!.

The governing equations of coupled internal/external
problem are recalled in terms of the displacement vector for
the structure and of the pressure for the fluid.1,2

Elasto-dynamic equation of the structure:

]

]xj
~s i j !1rsv

2wi50 in Vs. ~12!

Helmholtz equation for the fluid:

~¹21k2!p150 in Va
i , ~13a!

~¹21k2!p250 in Va
e . ~13b!

Kinematic boundary condition:

wi50 on S0 . ~14!

Kinematic coupling conditions~first coupling condition!:

]p1

]n
2r1v2w50 on S1 , ~15!

]p2

]n
2r2v2w50 on S2 . ~16!

Equilibrium of dynamic forces~second coupling condition!:

s i j nj1p1ni50 on S1 , ~17!

s i j nj1p2ni50 on S2 . ~18!

Mechanical boundary condition:

s i j nj5Fi on Sf . ~19!

Sommerfeld’s radiation condition for the external fluid:

lim
r→`

r S ]p2

]r
2 ikp2D50. ~20!

To use the finite element method, a weak form of these
equations is required. The variational formulation of the
fluid–structure coupling is obtained1,2 by introducing a space
Cw of smooth functionsw defined inVs and a spaceCp of
smooth functionsp, defined in Va

i øVa
e(p1 ,p2PCp). The

mixed boundary and finite element variational formulation is
then given by12

d$ 1
2„K~w,w!2v2M ~w,w!…2C~p1 ,w!1 1

2C~p2 ,w!

1B~p2 ,w!1 1
2A~w,w!1 1

2„H~p1 ,p1!2Q~p1 ,p1!…

1 1
2D~p2 ,p2!%5L~F,dw!, ~21!

FIG. 2. Internal fluid structure interaction.
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whereK(w,w) andM (w,w) are the stiffness and mass ma-
trices of the structure,C(p1 ,w) is the coupling operator be-
tween the internal fluid and the structure given by

C~p1 ,w!5E
S2

p1w dS2 , ~22!

while C(p2 ,w) andB(p2 ,w) are the coupling operators be-
tween the external fluid and the structure given by

C~p2 ,w!5E
S1

p2w dS1 , ~23a!

B~p2 ,w!52E
S2

E
S2

w~X!
]G~X,Y!

]nY
p2~Y!dS23dS2 .

~23b!

Here G(X,Y)5exp(ikr)/(24pr) is the free space Green’s
function which satisfies the Helmholtz equation~13b! and
the Sommerfeld’s condition~20!.

Then A(w,w) is the auto-influence acoustic operator
given by

A~w,w!5r2v2E
S2

E
S2

w~X!G~X,Y!w~Y!dS23dS2 ,

~24!

H(p1 ,p1) andQ(p1 ,p1) are the internal fluid matrices~cor-
responding to the kinetic energy and the energy of compres-
sion!, given by

H~p1 ,p1!5
1

r1v2 E
Va

i
ugradp1u2 dVa

i ~25!

and

Q~p1 ,p1!5
1

r1c2 E
Va

i
p1

2 dVa
i , ~26!

L(F,dw) is a linear operator due to mechanical forces given
by

L~F,dw!5E
Sf

Fidwi dSf , ~27!

andD(p2 ,p2) is the acoustic admittance of the external sur-
faceS2 given by

D~p2 ,p2!5
1

r2v2 E
S2

E
S2

w~X!
]G~X,Y!

]nY

3p2~Y! dS23dS2 . ~28!

The variational equation~21! is not valid for v50. How-
ever, this singularity could be solved knowing that forv
50, H(p1 ,p1)50 andD(p2 ,p2)50 for a closed cavity and
a closed surfaceS2 .

The discritization of this formulation yields to the fol-
lowing matrix equation:

F K2v2M 2C S B1
C

2 D
2Ct H

r1v22
Q

r1c2 0

S B1
C

2 D t

0
D

r2v2

G H W
P1

P2

J 5H F
0
0
J ,

~29!

whereW is the nodal displacement vector of the structure,P1

is the pressure vector in the volumeVa
i , andP2 is the pres-

sure on the external surfaceS2 . The resolution of this system
gives the nodal displacement vector of the structureW and
the nodal pressure vectorsP1 andP2 of both the internal and
external fluids.

The high number of physical degrees of freedom, which
can be incorporated in a finite element model of fluid–
structure interaction~about ten thousands!, make their use
difficult.6 A modal method is thus preferred for the low fre-
quency response of the coupled system. It has the advantage
of computing separately the mode shapes for fluid and for
the structure and leads to a linear algebraic system of small
size. For this reason, the modal method is frequently used in
several applications of fluid–structure interaction problems
such as coupling between elastic plates and acoustical
cavities,13–15 the study of acoustic comfort in automobile
passenger compartments,16–18 and other academic
applications.19,20

The modal method consists of representing the displace-
mentw over the modal basis of the structure and the internal
pressurep1 over of the modes of the internal cavity,

w5(
i 51

m

d iWi , ~30!

p15(
j 51

n

c j P1,j , ~31!

whereWi andP1,j are respectively thei th structural mode of
the structure and thej th cavity mode of the internal fluid and
d i andc j are the generalized coordinates.

Thus the system~29! reduces to

3
Kr2v2Mr 2Cr S B̂r1

Ĉr

2
D

2Cr
t Hr

r1v22
Qr

r1c2 0

S B̂r1
Ĉr

2
D t

0
D

r2v2

4 H d
c
P2

J 5H Fr

0
0
J ,

~32!

whereCr is the coupling matrix projected on both the struc-
ture and the fluid modes andB̂r , and Ĉr are the coupling
matrices projected only on the structure modes.

The problem of fluid–structure coupling with incompat-
ible meshes consists of computing the reduced coupling op-
eratorCr , Ĉr , andB̂r . Here, we restrict our presentation to
the computation of the matrixCr .
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The componentCr( i , j ) of the reduced coupling opera-
tor Cr is given by

Cr~ i , j !5E
S1

wi .pj . dS1 , ~33!

wherewi represents the normal component of the displace-
ment corresponding to thei th structural mode andpj repre-
sents the boundary value of the pressure corresponding to the
j th cavity mode. The reduced coupling operator is then com-
puted using B-spline interpolation.

III. B-SPLINE INTERPOLATION: FINITE ELEMENT
APPROACH

The choice of B-spline interpolation21–27is motivated by
the following properties:

~i! locality of the interpolation,
~ii ! continuity C38 inside an element, andC2 between el-

ements, and
~iii ! a new discritization approach of the shell surface by

super-elements~a set of elements!.

The interpolation procedures are explained in detail in
Refs. 25 and 28 for the case of shells of revolution and in
Refs. 25, 27, and 29 for the case of shells of arbitrary shapes.

For shells of revolution, the meridian is divided into one
or more several super-elements which are further divided
into several geometric sections. Each section represents a
geometric element and each subsection represents a
structural/fluid element~Fig. 3!.

The finite element B-spline approach allows us to inter-
polate geometric~resp. physical! variablesf over one geo-
metric~resp. structural or fluid! elementi using the following
equation:

f i~j!5 (
k5 i 21

i 12

akwk~j!; jP@21,11#, ~34!

whereak for k5 i 21 to i 12 are the control variables of the
function f over the element or subelementi andwk is a basic
B-spline function.21,23 These variables satisfy the following
interpolation conditions on the nodes of each element,25

f i~21!5 f i , i 51,2,...,n21,
~35!

f n21~1!5 f n ,

whenn is the number of geometric nodes.
To solve for control variables, two additional conditions

should by defined at the ends of a super-element. These
could be computed by either imposing zero second paramet-
ric derivatives~natural B-splines!,

f 1
~2!~21!50, f n21

~2! ~11!50 ~36!

for C0 interpolation, or by imposing first parametric deriva-
tives,

f 1
~1!~21!5 1

4~a22a1!,
~37!

f n21
~1! ~11!5 1

4~an112an21!

for C1 interpolation between super-elements.
For shells of arbitrary shapes, the surface is divided into

one or several super-elements which is in turn divided into
several geometric elements. Each square, defined by the ten-
sor product of two sections, represents a geometric element,
while a subsquare represents fluid/structure element~Fig. 4!.

FIG. 3. The meridian and its control graph~physical and parametric
meshes!.

FIG. 4. A geometric element and its virtual control graph.
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Two-dimensional finite element B-spline approach al-
lows us to interpolate geometric~resp. physical! variablesF
over one geometric~resp. structural or fluid! element~i,j!
using the following equation,

f i , j~j,h!5 (
k5 i 21

i 12

(
l 5 j 21

j 12

ak,lwk~j!w1~h!;

~j,h!P@21,11#3@21,11#, ~38!

whereak,l for k5 i 21 to i 12 andl 5 j 21 to j 12 are the
control variables of the functionF over the element or sub-
element~i,j!. These variables satisfy the interpolation condi-
tions on the nodes of each element. In mathematical terms,
these conditions consist of determining the setP of poles,

P5$a i , j ; i 50,...,m11; j 50,...,n11%, ~39!

from the data of the setF of interpolated values,

F5$ f i , j ; i 51,...,m; j 51,...,n%. ~40!

There arem3n data for (m12)3(n12) unknowns. In or-
der to have a closed problem, edge conditions are necessary.
Two types of conditions exist: the multiple-point method
which consists of multiplying the edge control points25 and
the virtual point method.25,27 It should be noted that the first
method has the disadvantage of producing edge squares hav-
ing fairly small dimensions as compared to the internal
squares. Consequently, the virtual point method has been
adopted for the case of arbitrary shapes with zero conditions
at the edges of super-element of the second parametric de-
rivatives ~natural B-splines!.

IV. COMPUTATION OF THE REDUCED MATRIX

The variational formulation~21! naturally calls out for
an integral on the fluid–structure interaction surface regard-
less of the studied problem~internal, external, or internal/
external at the same time!. The numerical treatment of this
integral with incompatible meshes is formulated in a differ-
ent way than when using a Lagrange multiplier as described
previously. The problem is difficult especially for the case of
three-dimensional structures.

A modal method is used to compute the mode shapes of
both the structure and the fluid. Their domains are discritized
by finite elements via two-mesh schemes which can be dif-
ferent ~structure:mesh 1, fluid:mesh 2!.

The problem then reduces to the computation of the in-
tegral

Cr~ i , j !5E
S1

wi .pj . dS1 .

In order to compute this integral, it is necessary to re-
produce the structural modewi and the acoustic modepj

over a common geometric mesh. It is the shell itself which is
modeled using B-spline interpolation from few modes~mesh
3!. A new structure B-spline mesh~mesh 1b! and a new fluid
B-spline mesh~mesh 2b! are then deduced from mesh 3 by
introducing two elementary multiplicity factors. These fac-
tors are computed subsequently according to convergence
criterion. The latter is based on the relative error between

two successive iterations on the ‘‘length’’ of the mode shape
in the case of axisymmetric shells, and on the ‘‘surface’’ of
the mode shape in the case of shells of arbitrary shapes. The
multiplicity factors could be computed automatically in order
to satisfy the following criterion:

uSl 21
j 2Sl

j u
Sl 21

j ,e, ~41!

wheree is a given relative error andSl
j is the ‘‘length’’ for

axisymmetric shell or the ‘‘surface’’ for shell of arbitrary
shapes corresponding to the modej and iterationl,

Sl
j5E

s
A11S ] f̃ j

]s
D 2

ds, ~42!

Sl
j5E

S
A11S ] f̃ j

]s
D 2

•A11S ] f̃ j

]t
D 2

dS, ~43!

where t and s are the local parametric coordinates over the
modal surface. The functionf̃ holds for the normal displace-
ment or for the pressure.

The convergence curves derived from~41! are mono-
tonic. This allows us to have only one multiplicity coefficient
for a givene.30 This is due to the local nature of the criterion
which describes the variation of the ‘‘length’’ or the ‘‘sur-
face’’ defined on the common geometry.

After the automatic construction of the structure sub-
mesh ~1b! and the fluid submesh~2b!, extrapolation algo-

FIG. 5. Extrapolation algorithm, different meshes.
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rithms have been developed to obtain the values of the struc-
tural displacement and the fluid pressure over the two new
submeshes~Fig. 5!.

These algorithms must solve the following mathematical
problem:

LetM andM̃ be two different but neighboring clusters
of nodes:

M5$~Ni !; i 51,2,...,n%

5~nodes of the initial finite element mesh!,

M̃5$~Ni !; j 51,2,...,ñ%

5~nodes of the new submeshes 1b or 2b!.

The problem consists of the extrapolation of the displace-
ment vector from mesh 1 to submesh 1b and the pressure
from mesh 2 to submesh 2~b!, respectively.

Several algorithms have been developed for shells of
revolution28,30 and for shells of arbitrary shapes.29,30

An extrapolation algorithm is presented here for the case
of shells of arbitrary shapes.

For each nodei of the B-spline submesh the following
steps should be carried out:

~1! calculating the distances between the nodei to all the
other nodes of the initial mesh;

~2! ordering these nodes with respect to increasing dis-
tances;

~3! choosing the nearest 3 nodesk, l, andm to the nodei;
and

~4! interpolating the value of the function at nodei using
values at nodesk, l, andm.

Two cases could appear:
~i! If the three nodes are lined up, a linear interpolation

using an average weighted by the distances is used, referring
to the two nearest nodesk and l,

F̃ i5
Fkdi ,l1Fldi ,k

di ,l1di ,k
, ~44!

wheredi ,l is the distance between the nodesi andl, andFk is
the value of the functionF at the nodek.

~ii ! If the three nodes are not lined up, a projection of the
nodei on the planP formed by these three nodes is done. Let
h be the result of this projection. Two other cases can arise:

If h is merged with the nodei, a linear interpolation is
done using an average weighted by the distances, referring to
the nearest two nodesk and l @Eq. ~44!#.

If h is not merged with the nodei, the center of gravity
g of the three nodes is calculated, and a linear interpolation
weighted by the volumes is used:

F̃ i5
FlVl1FkVk1FmVm

Vl1Vk1Vm
, ~45!

whereVl is the volume of the tetrahedron which tops are the
nodesg, m, k, i, Vk is the volume of the tetrahedron which
tops are the nodesg, m, l, i, and Vm is the volume of the
tetrahedron which tops are the nodesg, l, k, i.

Now that the modes of the structure and fluid have been
defined over the two submeshes~1b! and ~2b!, the coupling

operatorCr can be computed. For the case of shells of revo-
lution, B-spline interpolation of functions of one parameter28

is used @Eq. ~34!# and for the case of shells of arbitrary
shapes the tensor product B-spline interpolation27,29 is used
@Eq. ~38!#.

For the computation of the integral

Cr~ i , j !5E
S1

wi .pj . dS1 ~46!

it is necessary to evaluate the elementary vectordS1 , the
displacement and the pressure over a same common geomet-
ric mesh~mesh 3!.

The geometrical coordinatesx, y, andz of a geometric
elementig, jg, are given by

xig, jg~jg ,hg!5^N~jg!&@x# t@Xig, jg#@x#$N~hg!%, ~47!

yig, jg~jg ,hg!5^N~jg!&@x# t@Yig, jg#@x#$N~hg!%, ~48!

zig, jg~jg ,hg!5^N~jg!&@x# t@Zig, jg#@x#$N~hg!%. ~49!

The matrices@Xig, jg#, @Yig, jg#, and @Zig, jg#, which are the
matrices of coordinates of the control nodes of the (ig, jg)th
geometric element, are defined by

@Xig, jg#5FXig21,jg21 Xig21,jg Xig21,jg11 Xig21,jg12

Xig, jg21 Xig, jg Xig, jg11 Xig, jg12

Xig11,jg21 Xig11,jg Xig11,jg11 Xig11,jg12

Xig12,jg21 Xig12,jg Xig12,jg11 Xig12,jg12

G ,

~50!

Xig, jg , Yig, jg , andZig, jg are the coordinates of the control
nodeVig, jg ,

@x#5
1

48 F21 3 23 1

3 23 23 3

23 215 15 3

1 23 23 1

G , ~51!

Here (jg ,hg)P@21,11#3@21,11# are local geometric
parameters,

^N~jg!&5^jg
3 jg

2 jg 1& ~52!

and$N(hg)% has the same expression of^N(jg)& t.
The B-spline functions are used again to interpolate the

physical variables~displacement and pressure! correspond-
ing to the structural and fluid mode shapes.

The displacement of the (is, js)th element for thei th
structure mode is given by

wis, js
i 5^N~js!&@x# t@Wis, js

i #@x#$N~hs!%; ~53!

N(js) is the same asN(jg) by replacingg by s, @Wis, js
i # has

the same expression as@Xig, jg#, andWis, js
i is the (is, js)th

control variable of the structural displacement corresponding
to the i th structure mode.

The pressure of the (i f , j f )th fluid element for thej th
fluid mode is given by

pi f , j f
j 5^N~j f !&@x# t@Pi f , j f

j #@x#$N~h f !%; ~54!

N(j f) is the same asN(jg) by replacingg by f, @Pi f , j f
j # has

the same expression as@Xig, jg# by replacingX by W andg
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by s, andPi f , j f
j is the (i f , j f )th control variable of the pres-

sure layout on the fluid–structure interaction surface corre-
sponding to thej th fluid mode.

The summation over all super-elements leads to

Cr~ i , j !5 (
isg51

Nsegt H E
isg

wi .pj . dSJ , ~55!

whereNsegtdenotes the total number of super elements.
For each super-element, the sum must be done over all

the geometrical elements. Because each superelementisg is
made ofMisg3Nisg nodes, the integral will be

Cr~ i , j !5 (
isg51

Nsegt H (
ig51

Misgt

(
jg51

Nisg S E
ig, jg

wig, jg
i .pig, jg

j .dSig, jgD J .

~56!

The summation and the numerical integration are done either
on a structure or a fluid element according to the correspond-
ing meshes. Supposing that the structural mesh is the finest
one, the (i , j )th term of the reduced coupling matrix can be
written as

Cr~ i , j !5 (
isg51

Nsegt H (
ig51

Misg

(
jg51

Nisg S (
is51

Ms

(
js51

Ms

I is, jsD J , ~57!

where

I is, js5E
is, js

wis, js
i pi f , j f

j dSig, jg . ~58!

This integral can also be written using local coordinates:

I is, js5
1

Ms
2 E

21

11E
21

11

wis, js
i ~js ,hs!pi f , j f

j ~j f ,h f !

3Jig, jg~jg ,hg!djs dhs , ~59!

where

Jig, jg~jg ,hg!5detS 5 ]xig, jg

]jg

]yig, jg

]jg

]zig, jg

]jg

6 35
]xig, jg

]hg

]yig, jg

]hg

]zig, jg

]hg

6 D
~60!

is the determinant of the Jacobean matrix corresponding to
the geometrical application andMs is the multiplicity factor
of the B-spline structure mesh.

Structural and fluid modes are now continuous over the
geometric common mesh. This solves completely the diffi-
culties induced by incompatible meshes.

V. VALIDATION AND EVALUATION OF THE
PERFORMANCE OF THE PROPOSED METHOD

A. Shells of revolution „2D problems …

A steel spherical shell of radius ‘‘a’’ filled with water
~considered as compressible fluid! and excited with an exter-
nal pressureP2(u)5 1

2(3 cos2 u21). We intend to compute
the pressure over the shell surface, 20 log(P), whereP is the

pressure averaged over all nodes of the boundary of the fluid,
and the vibrational energy, 10 log(Ev), whereEv is the sum
of kinetic and deformation energies. The frequency range
~0–5000 Hz! is considered. This corresponds to the dimen-
sionless wave number rangeka50 to 20 ~see Fig. 6!.

In order to compute the above physical quantities, the
meridian of the spherical shell is discritized into 88 axisym-
metric finite elements with four degrees of freedom~DOF!
per node~radial, vertical, and circular displacements:Ur ,
Uz , Uu , and one rotation around the curvilinear abscissa
]w/]s wherew is the normal displacement!.

As a first step the fluid cavity is discritized into axisym-
metric linear triangular elements, with the constraint that at
the boundary the fluid elements coincide with the structural
elements. The number of elements along the vertical side is
equal to 88@Fig. 7~a!#.

For the computation of the coupling operator, a geomet-
ric B-spline mesh~mesh 3! is obtained using nine nodes
equally spaced on the meridian of the spherical shell. The
results are compared to those using a boundary element
method~BEM!.31

Figure 8 shows that the results using the proposed
method in the case of compatible meshes~SPL-COM! are in

FIG. 6. Description of the spherical shell and its excitation.

FIG. 7. Compatible and incompatible fluid meshes for spherical cavity.
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very good agreement with those resulting from BEM.31 This
validates the proposed B-spline coupling operator procedure
for compatible meshes for a 2D problem.

In a second step, an incompatible fluid mesh is used for
the cavity by taking 64 elements over the meridian and 64
elements along the vertical side@Fig. 7~b!#. Figure 9 shows
the very good agreement between the results using the pro-
posed method in the case of incompatible meshes~SPL-INC!
and those obtained by BEM.31

In order to study the performance of the proposed tech-
nique, the number of boundary nodes of the B-spline cavity
mesh~mesh 2b! is fixed to 65 while the number of nodes of
the B-spline structural mesh~mesh 1b! is decreased from 89
to 9. The performance of the method is thus evaluated by
computing the relative error curves with respect to the results
obtained using incompatible meshes with 89 nodes for the
mesh 1b and 65 nodes for the mesh 2b. This evaluation is
made to corresponding to low, medium, and high frequencies

~100, 1000, and 4000 Hz, which corresponds to the follow-
ing values ofka: 0.42, 4.2, and 16.75!. Results given in Fig.
10 show that the maximum error obtained with a mesh 1b of
9 nodes and mesh 2b of 65 nodes is about 0.8%. From this
first evaluation, 9 structural nodes~mesh 1b! are adequately
chosen to yield sufficiently low errors. Having the number of
structural nodes fixed to 9, the number of fluid nodes~mesh
2b! is then decreased from 65 to 9. The error curves are
given by Fig. 11. Despite some flips, global convergence
tendency is observed with errors less than 1.5%. It should be
noted that the flips in Fig. 11 are due to errors induced by
modifying both the structure~9 instead to 89! and the fluid
number of nodes~from 65 to 9!.

This very simple case shows the high accuracy of the
proposed method to solve 2D coupled problems. It has been
shown that the results of the B-spline coupling operator pro-
cedure can be attained with a minimum number of nine con-
trol nodes that could be used both for the computation of the

FIG. 8. Comparison between results of spherical shell obtained by the pro-
posed method with compatible meshes~SPL-COM! and those obtained by
BEM.

FIG. 9. Comparison between results of spherical shell obtained by the pro-
posed method with incompatible meshes~SPL-INC! and those obtained by
BEM.
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coupling operators and the representation of the mechanical
excitationP2(u).

B. Shells of arbitrary shapes „3D problems …

1. Plate –cavity interaction

In this section, the frequency response of a cubic cavity
backed by an elastic plate13–15 is studied. This plate is ex-
cited by a constant pressurePext52 Pa ~Fig. 12!. The fre-
quency range~0–1000 Hz! is considered. This corresponds

to the dimensionless wave number rangeka50 to 3.5. We
intend to compute the following physical quantities:

~i! the transmission loss factor:TL520 log10(Pext/
Pbot), wherePbot is the internal pressure on the bot-
tom of the cavity; and

FIG. 10. Convergence error curves with a B-spline fluid mesh of 65 points.

FIG. 11. Convergence error curves with a B-spline structural mesh of nine
points.
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~ii ! the dimensionless displacementW520 log10(Wc /a),
where Wc is the central displacement of the elastic
plate.

A structural finite element mesh of 14314 elements of
four nodes and three DOF per node~displacementw and the
rotations ux and uy! has been considered. The cavity is
meshed, in a first step, by a solid mesh of 14314314 ele-
ments of eight nodes and one DOF per node for the compat-
ible case, and, in a second step, by a solid mesh of 636
36 elements of eight nodes and one DOF per node for the
incompatible case.

For the computation of the coupling operator, a geomet-
ric B-spline mesh~mesh 3! is obtained using a cluster of 5
35 nodes.

The results are compared to those using a boundary el-
ement method~BEM!15,32 which used compatible meshes
and was validated by analytical results.

Figure 13 shows that the results using the proposed
method in the case of compatible meshes~SPL-COM! are in
very good agreement with those resulting from BEM.15,32

Figure 14 shows, once again, that the results using the
proposed method in the case of incompatible meshes~SPL-
INC! are in very good agreement with those resulting from
BEM.15,32

This example validates the coupling between a 2-D
structure~plate! and a 3D cavity.33

2. Experimental car compartment model

This example extracted from Refs. 34, 35 corresponds to
a simplified model of a car compartment. This model is made
of nine aluminum panels having 3-mm thickness and two
rigid lateral panels closing an air cavity. The coupled system
is harmonically excited by a point vertical force of 1 N ap-
plied to node B in the frequency range 50 to 200 Hz~Fig.
15!. We intend to compute the transfer function at node B,

G520 log10S g

F D , ~61!

whereg is the acceleration at node B andF is the unit force
at node B.

In order to compute the transfer function, the structure is
discritized by 360 3D finite elements with four nodes and six
DOF per node~three displacements and three rotations!.

The cavity is discritized by solid finite elements of six
and eight nodes and with one DOF per node. The meshes of
the structure and of the cavity are incompatibles~Fig. 16!.

For the computation of the coupling operator, a geomet-
ric B-spline mesh~mesh 3! is obtained using nine super-
elements. Each super-element is discritized using 535 equi-
distant nodes.

In Refs. 34 and 35, the characteristics of the material
used on the two lateral panels are not given and the problem
presented in these references is not coupled. The results ob-
tained by the proposed method are thus compared with those
obtained by I-DEAS vibroacoustics32 package using a
boundary element method. We used 884 boundary elements
to model the internal fluid and 384 3D finite elements with
four nodes and six DOF per node for the structural mesh.
These two meshes are compatibles.

Figure 17 shows a good agreement between the results
obtained by the present method~SPL-IN! and those obtained
by I-DEAS vibro-acoustics for all frequencies except in the
narrow range located around 170 Hz. In fact, a high coupling
phenomenon is present in this band due to the fact that two
modes of the structure and of the fluid are fairly close~174
and 171 Hz, respectively!. It is thus necessary to refine the
computation of the coupling operator in this band. This can
be done by reducing the mesh size of the fluid~the mesh size

FIG. 12. Description of the plate–cavity coupling system.

FIG. 13. Comparison between results of the plate–cavity system obtained
by the proposed method with compatible meshes~SPL-COM! and those
obtained by BEM.
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of the structure is the same in the proposed method and in
I-DEAS!.

This example confirms the validity of the method for the
incompatible meshes in the case of 3-D coupled problems,36

especially in the case of complex shape shells.

VI. CONCLUSION

An original numerical method for vibro-acoustic prob-
lems with incompatible finite element meshes is presented.
This method uses a modal approach which has the advantage
of computing separately structural and acoustical mode
shapes using different meshes for the structure and for the
fluid. The proposed method uses a uniform cubic B-spline
interpolation which has the following advantages:~a! locality

of the interpolation,~b! continuityC3 inside elements andC2

between elements, and~c! a new discritization approach of
the shell surface by super-elements which allows vibro-
acoustic analyses of arbitrary shapes structures.

The method is illustrated by solving 2-D and 3-D
coupled problems corresponding to shells of revolution,
plates, and 3-D shells. The 2-D case study concerned a
spherical shell filled with water and excited with an external
pressure. In this case, the mean square value of the pressure
over the shell surface and the averaged vibrational energy
have been computed in the 0–5000-Hz frequency range. The
results obtained by the present method are in good agreement
with those obtained by the boundary element method. This
simple case shows the high accuracy of the proposed method
for solving 2-D coupled problems. It has been shown that the
results can be attained with a minimum number of nine con-
trol nodes which could be used both for the computation of
the coupled operators and the representation of the mechani-
cal excitation.

To illustrate the 3-D coupled problem, two case studies
were considered. The first dealt with elastic plate–cubic cav-

FIG. 14. Comparison between results of the plate–cavity system obtained
by the proposed method with incompatible meshes~SPL-INC! and those
obtained by BEM.

FIG. 15. Description of the car compartment model.

FIG. 16. Fluid and structure incompatible meshes for the car compartment
model.

FIG. 17. Comparison between results of the car compartment model ob-
tained by the proposed method with incompatible meshes~SPL-INC! and
those obtained by I-DEAS vibroacoustics.
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ity interaction problem with constant pressure applied on the
plate. In this particular case the transmission loss factor and
the dimensionless displacement over the plate were obtained.
Here also, the results obtained by the proposed method are in
good agreement with those obtained by analytical computa-
tions. This example validates the coupling between 2-D
structure~plate! and a 3-D cavity. The second 3-D case study
dealt with a simplified car compartment model as excited by
a vertical force point. The corresponding transfer function
between acceleration and force at the excitation point has
been derived. The results obtained by the proposed method
and by I-DEAS vibroacoustics™ code are in good agree-
ment, confirming the validity of the method in the case of
complex shape shells.

In perspective and in continuation of the present work,
the focus of future works will be oriented towards the fol-
lowing subject areas:~i! extension of the method to mechani-
cal coupling problems as a whole, namely to the method of
subdomains with incompatible meshes,~ii ! use of nonuni-
form B-spline functions for the purpose of eliminating the
constraint of the regularity of the B-spline mesh size, and
~iii ! grouping all these developments in one computation
code for solving problems of fluid–structure coupling using
incompatible meshes.
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The complex eigenfrequencies of a fluid-immersed evacuated infinite cylindrical shell, when plotted
in the complex frequency plane, can be grouped into families corresponding to different types of
circumferential waves. The dispersion curves versus frequency of the phase velocities of these
circumferential waves are analogous to those of the Lamb waves on a plateA0 , A1 ,... andS0 ,
S1 ,..., butcontain an additional branch reminiscent of the fluid-borne Scholte–Stoneley wave. This
branch together with theA0-analog forms an interacting pair of dispersion curvesA01 ~upper
branch! andA02 ~lower branch! which exhibit a repulsion phenomenon near the ambient fluid sound
speed. Results of a recent numerical study of this phenomenon are here explained by perturbation
theory, showing that during repulsion the wave character gets exchanged so that at frequencies
above repulsionA01 is a flexural andA02 a fluid-borne wave, and vice versa below repulsion.
© 1999 Acoustical Society of America.@S0001-4966~99!00902-9#

PACS numbers: 43.40.Ey@CBB#

INTRODUCTION

The dispersion curves for the infinite set of Lamb wave
modes of vibration for an elastic platein vacuo, of both
symmetric or compressional (S0 ,S1 ,S2 ,...), andantisym-
metric or flexural type (A0 ,A1 ,A2 ,...) arewell known, see,
e.g., Ref. 1. Only theS0 and A0 waves exist all the way
down to zero frequency, while the higher-order waves ex-
hibit lower-cutoff frequencies. For cylindrical shells, theSi

and Ai ( i>1) curves are only slightly changed by the cur-
vature, and this is even true for theS0 wave, the change
depending, of course, on the shell thickness or the ratiob/a
of inner-to-outer shell radius. For metal shells with external
fluid loading, however, an additional fluid-borne~or
Scholte–Stoneley type! circumferential wave arises, which
also exists for plates fluid loaded on one side as discussed by
Grabowska2 and Talmant.3

This wave, which was called the A wave,3,4 is coupled
to the ~flexural! A0 wave in such a way that their two inter-
acting dispersion curves approach and then repel each other
near the coincidence frequency~the frequency where the
phase velocities of both these waves are near the sound ve-
locity in the ambient water!, rather than crossing each other
as their shape away from coincidence would lead us to
expect.5

Earlier studies of the corresponding acoustic phenom-
enon, there referred to as a ‘‘bifurcation’’ of the dispersion
curves, have been carried out empirically for the case of
evacuated, water-immersed spherical metal shells.4,6 We
shall find it useful here to adopt the notation of Ref. 6,
namelyA01 for the upper andA02 for the lower dispersion
curve of the interacting pair of fluid-borne and flexural

waves. The repulsion phenomenon ofA01 andA02 disper-
sion curves was studied numerically in previous work7 for an
evacuated, fluid-immersed cylindrical shell, both as a func-
tion of frequency and of the inner-to-outer shell radius ratio
b/a ~shell thickness!. We here use a perturbative approach in
order to describe, starting from the characteristic equation of
the fluid-loaded shell, the shape of the resonance frequency
curves plotted versusb/a in the vicinity of the near-
crossover point. Our analysis demonstrates the interchange
of the physical nature of the curves during this passage. Ad-
ditionally, we also calculate the backscattering amplitudes of
an incident sound wave from the shell, and we exhibit the
resonances caused by the flexural, fluid-borne, and compres-
sional waves as they appear in the amplitudes of the back-
scattered waves as a function of shell thickness. Qualitative
explanations for the appearance of these resonance features
are provided on the basis of the imaginary parts of the cal-
culated resonance frequencies.

I. CALCULATION OF COMPLEX RESONANCE
FREQUENCIES AND DISPERSION CURVES

We shall here investigate the circumferential waves~or
‘‘surface waves’’! on evacuated, water-immersed infinite cy-
lindrical stainless steel shells of various wall thicknesses,
with density r57900 kg/m3, compressional wave velocity
cL55790 m/s, and shear wave velocitycT53100 m/s. An
earlier calculation,8 which we shall extend here, has fur-
nished complex resonance frequencies for this object as
shown in Fig. 1~from Refs. 8~a! and~b!, plotted in the com-
plex k1a plane wherek1 is the incident wave vector anda is
the outer cylinder radius. This is done for various ratiosb/a
from 0.5 to 0.99 as indicated. For each value ofb/a, the
complex resonance frequencies are seen to fall into threea!Visiting Professor.
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families connected by curves, along which the resonance fre-
quencies are indicated by dots labeled by the mode number
n. The families are labeled byl 50, 1, and 2 or, following
similar pictures for the case of solid elastic cylinders,9 are
designated by ‘‘Stoneley wave’’l 50 ~also known as
Scholte–Stoneley wave!, ‘‘Rayleigh wave’’ l 51, and
‘‘First Whispering Gallery wave’’l 52 ~higher-order Whis-
pering Gallery waves being present but not entered into the
figure!. As shown earlier,10 the mentioned resonance fre-
quency families originate physically from the corresponding
circumferential wave types as they form standing waves with
n wavelengths spanning the circumference of the cylinder.
The phase velocitycl

p of the l th surface wave can be ob-
tained by the formula11

cl
p /c5Re ~k1a!nl /n, ~1!

(k1a)nl being the complex resonance frequencies andc the
sound velocity in water. The dispersion curves ofcl

p /c are
plotted versusk1a in Fig. 2 ~from Ref. 8, where the Stoneley
dispersion curve on a shell was obtained for the first time!.
Values of compressional (cL), shear (cT), and Rayleigh
wave speedcR divided by c are indicated on the right. An
alternative nomenclature for the surface waves with the dis-
persion curves shown would be, in analogy with the Lamb-
type plate waves,S0 for the l 52 wave,A0 for the l 51
wave, andA for the l 50 Scholte–Stoneley wave. Below,
we shall instead use the notation6 A01 andA02 for l 50 and
1 since this remains unambiguous when passing through the
region of repulsion.

While for the case of the spherical shell theA01 and
A02 dispersion curves have been well separated,6 this is not
the case for the cylindrical shell data in Fig. 2 where the
coincidence region in the lower left-hand portion does not
furnish sufficient detail. The present investigation clarifies
this point, and analyzes in detail the repulsion phenomenon
of the A01 andA02 wave dispersion curves in this region.

We first consider the resonance frequencies (k1a)nl for
l 51 ~i.e., the flexural wave,A0), and for l 50 ~i.e., the
fluid-borne Scholte–Stoneley wave,A! only, for a given
mode numbern, as a function of the shell radius ratiob/a
~b/a50 being the solid cylinder, andb/a51 an infinitesi-
mally thin shell!. The complex values (k1a)nl

* are written as

~k1a!nl
* 5~k1a!nl 2 1

2iGnl , ~2!

Gnl being the width of the corresponding resonance, and
1
2Gnl and (k1a)nl are plotted versusb/a in the lower and
upper parts of Fig. 3~a!–~c! for n54 – 6, respectively. In this
representation, the points again divide into the familiesA0

~l 51! and A ~l 50!, here denoted by R~Rayleigh! and S
~Scholte!, respectively. Although forn54 and below~not
illustrated! it is not clear from the figures whether the real
parts of the two families do or do not cross over and the
imaginary parts do or do not repel each other at certain well-
defined values ofb/a, it appears that forn55, 6 and also
above~not illustrated!, a clear repulsion takes place for the
real parts, and a clear intersection for the imaginary parts. By
dashed lines we indicate the behavior of the familyA0 for
the shell in vacuum~i.e., the unperturbed case!; here, the
Stoneley familyA is absent, as isGn1 . The dotted line will
be described later.

The perturbation is provided by the water loading, which
not only causes the presence of the Stoneley wave~interact-
ing with the A0 wave!, but which also generates the repul-
sion phenomenon. The latter appears more clearly in the dis-
persion curves, obtained from Eq.~1! and plotted versusk1a
in Fig. 4~a!–~c! for b/a50.5, 0.7, and 0.9, respectively.
These can be compared with the lower portion of Fig. 2,
where now the details have become clarified. We shall here
use the notationA01 ~upper curve! and A02 ~lower curve!
for the two distinct dispersion curves. The dashed curve
shows again the correspondingA0 dispersion curve for a
shell in vacuo, where it is similar to theA0 Lamb wave curve

FIG. 1. Complex resonance frequencies plotted in thek1a plane for air-
filled, water-loaded steel shells of various wall thicknesses. The notation of
‘‘Rayleigh’’ and ‘‘Whispering Gallery’’ waves follows that for a solid cyl-
inder, Ref. 9~from Ref. 8!.

FIG. 2. Phase velocity dispersion curves versusk1a of circumferential
waves on air-filled, water-loaded cylindrical steel shells of various thick-
nesses~from Ref. 8!.

1696 1696J. Acoust. Soc. Am., Vol. 105, No. 3, March 1999 Maze et al.: Dispersion in cylindrical shells



on a plate in vacuo, i.e., it tends to zero fork1a→0. In the
present fluid-loaded case, the figure shows, however, the re-
pulsion phenomenon of the dispersion curves for these two
waves, which had been previously noted for the spherical
shell.4,6 For frequencies above coincidence, theA01 wave
plays the role of the flexuralA0 wave, while below coinci-
dence this function is taken over by theA02 wave. Above
coincidence, theA02 wave flattens out and stays belowc up
to the highest frequencies, thus playing the role of the Stone-
ley wave, while below coincidence, theA01 wave has be-
come more horizontal, thus taking over the role of the Stone-

ley wave. This portion of theA01 wave had not been found
in the below-coincidence region by Ref. 8, but it had earlier
been obtained by Murphyet al.,12 this reference being the
first work in which resonances of a cylindrical shell had been
studied; see, e.g., Fig. 4 of Ref. 8~b!. It is seen that, although
first attempting to intersect, the dispersion curves finally re-
pel each other, and the nature of the two curves has become
interchanged after the failed intersection: descending from
the high-frequency side in Fig. 4, theA01 wave resembles
the flexuralA0 wave and theA02 resembles the fluid-borne
wave~which is called theA wave in the nomenclature of Ref.

FIG. 3. Evolution of the real parts (k1a) and imaginary parts~G/2! of the
roots of the characteristic equation as a function of the ratiob/a of inner-
to-outer radii of cylindrical steel shells, for modes~a! n54, ~b! n55, and
~c! n56. Dashed curve: unperturbedA0 wave for shell in vacuum; dotted
curve: deviation of shell wave from unperturbed case.

1697 1697J. Acoust. Soc. Am., Vol. 105, No. 3, March 1999 Maze et al.: Dispersion in cylindrical shells



4!, but below the near-intersection theA02 wave resembles
the flexuralA0 while theA01 wave resembles the fluid-borne
wave. Below, it will be shown that such a resemblance is not
only based on the appearance of the dispersion curves, but
that there is an actual exchange of the character of the waves

going along in accordance with this. Note that an analogous
phenomenon takes place in the dispersion curves of waves in
a plate~in vacuo,13 fluid loaded,13 or coated;14 see also Ref.
15!.

II. PERTURBATION THEORY OF THE REPULSION
PHENOMENON

This approach will be applied to Fig. 3, and we have to
consider two limiting cases in order to identify the perturba-
tion:

~1! If b/a is not too close to unity, we consider the ratio
r[rw /rst51/7.9 as the perturbation. The limitr→0 is the
unperturbed case~shell in vacuo! and we know the corre-
sponding flexural-wave values (k1a)n1

(0) ~the superscript 0 de-
noting the unperturbed values!, ~see the dashed curves in Fig.
3!, while (k1a)n0

(0) of the Stoneley wave do not exist.
~2! If b/a is close to unity, the shell is very thin. Let us

call

b/a5b, z512b, ~3!

and for b→1 or z→0, the mass of the shell is small com-
pared to the mass of the entrained fluid. Here,z is the per-
turbation andz→0 is the unperturbed case, i.e., the object is
a vacuum bubble in water. From Eq.~1! and Fig. 4 it can be
seen that in this limit, Re (k1a)n0

(0)→0.
The complex resonance frequencies were here calcu-

lated as the poles in the acoustic scattering amplitude. The
far-field scattering amplitude at angleu is given by its modu-
lus as16

uF`u5
2

~pk1a!1/2U(
n50

`

«n

Dn
@1#

Dn
cosnuU. ~4!

With the abbreviationsx5k1a, y5bx, yL,T5bxL,T , where
xL,T5xc/cL,T , one has a 737 determinant

Dn5U 1
2rxT

2Hn~x! M1 j

nHn~x!2xHn11~x! M2 j

0 M3 j

A A

0 M7 j

U , ~5!

j 52,...7, where we takeMn j from Ref. 16 and seta50 for
normal incidence. To obtainDn

@1# , we replace the first two
elements in the first column of Eq.~5! by

2 1
2rxT

2Jn~x!, 2@nJn~x!2xJn11~x!#.

Expanding, one has

Dn5 1
2rxT

2Hn~x!Dn
~1!~x!2@nHn~x!2xHn11~x!#Dn

~2!~x!,
~6!

with the subdeterminantsDn
(1),(2) being real for realx, the

two elements withHn , Hn11 in Eq. ~5! being the only com-
plex functions inDn . SettingDn50 corresponds to the char-
acteristic equation of the shell which furnishes the complex
resonance frequencies.

In the limit r→0, this equation becomes

2@nHn~x!2xHn11~x!#Dn
~2!50. ~7!

FIG. 4. Phase velocity dispersion curves for cylindrical steel shells with~a!
b/a50.5, ~b! b/a50.7, and~c! b/a50.9. Dashed curve: unperturbedA0

wave for shell in vacuum.
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Vanishing of the first factor, orHn8(x)50, furnishes the ex-
ternal circumferential or Franz waves17 that circumnavigate a
rigid cylinder, whileDn

(2)(x)50 furnishes the mentioned real
flexural wave frequenciesxn1

(0) .
In the approach to the limitz→0 ~b→1 andyLT→xLT)

we subtractM5 j from M1 j , and M6 j from M3 j , and M7 j

from M4 j without changing the determinant. We then expand
M1 j2M5 j , etc. in a Taylor series inz, obtaining the limiting
expressions

Dn
~1!~x!5z2D̄n

~1!~x!1¯, Dn
~2!~x!5z3D̄n

~2!~x!1¯ ,
~8!

so that close to this limit, one has

Dn~x!5z2$ 1
2rxT

2Hn~x!D̄n
~1!~x!

2z@nHn~x!2xHn11~x!#D̄n
~2!~x!%. ~9!

The limiting form of the characteristic equation is thus

1
2rxT

2Hn~x!D̄n
~1!~x!50. ~10!

Vanishing of the first term,Hn(x)50, furnishes the complex
resonance frequencies of the external Franz waves that cir-
cumnavigate a cylindrical vacuum bubble, whileD̄n

(1)(x)
50 furnishes the Stoneley resonance frequenciesxn0

(0) around
the bubble; for these, we have found above that Re (x)n0

(0)

50.
Let us call

Hn~x!5@nHn~x!2xHn11~x!#/Hn~x!. ~11!

Near the thin-shell limitz→0, the characteristic equation
Dn(x)50 then becomes, from Eq.~9!,

D̄n
~1!~x!2

z

r

2

xT
2Hn~x!D̄n

~2!~x!50. ~12!

Starting fromxn0
(0) , the perturbation solution is for the Stone-

ley frequencies:

xn0* 5xn0
~0!1dn0 . ~13!

Inserting in Eq.~12! and Taylor expanding, we find

xn0* 5xn0
~0!1

z

r
Hn~xn0

~0!!
2D̄n

~2!~xn0
~0!!

xT
2D̄n

~1!8~xn0
~0!!

, ~14!

which furnishes the behavior ofxn0* with z ~andr! near the
thin-shell limit z→0. The curvesxn0 thus tend linearly to
zero asb/a→1, with a slope that increases withn. All this is
evident in Fig. 3, verifying the downturn of the Stoneley~A!
wave curve as it passes the point of repulsion and thus guar-
anteeing the repulsion of the curves denotedA0 andA to the
left of the repulsion point in all portions of Fig. 3, and hence
also in all portions of Fig. 4~where we use the notationA01

and A02 for each entire curve!. Figure 3 seems to indicate
that also Imxn0

(0)50 so that the curves forxn0 likewise tend to
zero forz→0, as observed.

For thicker shells, we consider the limitr→0 in which
the flexural-wave frequenciesxn1

(0) are known. The character-
istic equation is then

D̄n
~2!~x!2

r

2z
Hn

21~x!xT
2D̄n

~1!50, ~15!

and expanding around the flexural-wave roots,

xn1* 5xn1
~0!1dn1 , ~16!

we find

xn1* 5xn1
~0!1

r

z
Hn

21~xn1
~0!!

xT
2D̄n

~1!~xn1
~0!!

2D̄n
~2!8~xn1

~0!!
, ~17!

which furnishes the behavior ofxn1* with r ~and z! for the
case of light fluid loading. The same equation describes,
however, the behavior of the deviationdn[Redn15xn1

2xn1
(0) of the flexural-wave curve from that of the correspond-

ing curve~dashed! where no fluid loading was assumed, as a
function of b/a. In fact, this behavior is predicted by Eq.
~17! as proportional to 1/z for b/a not too close to unity. In
Fig. 3, we have entered asdottedcurves the values ofdn as
read from the points of Fig. 3, to the right of the point of
repulsion, always interpreting the upper curves asA. The
resulting dotted curves indeed show a shape close to the
predicted 1/z dependence, which also holds for the imaginary
parts if one does not push too close to theb/a→1 limit.
Thus, the apparent correctness of this perturbation treatment
is evident for the above-repulsion portion of Figs. 3 and 4.
This leads to the inescapable conclusion, noted before, that
the repulsion also inverts the character of theA0 and theA
curves on the two sides of the point of repulsion, as com-
pared to the character of theA0 curve with no fluid loading
~dashed!.

III. INFLUENCE OF THE A 0 AND A RESONANCES ON
THE SPECTRA OF SCATTERING AMPLITUDES

Two types of spectra can be plotted numerically: the
far-field form function which represents the acoustic pres-
sure, and the spectrum ‘‘Im/Re’’~the ratio of imaginary and
real parts of the scattering amplitude! which is the tangent of
the phase of acoustic pressure.18 Figure 5 presents such spec-
tra for evacuated, water-immersed stainless-steel cylindrical
shells, with values of the thickness parameterb/a50.5, 0.7,
0.8, and 0.9. On these figures, the resonances of thel 51
~flexural! family are marked by squares, those of thel 50
~Scholte–Stoneley! family by round dots, and those of the
first Whispering Gallery wave~l 52! by a star; the other
resonances have not been entered. Forb/a values 0.5 and
0.7, resonances appear in the form function and in the Im/Re
spectrum that can be attributed to thel 51 family, and none
to the l 50 family ~disregarding those withl 52!. For the
b/a50.8 shell, resonances are attributable to thel 51 fam-
ily except then55 resonance, belonging to thel 50 family.
For the b/a50.9 shell, the resonances belong to thel 50
family, except that of then54 mode which belongs to the
l 51 family. For associating a spectral feature with a reso-
nance, we must call upon the imaginary part of the root of
the characteristic equation, i.e., the quantityG. With large
imaginary parts, the resonance width becomes large which
causes the resonance to be prone to escaping detection. In the
case of theb/a50.9 shell, the first detected resonance is of
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mode numbern54; those with smaller mode numbers are
not apparent since their imaginary part now is too small,
which is tantamount to a lack of coupling to the water. For
b/a increasing beyond 0.9, all the observed modes belong to
the l 50 family, the first of these growing bigger and bigger
since the coupling of the lower modes is too weak. We
should also note that for a given value ofb/a, the more a
modal resonance grows, the more its imaginary part will

grow. This has the consequence that thel 50 family reso-
nances detected in the spectra will become wider and wider,
i.e., they will be of less and less influence. These two last
remarks explain the observed fact19 that for the Scholte–
Stoneley wave, the resonances are visible only within a ‘‘fre-
quency window’’ which shifts to higher frequencies asb/a
tends to unity. The flexural wave is, for the usual materials,
strongly coupled to the liquid and only forms resonances of

FIG. 5. Spectra of the form functionF` and of Im/Re for cylindrical steel shell with~a! b/a50.5, ~b! b/a50.7, ~c! b/a50.8, and~d! b/a50.9.
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large width, which makes them harder to observe.20 Its phase
velocity tends towards that of the Rayleigh wave on a liquid/
solid interface with increasing frequency of the incident
wave. The Whispering Gallery waves~stars in Fig. 5! are
more weakly coupled to the liquid, which increases their
detectability. However, the coupling increases as a function
of the frequency. A minimum in this coupling can be ob-
served at low frequency, which renders these resonances
very narrow in the neighborhood of this minimum.20

As a final remark, we should note that thel 51 wave is
observed here via its resonances only for sufficiently thick
shells. For thin shells withb/a larger than 0.9@see Fig. 5~d!#,
this wave which then becomes theA0 plate wave, is no
longer observable by the resonance method, and only the
l 50 ~Scholte–Stoneley orA! wave and thel 52 (S0) wave
are observable, as recently shown by us.21

IV. CONCLUSION

The numerical results presented above allow us to show
the presence of the two resonance familiesA0 andA, and to
trace their characteristics~resonance frequency and width! as
a function of the ratiob/a. A numerical study of the reso-
nance frequencies and widths demonstrates that for increas-
ing values ofb/a, the A0 curve first follows that of the cor-
responding flexural resonance frequencies of a shellin
vacuo, while theA-wave resonances are almost independed
of b/a ~Fig. 3!. The two curves for the real parts of the
resonance frequencies approach each other, but instead of
intersecting, they repel each other, theA wave now following
the vacuum-flexural wave curve while theA0 wave continues
independent ofb/a. ~In Fig. 4, the notationA01 , A02 is
used for each of the continuous dispersion curves.! The na-
ture of the waves gets interchanged when the dispersion
curves pass through the repulsion region. This is demon-
strated analytically by a perturbation-theoretical approach,
proving that after passing through the point of repulsion with
increasingb/a, theA wave then takes over the role which the
A0 wave used to play for the thinner shells in the unper-
turbed case of no fluid loading. A parallel consideration of
the phase velocity dispersion curves for theA01 and A02

waves demonstrates the repulsion phenomenon in an alter-
nate fashion, and the simultaneous exchange of flexural
wave-fluid wave character is already evident here from the
appearance of the dispersion curves.

Note added in proof:In a forthcoming paper~K. Motegi
and K. Toda, ‘‘Interaction between two leaky Lamb wave
modes propagating in a water-loaded bilayer consisting of a
piezoelectric ceramic plate and a glass plate,’’ Ultrasonics, in
press! the authors discuss the cross-over of dispersion curves
with simultaneous repulsion of absorption curves, or vice
versa, analogous to our discussion following Eq.~2!, provid-
ing additional insight into the mathematical reasons for these
phenomena.
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The mobility functions of semi-infinite and finite cylindrical shells are useful in calculating the
structural wave power flows in coupled pipeline systems. However, their expressions and
characteristics are not available in the existing literature. In this paper, the mobility functions of
elastic cylindricalin vacuoshells have been numerically studied and applied to estimate both the
input power and the power flow in coupled finite cylindrical shell systems. ©1999 Acoustical
Society of America.@S0001-4966~99!02402-9#

PACS numbers: 43.40.Ey@CBB#

INTRODUCTION

Elastic cylindrical shells have many industrial and de-
fense applications. The determination of vibrational energy
transmission between coupled cylindrical shells is an impor-
tant subject in the area of noise and vibration control. Several
methods are available for the calculation of the energy trans-
mission. One of them is the mobility method1–5 in which the
vibrational energy transmission across a structural joint is
expressed in terms of mobility functions. The mobility func-
tions of beams, plates, walls, and floors have been exten-
sively studied.6,7 However, the mobility of elastic cylindrical
shells received scant attention, perhaps due to the complexity
involved in solving and interpreting the dispersion equations.
Franken8 obtained the input modal impedance of a simply
supported cylindrical shell, but his analysis did not include
bending stiffness of the shell and it has limitations for the
estimation of input power in practical applications. Heckl9

and Fuller10 have derived the analytic expressions for evalu-
ating the input radial force mobility of an infinite elastic
cylindrical shell. Harari11 developed the general expressions
for evaluating the transmission loss based on the structural
impedances of finite and semi-infinite cylindricalin vacuo
shells. However, detailed analysis of the structural imped-
ances was not presented. It is difficult to use these general
expressions to give a physical interpretation of the vibra-
tional transmissions resulting from different types of excita-
tions.

In this paper, an analysis is presented to calculate the
input, cross, and transfer mobilities of an elastic cylindrical
shell subjected to different types of excitations. The analysis
is limited to homogenous thin-walledin vacuo shells and
frequencies such that the rotational kinetic energy of vibra-
tion and transverse deformation of the shell wall may be
ignored. For infinite cylindrical shells, the analysis is an ex-
tension of the work by Fuller.10 For finite and semi-infinite
cylindrical shells, the mobilities are calculated based on the
motion equations12,13 and the boundary conditions. Numeri-
cal results are presented and their physical interpretations are
discussed for a steel cylindricalin vacuoshell with the thick-
ness to radius ratios of 0.05 and 0.01 in then50, 1, and 2

circumferential modes. The results are then applied to ana-
lyze the vibrational energy transmission between two
coupled finite cylindrical shells when one of them is excited
by an external point radial force.

I. BASIC EQUATIONS

Consider a uniform thin cylindrical shell of thicknessh
and mean radiusa. The midsurface of the shell is described
in an (x,u) cylindrical coordinate, as shown in Fig. 1. Ifu,
v, and w represent the components of displacement in the
axial, circumferential, and radial directions, respectively, the
equation of motion for an element of the shell can be written
as12,13
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wherem is the Poisson’s ratio,E is the Young’s modulus,r
is the material density,b25h2/12a2, ¹25a2(]2/]x2)
1]2/]u2 is a Laplacian-type operator,K5Eh/(12m2) is
the extensional rigidity, andpx , pf , andpr are the orthogo-
nal components of mechanical excitation per unit area which
act on the shell in the axial, circumferential, and radial di-
rections, respectively. At cross sectionx, the effective trans-
verse forceSx , the bending momentMx , the extensional
stressNx , and the effective shear stressTx can be expressed
as12

Sx5DS ]3w
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22m

a2

]3w

]x ]u22
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whereD5Eh3/(12m2) is the bending rigidity of the shell.
The displacement components of the wave propagating

in the positive axial direction can be expressed in the follow-
ing forms:14

u5 (
n50

`

un5 (
n50

`

(
s51

m

Uns cos~nu!exp~2 iknsx1 ivt1 ip/2!,

~3a!

v5 (
n50

`

vn5 (
n51

`

(
s51

4

Vns sin~nu!exp~2 iknsx1 ivt !,

~3b!

w5 (
n50

`

wn5 (
n50

`

(
s51

m

Wns cos~nu!exp~2 iknsx1 ivt !,

~3c!

wherekns is the axial wave number,v52p f is the radian
frequency,n is the circumferential modal number, subscripts
corresponds to the axial wave number solutions,m53 for
n50 andm54 for n.0. For the axial symmetrical mode
(n50), there are six axial wave number solutions for finite
and infinite cylindrical shells. Forn.0, however, eight axial
wave number solutions are possible, and in this case, four
possible axial waves could propagate simultaneously in both
positive and negative directions. For everyn ands pair, the
coefficientsUns , Vns , and Wns are coupled among each
other.

Substituting Eq.~3! into ~1! gives

F L11 L12 L13

L21 L22 L23

L31 L32 L33

G F Uns

Vns

Wns

G5
a2

K F 2px

2pf

pr

G , ~4!

where

L115~knsa!21
12m

2
~11b2!n22V2,

L125L215
11m

2
nknsa,

L135L315b2~knsa!31S m2
12m

2
b2n2D knsa,

L225
12m

2
~113b2!~knsa!21n22V2,

L235L325
32m

2
b2n~knsa!21n,

L335b2~knsa!412n2b2~knsa!2112V21b2~12n2!2,

V5va/cL is the nondimensional frequency, andcL is the
extensional phase speed of the shell material. For free vibra-
tion wherepx , pf , andpr are zeros, the determinant of the
matrix L on the right-hand side of Eq.~4! is zero. The coef-
ficients Uns and Vns can be expressed in terms ofWns by
solving two of the three free vibration equations,

Uns5aunsWns , Vns5avnsWns , ~5!

whereauns andavns are complex numbers.

II. MOBILITY FUNCTIONS

A. Infinite cylindrical shells

Fuller10 has demonstrated that the input radial force mo-
bility of an infinite cylindrical shell can be calculated by
using the method of residues. His analysis can be applied to
calculating other types of the structural mobility of an infi-

FIG. 1. Coordinate system and modal shapes.
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nite cylindrical shell. For example, the input axial force mo-
bility ~the ratio of the axial velocity component to the axial
force component at the same position! for the circumferential
mode ofn at x50 can be expressed as

YUN
n 5

ivun

FN
n 5

V2

vrha (
s51

4

Rns
UN ~6!

where FN
n is the external axial force component applied

around the circumferencex50 for the circumferential mode
of n; Rns

UN is the residue at the pole corresponding to the
circumferential moden and the axial wavenumbers, i.e.,

Rns
UN5

L22L332L23L32

~detuLu!8
, ~7!

where detuLu is the determinant of the coefficient matrix in
Eq. ~4! and the prime denotes the derivative with respect to
knsa.

The cross mobilityYVS
n , the ratio of the circumferential

velocity component to the radial forceFS
n acting around the

circumference atx50 for the circumferential mode ofn, can
be expressed as

YVS
n 5

ivvn

FS
n 5

V2

vrha (
s51

4

Rns
VS, ~8!

where

Rns
VS5

L21L132L11L23

~detuLu!8
. ~9!

B. Semi-infinite cylindrical shells

Although a cut of an infinite cylindrical shell atx50
physically results in two semi-infinite cylindrical shells and
each is excited by half of the total external force, the struc-
tural mobility of a semi-infinite cylindrical shell at the end is
not just twice that of an infinite cylindrical shell because the
boundary conditions at the excitation position are different.
For semi-infinite cylindrical shells, no restrictions are im-
posed on the displacement or the velocity at the end, whereas
for infinite cylindrical shells symmetry and continuity de-
mand that some velocity components must vanish at the ex-
citation position. For the calculation of a radial force associ-
ated mobility, the bending moment, the extensional stress,
and the effective shear stress are assumed to be zeros at the
end of semi-infinite cylindrical shells, while these stress re-
sultants are nonzero and could be transmitted across the ex-
citation position in infinite cylindrical shells.

The mobility function of a semi-infinite cylindrical shell
cannot be formulated by using the method of residues. It may
be determined from the motion equation and the boundary
conditions. Due to the complexity, however, it does not ap-
pear feasible to seek analytic expressions of the structural
mobility. Thus a numerical evaluation needs to be intro-
duced.

If the expressions in Eq.~3! are adopted to represent the
displacement components of a semi-infinite cylindrical shell,
the stress and moment resultant vector at the endx50 can be
expressed as

Q5@Sx Mx Nx Tx#
T5 (

n50

`

JnGnWn . ~10!

For n.0, Wn5@Wn1 , Wn2 , Wn3 , Wn4#T and Gn is a 434
matrix:

Gn~1,s!5
iD

a3 X~knsa!31~22m!n2knsa

1S ~knsa!22
12m

2
n2Dauns1

32m

2
nknsaavnsC,

Gn~2,s!52
D

a2 „~knsa!21mn21knsaauns1nmavns…,

Gn~3,s!5
K

a
„knsaauns1mnavns1m1b2~knsa!2

…,

Gn~4,s!52
12m

2

K

a
„nauns1~12b2!

3knsaavns2nb2knsa…, s51,2,3,4

and

Jn5S cos~nu! 0 0 0

0 cos~nu! 0 0

0 0 cos~nu! 0

0 0 0 sin~nu!

D .

For n50, W05@W01,W02,W03#
T; J0 is a 333 unit matrix

andG0 is 333 matrix where the elements can be calculated
from the above equations by neglectingG0(m,4) and
G0(4,m)(m51,2,3,4).

For the calculation of the mobility functions associated
with a radial force, only one external radial force is assumed
to act on the end, that is, the external force vector isF
5@FS,0,0,0#T. For each circumferential mode, the coeffi-
cient vectorWn can be determined by solving the matrix
equationQn5Fn at x50. Then the displacement or velocity
at any position of the shell can be determined. The input and
cross mobilities at the end and also the transfer mobilities at
different positions with reference to the force acting on the
end can be calculated from the ratios of the corresponding
velocity components to the external force. For the calculation
of the axial force associated mobilities, however, the external
force vector is assumed to beF5@0,FN,0,0#T.

C. Finite cylindrical shells

For a finite cylindrical shell of lengthl, the response
may be expressed in the superposition of eight possible
waves. For example, the radial component of displacement
can be written as
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w5 (
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` F (
s51

m

Wns exp~2 iknsx!1 (
s5m11

2m

Wns

3exp„ikn~s2m!~x2 l !…Gcos~nu!exp~ ivt !. ~11!

Similar expressions can be written for the axial and circum-
ferential components of displacement. From Eqs.~2!, ~5!,
and ~11! the stress and moment resultant vector at the ends,
x50 andx5 l , can be expressed as

Qux505@Sx Mx Nx Tx#
Tux50

5 (
n50
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Jn@Gn ,2Gn#An
0Xn , ~12a!

Qux5 l5@Sx Mx Nx Tx#
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where

An
05S Em 0

0 Bm
D , An

l 5S Bm 0

0 Em
D ,

Bm5S exp~2 ikn1l ! 0 0 0

0 exp~2 ikn2l ! 0 0

0 0 ¯ 0

0 0 0 exp~2 iknml !

D ,

Em is an m3m unit matrix ~m53 for n50 andm54 for
n.0!, X05@W01,W02,...,W06#

T and Xn5@Wn1 ,Wn2 ,...,
Wn8#T (n.0). Xn can be determined by solving the matrix
equations resulting from the end boundary conditions. For
the calculation of the mobility functions of a finite cylindri-
cal shell, the free end condition is usually assumed atx50
and a desired external force vector is assumed to act on it.
The boundary conditions at the other end (x5 l ) will depend
on the practical considerations. AfterXn is determined, the
components of displacement at any position of the shell can
be calculated and then the mobility functions can be evalu-
ated from the ratios of the corresponding velocity compo-
nents to the external force.

III. VIBRATIONAL ENERGY TRANSMISSION

For coupled cylindrical shells, the power flow through
the coupling boundary can be expressed in terms of mobility
functions. If one of the cylindrical shells~subsystem 1! is
excited by an external force vector,Fe5@FSe,Me ,
FNe ,FTe#

T, at cross sectionxe , the velocity vectorD
5@ẇ ḟ u̇ v̇#T as well as the stress and moment result-
ant vectorQ of the receiving cylindrical shell~subsystem 2!
at the coupling boundary can be expressed as5

D5Y2~Y11Y2!21YeFe , ~13!

Q5~Y11Y2!21YeFe , ~14!

where Ye is a transfer mobility matrix between the force
acting positionxe and the coupling boundary, andY1 andY2

are the mobility matrices of subsystems 1 and 2 at the cou-
pling boundary, respectively. The power flow across the
boundary is given by

P5
1

2
ReH E

2p

p

QTD* a duJ
5

ap

2 (
n50

`

Re$Fen
T Ye

nT~Y1
nT1Y2

nT!21

3Y2
n* ~Y1

n* 1Y2
n* !21Ye

n* Fen
* %, ~15!

where Fen5@FSen,Men ,FNen,FTen#
T and Fe5JnFen . If

Fe5F0d(x2xe)d(u) is a point radial force acting on the
position (x,u)5(xe,0), Men5FNen5FTen50, FSen

5aF0 /p (n.1), andFSe05aF0/2p.

IV. NUMERICAL RESULTS

A. Mobility functions

Steel cylindrical shells with the wall thickness-to-radius
ratios ofh/a50.05 and 0.01 are taken as examples to evalu-
ate the structural mobilities. To illustrate the structural mo-
bilities in a broad frequency range, the analysis is made in a
nondimensional frequency range with steps ofDV50.025.

Figures 2–7 show the comparisons of the input mobili-
ties of infinite and semi-infinite cylindricalin vacuoshells of
h/a50.05 vibrating in then50, 1, and 2 circumferential
modes, respectively. Also shown for comparison are the real
and imaginary parts of the input mobilities of a semi-infinite

FIG. 2. The real parts of the input mobilities for a steel cylindricalin vacuo
shell ofh/a50.05 forn50. ———: Semi-infinite shell; –––: infinite shell;
---: semi-infinite plate.
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homogeneous plate with the same thickness and material
properties as those of the shells. The plate has a width of
2pa and is simply supported along the two edges. All the
real parts of the input mobilities are positive while the imagi-
nary parts could be negative, depending on frequency and
the type of excitation. The magnitudes of both the real and
imaginary parts of the input mobilities of the semi-infinite
shell are larger than but not exactly twice as those of the
infinite one at most frequencies except for the real part of the
n50 input radial force mobility at frequencies below the
ring frequency@see Fig. 2~a!# and for the imaginary part of
the n50 input axial force mobility@see Fig. 3~d!#. For the
case of a radial force excitation, the real part of the input
mobility increases with increasing the circumferential modal
numbern or frequency at frequencies below the ring fre-
quency. Besides the sharp peak at the ring frequency, peaks
or troughs also appear at the cut-on frequencies. At the ring
frequency, the real part of the input mobility reaches its
maximum value while the imaginary part of the input mobil-
ity jumps from a positive value to a negative value. At fre-
quencies above the ring frequency the imaginary part of the
input mobility is negative and its magnitude decreases with
increasing frequency. At frequencies above twice the ring
frequency, however, the input mobility of the semi-infinite
shell can be approximated by that of the semi-infinite plate.
For n.0, the approximation error of the real part increases
with increasing frequency andn. This is because the effect of
Poisson’s ratio was not considered in the plate but in the
shell and it becomes stronger asn increases. When the shells

vibrate in the breathing circumferential mode, the real part of
the input mobility of the semi-infinite shell is much lower
than that of the infinite shell at frequencies below the ring
frequency. This is because the axial and rotational compo-
nents of displacement at the end of the semi-infinite cylin-
drical shell are not restricted and relatively large while those
at the excitation position of the infinite cylindrical shell are
required to be zeros due to the symmetry. Therefore, a larger
percentage of the external radial force is required to balance
the stress resulted from the axial and rotational vibration and
a smaller radial component of the displacement is produced
for the breathing mode in the semi-infinite cylindrical shell.

For the bending moment excitation, the real part of the
input mobility increases with increasing frequency and the
circumferential modal numbern, especially at frequencies
below the ring frequency. The imaginary part of the input
mobility is positive and also increases with increasing fre-
quency, but it is insensitive to the change of the circumfer-
ential number except at the ring frequency where a peak
appears in both the real and imaginary part curves of the
input mobility. At frequencies above the ring frequency, the
input mobility of a semi-infinite cylindrical shell can be ap-
proximated by that of a semi-infinite plate having the same

FIG. 3. The imaginary parts of the input mobilities for a steel cylindricalin
vacuoshell of h/a50.05 for n50. ———: Semi-infinite shell; –––: infi-
nite shell; ---: semi-infinite plate.

FIG. 4. The real parts of the input mobilities for a steel cylindricalin vacuo
shell ofh/a50.05 forn51. ———: Semi-infinite shell; –––: infinite shell;
---: semi-infinite plate.
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thickness and material properties. Of all the input mobilities,
the input bending moment mobility is the largest. This indi-
cates that for cylindrical shells the bending moment excita-
tion is the most effective source and it should be considered
first in noise and vibration control.

For an axial force excitation, the imaginary part of the
input mobility is very small at all frequencies except at the
ring frequency forn50,2. The real part of the input mobility
decreases with increasing circumferential modal numbern
and it is negligibly small for infinite shells but increases with
increasing frequency for semi-infinite shells forn.0 at fre-
quencies far below the ring frequency. At frequencies close
to the ring frequency, peaks and troughs are present in the
mobility curves. At frequencies above the ring frequency, the
real parts of the input mobilities become constants and that
of a semi-infinite cylindrical shell can be approximated with
a negligible positive error by the longitudinal wave mobility
of a semi-infinite plate, of which the imaginary value is zero.
The approximation error increases with increasingn. The
reason is the same as that explained for the case of radial
force excitation. Of all the input mobilities, the input axial
force mobility is the smallest except for the breathing mode
(n50) at frequencies below the ring frequency.

For a circumferential force excitation, the real part of the
input mobility has a trough rather than a peak at the ring

frequency and it is nearly constant at frequencies below half
or above twice the ring frequency. The imaginary part of the
input mobility increases with increasing frequency. The
peaks of the imaginary part curves appear rather than at the
ring frequency. At frequencies far below the ring frequency
the magnitude of the imaginary part of the input mobility of
a semi-infinite cylindrical shell is much larger than that of an
infinite cylindrical shell. The input circumferential force mo-
bility is smaller than the input radial force mobility.

Figures 8 and 9 show the comparisons of the input and
cross mobilities of a semi-infinite cylindrical shell ofh/a
50.05 for n50, 1, 2, respectively. The real part of cross
mobility YUS

n ~the ratio of the axial velocity componentun to
the radial force componentFS

n for the circumferential mode
of n! is positive at frequencies below the ring frequency and
then becomes negative except for the real part ofYUS

0 , which
is negative at all but the ring frequency@the absolute value of
the real part ofYUS

0 is shown in Fig. 8~a!#. The real part of
cross mobilityYVS

n ~the ratio of the circumferential velocity
componentv̇n to the radial force componentFS

n for the cir-
cumferential mode ofn!, however, has a comparable magni-
tude but different signs than that ofYUS

n at most frequencies.
At frequencies below the ring frequency forn.0, the imagi-
nary part of cross mobilityYUS

n is negative and very small in

FIG. 5. The imaginary parts of the input mobilities for a steel cylindricalin
vacuoshell of h/a50.05 for n51. ———: Semi-infinite shell; –––: infi-
nite shell; ---: semi-infinite plate.

FIG. 6. The real parts of the input mobilities for a steel cylindricalin vacuo
shell ofh/a50.05 forn52. ———: Semi-infinite shell; –––: infinite shell;
---: semi-infinite plate.
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comparison to that of cross mobilityYVS
n , which is positive.

At frequencies above the ring frequency, both real and
imaginary parts ofYUS

n and YVS
n can be negligible in com-

parison with those of the input mobilityYWS
n . This figure

indicates that the cross mobilities need to be considered only
at frequencies below the ring frequency for the calculation of
power flow in coupled shells.

Figures 10 and 11 show the comparisons of the real and
imaginary parts of the input radial force mobilities of finite
and semi-infinite cylindrical shells. The finite and semi-
infinite cylindrical shells have the same radius~100 mm! and
the same material properties. In order to assess the effect of
the shell wall thickness on the structural mobility, two dif-
ferent shell wall thicknesses~1 and 5 mm! are chosen, result-
ing in different wall thickness-to-radius ratios of 0.01 and
0.05. For the finite cylindrical shells, the length-to-radius ra-
tio of 10 is chosen and the dissipation loss factor is assumed
to be a constant of 0.005. The free-free end conditions are
assumed. It can be seen that for a semi-infinite cylindrical
shell the change of shell wall thickness does not lead to the
change of the mobility curve shapes. However, a thinner
shell wall results in a larger mobility~both real and imagi-
nary parts!, but the mobility ratio is not equal to the wall
thickness ratio. For finite cylindrical shells, both the real and

imaginary parts of the mobility fluctuate and the fluctuation
decreases with increasing frequency or with decreasing the
shell wall thickness. At frequencies above the ring fre-
quency, the mobility of a semi-infinite cylindrical shell is a
good approximation of the frequency-averaged mobility of a
finite cylindrical shell. At frequencies below the ring fre-
quency, the mobility of a semi-infinite cylindrical shell is
larger than the frequency-averaged mobility of a finite cylin-
drical shell except for the breathing mode ofn50 where the
input mobility of the finite shell is smooth and much higher
than that of the semi-infinite cylindrical shell.

Figures 12 and 13 show the comparisons of the real and
imaginary parts of then51 input radial force mobilities of
finite cylindrical shells with different shell lengths and dif-
ferent dissipation loss factors. It is shown that the increase of
shell length or the dissipation loss factor results in not only
the reduction of the fluctuation but also the increase of the
frequency-averaged mobility level, especially at frequencies
below the ring frequency. It may be concluded from Figs.
10–13 that for finite cylindrical shells the level and the fluc-
tuation~the magnitude and the upper frequency limit! of the
mobility functions will depend on the shell wall thickness
and shell length as well as the dissipation loss factor.

Figures 14 and 15 show the comparisons of the real and
imaginary parts of then51 input radial force mobilities of
finite cylindrical shells of h/a50.05, h5531023, and
L/a510 with different end conditions. Different boundary

FIG. 7. The imaginary parts of the input mobilities for a steel cylindricalin
vacuoshell of h/a50.05 for n52. ———: Semi-infinite shell; –––: infi-
nite shell; ---: semi-infinite plate.

FIG. 8. The real parts of the input and cross radial force mobilities for a
steel semi-infinite cylindricalin vacuo shell of h/a50.05 for n50,1,2.
———: Input mobility YWS: –––: cross mobilityYUS ; ---: cross mobility
YVS .
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conditions result in different mobility curve shapes because
of different natural frequencies. A large difference in the
mobility curve shapes mainly appears at frequencies below
and close to the ring frequency. For the free-simply sup-
ported and the free-clamped end conditions, the difference is
negligible at frequencies far below the ring frequency but is
visible at frequencies above the ring frequency. For the free-
free and the free-clamped end conditions, however, the dif-
ference is large at frequencies far below the ring frequency
but is negligible at frequencies above the ring frequency. The
boundary end conditions will not affect the mobility levels. It
was shown in the calculation that the effects of the boundary
end conditions on the mobility functions is significant only
for lightly damped short finite cylindrical shells.

B. Power flow in coupled cylindrical shells

Consider that two thin-walled cylindricalin vacuoshells
are coupled at their ends. The uncoupled end of each shell is
assumed to be simply supported. One of the shells~sub-
system 1! is excited by a point radial force at the position of
0.6 m away from the coupling boundary. The physical and
material properties of the coupled cylindrical shells are
shown in Table I. Based on the consideration that the dissi-
pation loss factor is typically of order 1024 to 1023 for a
homogeneous cylindrical shell, 1023 to 1022 for a built-up
cylindrical shell with bolted joints, and of order 1022 to

1021 for an operational cylindrical shell containing
machinery,15 the dissipation loss factor of 531023 is as-
sumed in this study except for case D. The input power and
the power flow in the coupled cylindrical shells are estimated
using both the traveling wave method and the mobility
method. For the traveling wave method, every displacement
component of each shell is assumed to be the superposition
of eight wave components@see Eq.~11!#. The wave ampli-
tudes are determined from Eq.~5! and the equations resulting
from the conditions in the source location and the coupling
boundary. Then the stress and moment resultant vector at
coupling boundary is determined from Eq.~2!. For the mo-
bility method, the velocity vector and the stress/moment vec-
tor are expressed in terms of mobility functions@see Eqs.
~13! and~14!#. The input power is calculated using the input
mobility of an infinite cylindrical shell and the power flow is
calculated from Eq.~15! by using the mobility functions of a
semi-infinite cylindrical shell. Figure 16 shows the compari-
son of the input powers into the subsystem 1 in case A cal-
culated using the traveling wave method and the mobility
method. It can be seen that the input power increases first
with increasing frequency to reach a maximum value at the
ring frequency and then decreases with increasing frequency.
Except for the breathing mode ofn50 at frequencies below
the ring frequency, the input power calculated using the trav-
eling wave method fluctuates. The mobility method, which
uses the mobilities of an infinite cylindrical shell instead of
those of a finite cylindrical shell, can give an accurate fre-
quency average estimation of the input power at frequencies

FIG. 9. The imaginary parts of the input and cross radial force mobilities for
a steel semi-infinite cylindricalin vacuoshell of h/a50.05 for n50,1,2.
———: Input mobility YWS; –––: cross mobilityYUS ; ---: cross mobility
YVS .

FIG. 10. The real parts of the input radial force mobilities for the semi-
infinite steel cylindrical shells ofh/a50.05 ~–-–-! andh/a50.01 ~---! and
for the finite steel cylindrical shells~L/a510; h5531023! of h/a50.05
~———! andh/a50.01 ~–––! with free-free end conditions.
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above the ring frequency but will give an overestimation
resulting in a positive estimation error, which decreases with
increasing frequency, at frequencies below the ring fre-
quency. However, it was shown in the calculation that the
fluctuation magnitude of input power into a finite cylindrical
shell and the estimate error for using the mobility method

decrease with decreasing the shell wall thickness or with
increasing the shell length and the dissipation loss factor.

Figures 17 and 18 show the comparison of the power
flows across the coupling boundary between two finite cylin-
drical shells, which are calculated using the traveling wave
method and the mobility method, respectively. Similar to the

FIG. 11. The imaginary parts of the input radial force mobilities for the
semi-infinite steel cylindrical shells ofh/a50.05~–-–-! andh/a50.01~---!
and for the finite steel cylindrical shells~L/a510; h5531023! of h/a
50.05 ~———! andh/a50.01 ~–––! with free-free end conditions.

FIG. 12. Then51 input radial force mobilities for the finite steel cylindri-
cal shells ofh/a50.05 andh5531023 with free-free end conditions.
———: L/a55; –––:L/a520.

FIG. 13. Then51 input radial force mobilities for the finite steel cylindri-
cal shells ofh/a50.05 andL/a510 with free-free end conditions. ———:
h5531024; –––: h5531023; –-–-: h5531022.

FIG. 14. The real parts of then51 input radial force mobilities for the finite
steel cylindrical shells ofh/a50.05,h5531023 andL/a510 with differ-
ent end conditions.~a! ———: free-free; –––: free-simply supported;~b!
———: free-free; –––: free-clamped;~c! ———: free-simply supported;
–––: free-clamped.
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input powers, the power flows between finite cylindrical
shells fluctuate and their levels increase with increasing fre-
quency at frequencies below the ring frequency but decrease
with increasing frequency at frequencies above the ring fre-
quency. The mobility method, which uses the mobility func-
tions of a semi-infinite cylindrical shell instead of those of a
finite cylindrical shell, overestimates the actual power flows
and the estimation error depends on frequency, the circum-
ferential numbern, the dissipation loss factor, the wall thick-
ness, and the length of the cylindrical shell. If the receiving
cylindrical shell is longer, thinner, or of a larger dissipation

loss factor, the accuracy of the mobility method will be
higher, especially for a lower circumferential number and at
frequencies above the ring frequency. For a practical pipe
system, the dissipation loss factor is usually of order 1023 to
1022. The mobility method could give a reasonably accurate
estimation of the power flows even at low frequencies if the
length-to-radius ratio of the receiving pipe is larger than 10.

V. CONCLUSIONS

In this paper, the mobility functions of finite and semi-
infinite elastic cylindrical shells ofh/a50.01 and 0.05 have
been investigated and subsequently used to estimate the
power flows in coupled cylindrical shells. For semi-infinite

FIG. 15. The imaginary parts of then51 input radial force mobilities for
the finite steel cylindrical shells ofh/a50.05, h5531023 and L/a510
with different end conditions.~a! ———: free-free; –––: free-simply sup-
ported;~b! ———: free-free; –––: free-clamped;~c! ———: free-simply
supported; –––: free-clamped.

TABLE I. Physical and material properties of the coupled cylindrical shells.

Case Subsystem

Young’s
modulus
~N/m2!

Poisson’s
ratio

Density
~kg/m3!

Loss
factor

Length
~m!

Thickness
~mm!

Radius
~m!

A 1 2.131011 0.3 7800 531023 1.0 5 0.1
2 2.131011 0.3 7800 531023 1.0 5 0.1

B 1 2.131011 0.3 7800 531023 1.0 5 0.1
2 2.131011 0.3 7800 531023 4.0 5 0.1

C 1 2.131011 0.3 7800 531023 1.0 1 0.1
2 2.131011 0.3 7800 531023 1.0 1 0.1

D 1 2.131011 0.3 7800 131024 1.0 1 0.1
2 2.131011 0.3 7800 131024 1.0 1 0.1

FIG. 16. The input powers of a radial force excited finite steel cylindricalin
vacuoshell of h/a50.05; L/a510 andh5531023 for n50,1,2. ———:
Calculated using the traveling wave method; –––: calculated using the mo-
bility functions of an infinite cylindrical shell.
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and infinite elastic cylindricalin vacuoshells, the structural
mobility is a function of frequency, the circumferential
modal number, the excitation type, and also the shell wall
thickness. The smaller the shell wall thickness, the larger the
structural mobility. Peaks or troughs are present in the input
mobility curves at the ring and cut-on frequencies. The real
part of the input mobility is always positive, but the imagi-
nary part of the input mobility~except for the input bending

moment mobility! could be negative depending on the wave-
type and the frequency range of interest. The cross mobility
is usually negligible at frequencies above the ring frequency
in comparison with the corresponding input mobility. The
input mobility of a semi-infinite cylindrical shell is greater
than that of an infinite cylindrical shell except for the breath-
ing circumferential mode at frequencies below the ring fre-

FIG. 17. The power flows between two coupled finite steel
cylindrical in vacuoshells~case A! for n50,1,2. –––: Calcu-
lated using the traveling wave method; ———: calculated us-
ing the mobility functions of semi-infinite cylindrical shells.

FIG. 18. The power flows between two coupled finite steel
cylindrical in vacuoshells forn50,1,2. –––: Calculated using
the traveling wave method; ———: calculated using the mo-
bility functions of semi-infinite cylindrical shells:~a! case B;
~b! case C;~c! case D.
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quency, and it can be predicted on the basis of a semi-infinite
plate model at frequencies above the ring frequency.

For finite cylindrical shells, the input mobility fluctuates
and its level is a function of the dissipation loss factor, the
shell length, and the shell wall thickness. The fluctuation
decreases with increasing frequency, the dissipation loss fac-
tor, the shell length, or with decreasing the shell wall thick-
ness. The boundary conditions affect the mobility curve
shapes because of different natural frequencies, but they do
not affect the mobility levels. For a finite cylindrical shell
with a dissipation loss factor of order 1023 and a length to
radius ratio of not less than 10, the frequency averaged mo-
bility can be approximated with a negligible error by the
mobility of a semi-infinite cylindrical shell at frequencies
above the ring frequency. At frequencies far below the ring
frequency, however, the frequency-averaged mobility of a
finite cylindrical shell is usually smaller than the mobility of
a semi-infinite cylindrical shell unless the dissipation loss
factor of the finite shell is very high~on an order of 1022! or
the shell length is reasonably great~the shell length-to-radius
ratio is larger than 40!.

Both the input power and the power flow in a coupled
finite cylindrical shell system can be estimated using the mo-
bility method, which uses the mobility functions of a semi-
infinite or infinite cylindrical shell instead of those of a finite
cylindrical shell. The estimation error is a function of fre-
quency, the circumferential numbern, the dissipation loss
factors, the wall thicknesses, and the shell lengths of the
finite cylindrical shells. The mobility method gives only a
frequency-averaged input power. For a coupled cylindrical
shell system with dissipation loss factors of order 1023, the
mobility method can give a reasonably accurate estimation
of the power flows at frequencies above the ring frequency.
At low frequencies, however, the mobility method overesti-

mates the power flows and the accuracy is usually poor un-
less the dissipation loss factor or the shell length-to-radius
ratio of the receiving cylindrical shell is large.
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Minimizing the sound power radiated by a cube as a function
of the size of constrained layer damping patches

Daniel H. Kruger and J. Adin Mann III
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Iowa State University, Ames, Iowa 50011
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In cases where a structure’s excitation cannot be altered, the sound radiation from the structure must
be minimized by modifying the structure within given design constraints. In this work small
modifications of an existing structure are considered, rather than a complete design of complex
material geometries and properties, or active control methods. Sound power radiated by a cube as
a function of normal surface velocity was written using the boundary element method~BEM! @K. A.
Cunefare and G. H. Koopman, J. Vib. Acoust.113, 387–394~1991!#. The normal surface velocity
of a square plate was measured using a laser vibrometer. The plate was measured with no damping
and with eight areas of constrained layer damping material. A cube was simulated by placing
various combinations of measured plate velocity distributions on the sides of the cube. In this case,
the BEM power function was minimized using a finite difference modification of the gradient
method and by the method of simulated annealing. Sound power of the cube was reduced by as
much as 8 dB while applying constrained layer damping material to only 0.93% of the cube’s
surface area when one side of the cube was vibrating. The sound power radiated by the cube was
reduced by 7.8 dB by covering just 4.06% of the total surface area of the cube when all six sides of
the cube were vibrating. ©1999 Acoustical Society of America.@S0001-4966~98!02809-4#

PACS numbers: 43.40.Rj@CBB#

INTRODUCTION

Reducing the sound radiated by structures with outer
surfaces consisting mainly of thin metal sheets or plates is of
great interest to many working in structural acoustics. Ex-
amples of such structures are washing machines, refrigera-
tors, or even a car body. Much of the current work consists
of implementing active control measures, or performing a
major redesign of the shape or structural properties of the
machine being studied.1,2 The primary objective of this paper
is to reduce the sound radiated by structures through passive
control measures that are added to an existing structure.
Typically, the existing structure has been designed for per-
formance specifications other than low noise levels and can-
not be dramatically redesigned. A further objective is to
show that significant reductions in the sound power radiated
by such a structure can be achieved through the application
of small patches of constrained layer damping material. This
is supported by Lallet al.3 who show that the damping loss
factor of a plate can be maximized as a function of the size
and location of a damping patch.

Previous work by Spalding and Mann4 and Kruger
et al.5 demonstrated that the structural intensity can be used
to identify locations on a structure where constrained layer
damping patches are effective. This paper will demonstrate a
method to then optimize the size of the damping patches.
Finally, it is a goal of this work to show that there is an
optimal amount of constrained layer damping material that
should be used within designated constraints. Specifically,
once the radiated sound power is minimized within a speci-
fied maximum area of damping material, applying more
damping than the optimal amount can actually cause the ra-
diated sound power levels to increase above the minimum.

In the work presented in this paper, the sound power
radiated by a structure is written as a quadratic function of
the normal surface velocity using the boundary element
method~BEM!.1,2 Next, two gradient methods for minimiz-
ing the radiated sound power as a function of one or more
structural parameters are developed for the case where the
dependence of normal surface velocity as a function of struc-
tural parameters is measured experimentally. The two gradi-
ent methods prove to be inadequate to solve all the optimi-
zation examples, especially the case where several structural
parameters are simultaneously optimized. Therefore, the
method of simulated annealing was applied to this optimiza-
tion problem. While the optimized function used in this pa-
per could not be fully determined analytically, this work
does establish a fully general optimization process once the
dependence of the normal surface velocity on structural pa-
rameters can be determined analytically.

Finally, the results of studies performed using the opti-
mization techniques to minimize the radiated sound power of
a cube are presented. The studies minimize the radiated
sound power as a function of the area of a constrained layer
damping patch placed inside the surface of a vibrating cubic
structure. Velocity fields for this cube were constructed by
assembling the measured surface velocity of a clamped thin
square plate under various damping conditions.

I. OPTIMIZED FUNCTION

The radiated sound power is to be optimized~mini-
mized! as a function of structural parameters. Without an
efficient method to directly express the radiated sound power
as a function of a structural parameter, for example, damping
patch size and location, a hybrid method was used. Since the
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radiated sound power as a function of a structure’s normal
velocity is readily determined by the boundary element
method~BEM!, the following function was defined for this
work,

W~v~a!!, ~1!

where the radiated sound power,W, is a function of the nor-
mal surface velocity,v, and the normal surface velocity is a
function of the structural parameter~s! a. This hybrid func-
tion was chosen because the calculation of the normal sur-
face velocity as a function of structural parameters,v(a), is
not thoroughly developed for discrete constrained layer
damping patches of arbitrary shape, location, and size.
Therefore, defining the sound power with Eq.~1! and using
approximate expressions forv(a) allows us to develop the
framework to implement gradient and simulated annealing
optimization processes. Once the capability exists to accu-
rately determinev(a), then this can be added to the estab-
lished optimization framework for completely general prob-
lems to be solved. In the meantime, the optimization method
developed in this paper are limited by the approximate de-
termination ofv(a).

II. BOUNDARY ELEMENT METHOD

All elements of the method for writing the sound power
radiated by a structure in terms of its normal surface velocity
via the boundary element method~BEM! have been covered
extensively in previous papers.1,2 Thus, only a brief descrip-
tion of the BEM and its adaptation to passive noise control
methods will be presented. The main points of the gradient
method are also documented extensively in the literature.6

Therefore, only the basic ideas and modifications made for
the purpose of optimizing with respect to a structural param-
eter, such as constrained layer damping material, will be dis-
cussed. Modeling the effects of constrained layer damping is
not addressed in this work.

The basic procedure in the BEM is to divide the surface
of a structure into individual boundary elements as shown in
Fig. 1. In this research, the boundary elements consist of
eight nodes, each with quadratic shape functions. Once the
structure’s surface is discretized, the radiated sound power of

the structure,W, can be written as a quadratic function of a
column vector$V% which consists of the complex normal
surface velocity at each node,

W~V!5 1
4$V%H@B#$V%, ~2!

whereH denotes the complex conjugate of the transpose and
@B# is a matrix of coefficients. The calculation of@B# is fully
covered by Cunefare and Koopmann.1

The @B# matrix relates the normal velocity of the struc-
ture to the sound power radiated by the structure using infor-
mation about the geometry of the structure, the frequency,
and the three-dimensional acoustic free space Green’s func-
tion. The matrix of coefficients@B# is calculated from the
BEM.

Several characteristics of the@B# matrix are important to
note. First of all, it is not a function of the surface velocity
$V%. Further, @B# is not a function of the material of the
vibrating structure. Thus, once a@B# matrix is calculated for
a given structural geometry, the sound power radiated for
that structure can be calculated for any surface velocity
placed on that structure at a given frequency. This fact is
used extensively in the optimization process. In reality,
changes in the velocity pattern of a structure are the result of
structural changes, such as variations in material or the ap-
plication of damping and stiffening materials. Thus, the fre-
quency of a given velocity pattern, such as a mode of the
structure, can change. It has been verified that the same@B#
matrix can be used for a structure whose velocity pattern is
being altered by some form of structural modification, as
long as the frequency of the velocity pattern does not vary by
more than ten percent of the original value.7,8 This limit is
chosen because changes in sound power that result from fre-
quency changes of 10% begin to exceed reductions in power
resulting from altered velocity patterns.

III. THE GRADIENT METHOD

Gradient optimization methods were first investigated
for the optimization problem. The gradient method begins
with computing a direction of search vector,$P% j , which is
calculated from the gradient of the sound power expressed in
Eq. ~2! with respect to velocity,

$P% j
V52

]W

]$V%
52

1

2
~@B# !$V% j , ~3!

where the subscriptj denotes the iteration number. This vec-
tor points in the opposite direction of the gradient of the
sound power~as a function of velocity!, since the gradient
always points toward changes in the velocity vector which
will increase the value of the sound power. Then the power
W is rewritten as a function of the direction of search vector
and a step size parameteru,

Wu j
5W~$V% j1u j$P% j !. ~4!

The quantityu j represents how far the velocity should be
modified in the direction of search in order to change the
value of the sound power in the direction of a minimum.

It is now desired to calculate the value ofu j which mini-
mizes the power function denoted in Eq.~2!. Since the power

FIG. 1. Pictorial diagram of a boundary element discretization for a cubic
structure.

1715 1715J. Acoust. Soc. Am., Vol. 105, No. 3, March 1999 D. H. Kruger and J. A. Mann III: Minimizing radiated power



as a function of velocity resulting from the BEM is qua-
dratic, the value ofu j which minimizes Eq.~4! is found by
taking the first derivative of that equation with respect tou j

and setting it equal to zero, as shown below:

]

]u j
@W~$V% j1u j$P% j !#50. ~5!

Then Eq. ~5! is solved for u j , and the new velocity and
sound power are calculated. Both the velocity and sound
power are subject to constraints and convergence criteria that
are described in the next sections.

When optimizing the sound radiation with respect to
physical structural parameters, it is necessary to compute the
direction of search vector as a function of the structural pa-
rameter of interest. We have already presented an analytical
expression for the sound power as a function of surface nor-
mal velocity in Eq.~2!. Initially we will assume that an ana-
lytical relationship for the velocity vector as a function of
some set of structural parameters also exists. Further, these
two functions can then be combined to form an equation for
the sound power as a function of the set of structural param-
eters, Eq.~1!. Then, a direction of search vector for this
power function,D j , can be written as a multiplication of the
gradients of the two separate functions,

D j52H ]W

]ai
J

j

52H ]W

]V J
j
F ]V

]ai
G

j

, ~6!

wherej is the iteration number and theai represents a set of
structural parameters. For example, a setai could consist of
parameters describing the location, size, and thickness of one
or more damping patches added to the structure’s surface.
The rest of the gradient method can then be carried out as
previously described.

In many cases, however, an analytic relationship be-
tween surface velocity and a set of structural parameters is
not currently known. Application of small constrained layer
damping patches is currently one of these cases. A future
goal is to express this relationship analytically. Until then,
we will use measurements to determine the result of applying
constrained layer damping material. Because of this, some
modifications of the gradient method will be made next.

The following optimization process was developed for
the situation when the normal velocity on the surface of the
structure is only known at discrete values of the structural
parameters that are to be modified. These velocities are ob-
tained, for example, by performing a series of measurements
as a set of structural parameters is varied. Once these mea-
surements are completed, the derivative of velocity with re-
spect to the structural parameters is approximated using a
finite difference relationship,

H ]V

]ai
J

k

5
$V%k112$V%k

~Dai !k
, ~7!

where the subscriptk denotes thekth value of structural pa-
rameterai , and the subscripti denotes thei th structural
parameter in the setai at which the surface normal velocity
is known. The gradient of the radiated sound power with
respect to the normal surface velocity is also needed at the

same values of the velocity that are known for the discrete
values of the structural parameters. This gradient, however,
can be calculated exactly,

H ]W

]V J
k

5
1

2
@B#$V%k . ~8!

The two vectors can be multiplied together to get a total
derivative of radiated sound power with respect to change in
structural parameter for each structural parameter via

H ]W

]ai
J

k

5H ]W

]V J
k

TH ]V

]ai
J

k

. ~9!

If the derivative of a particular structural parameter is nega-
tive, then it is recommended that the size of the parameter be
increased, otherwise no further modification is desired. Note
that this method could be used for any structural parameter,
and would not have to be done via the finite difference
method if a continuous analytical expression existed for the
velocity as a function of the structural parameter of interest.

The researchers noted that the method outlined above,
now denoted as structural optimization method one~SOM1!,
easily halted for even very small local minima in the discrete
function of power as a function of the structural parameters.
To prevent this, structural optimization method two~SOM2!
was developed. In addition to calculating the quantities in
Eqs. ~6!–~8!, a second velocity gradient is calculated be-
tween values two points apart,

H ]V

]ai
J

k,2

5
$V%k122$V%k

Dai
. ~10!

Then a value of$]W/]ai%k,2 is calculated similarly to Eq.~9!
for each structural parameter varied and is compared to the
result of SOM1. SOM2 increments the size of the structural
parameter by one step if the result of Eq.~9! is the most
negative derivative. If the result of Eq.~9! indicates that the
size of the structural parameter currently represents a local
minima for sound power, SOM2 checks ahead two points to
see if that derivative is negative. If so, SOM2 increases the
size of the structural parameter by two discrete values. If
both derivatives are positive, it is assumed that the method
has reached a significant minima in the value of sound power
with respect to that structural parameter.

IV. A HEURISTIC EXPLANATION OF SIMULATED
ANNEALING

If the radiated sound power is simultaneously minimized
with respect to more than one structural parameter, gradient
methods quickly prove to be inadequate. Combinatorial op-
timization methods, on the other hand, are particularly suited
for minimizing a function of many parameters which are
allowed to vary simultaneously.9 Of all the methods of com-
binatorial optimization available, simulated annealing was
chosen because of its ability to avoid small local minima on
route to a global minimum. The following paragraphs are a
heuristic description of the simulated annealing process and
how it was applied to our problem.

The optimization method of simulated annealing is
analogous to the behavior of interacting atoms in a metallic

1716 1716J. Acoust. Soc. Am., Vol. 105, No. 3, March 1999 D. H. Kruger and J. A. Mann III: Minimizing radiated power



solid in thermal equilibrium at temperatureT.9 When T is
high enough for the metal to be a liquid, atoms in the solid
have a random arrangement and a higher energy level,W. As
T is reduced, the atoms become more ordered and the energy
of the solid is generally reduced. However,W occasionally
increases in a cooling metal in nature.10 The rate at which
energy may occasionally be allowed to increase is estimated
by the Boltzmann probability function

Prob5exp ~2DW/kT!, ~11!

whereDW is the change in energy,k is Boltzmann’s con-
stant, andT is the current temperature.10 Thus, asT is re-
duced, the probability that a higher energy level,W, will be
achieved is reduced, just as in nature. If the material is al-
lowed to cool slowly enough, the atoms comprising it form a
very ordered crystalline solid with a minimum energy state.
This is nearly exactly what is done in the annealing process
for manufactured alloys. If the cooling occurs too quickly,
flaws in the ordering of the atoms occur, resulting in a
slightly higher final energy state and a weakened metallic
solid, and the process is called quenching.

The steps for extending this analogy to an algorithm for
the minimization of the radiated sound power by a structure
as a function of several structural parameters11 is outlined in
Fig. 2. In the algorithm, the temperatureT and Boltzmann
constantk are combined into one temperature parameter
which will be calledP. The parameterP is analogous to the
temperature of the metallic solid in the annealing process.
These parameters,T, k, andP, are not analogous to physical
parameters in the structural acoustic problem, but are param-
eters which control the optimization process. However, the

radiated power of the structure is analogous to the energy
level sustained in the metal at a given temperature. There-
fore, the parameterDW is analogous to the change in the
radiated sound power. The process assumes that, occasion-
ally, the structure must be allowed to radiate at a higher
power level in order to find the set of values which the struc-
tural parameters must assume in order for the minimum ra-
diated power value to be found. This is analogous to the
higher energy state allowed from time to time in the anneal-
ing process. The final physical parameter, the structural pa-
rameter being optimized, in our case the damping patch size,
is a random variable at which the radiated sound power is
evaluated.

At the start of the algorithm, the structure has an initial
temperatureP0 and an initial radiated powerW0 . Selection
of P0 for practical power minimization situations will be
discussed later in Sec. VII. Then, a new value of radiated
power,WJ11 , is calculated for a random value of the opti-
mization variable, damping patch size, also discussed in Sec.
VII.

The next step is to compareWJ11 to the previous power
value radiated by the structure,WJ , by calculatingDWJ . If
it is the first iteration, thenJ50 andWJ is W0 . If DWJ is
less than zero,WJ11 is automatically accepted as the new
power level. If it is lower than any power value so far,WBest

is also updated. However, on the other hand, ifDWJ is
greater than zero, the higher powerWJ11 can still be ac-
cepted if the Boltzmann probability function of the value of
DWJ is within a certain problem dependent range. Typically,
this range is chosen so that the probability of a nonimproving
solution is high at the start and is drastically reduced near the
end of the annealing process whenP is low.

After a new candidateWJ11 is either accepted or re-
jected, based on the two criteria described in the previous
paragraph, the algorithm checks to see if thermal equilibrium
is reached. This step is essential to reduce the probability that
nonimproving power values will be accepted in future itera-
tions. After equilibrium is achieved by one of two criteria,
the temperature parameterP is reduced. The first equilibrium
condition is met if a certain number, say ten, of improved
~lower! values ofWJ11 have been successively accepted. In
this case, the system must be allowed to cool since the sys-
tem must have started at values of the design parameters
where the radiated power~energy level! was quite large com-
pared to the rest of the design space. The counter for accep-
tances is then reset to zero. The second equilibrium criterion
is met if an arbitrary number, say 30, of nonimprovingWJ11

candidates have been rejected. The system needs to cool,
though very slowly, because a large number of rejections
indicates that the structure is nearing its lowest possible ra-
diated power value. The counter for rejections is then reset to
zero.

Once the structure has reached equilibrium and been al-
lowed to cool, the last step is to check to see if the conver-
gence criteria for the radiated sound power have been
reached. The first criterion for convergence is whether or not
WBest is below a specified value,WMin . The second criterion
is whether or notP is below a specified value,PMin . If both
criteria are met, the process is ended. If neither criterion is

FIG. 2. Flowchart of optimization by simulated annealing.
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met, a no value is returned from the decision box, the algo-
rithm heads back to the top,J is incremented by one, and the
whole process is begun again. If theW criterion is met but
the P criterion is not, a no value is also returned in the hope
that additional reduction over the amount hoped for will be
achieved before the temperature parameterP is cooled below
PMin . If the P criterion is met, the algorithm is always con-
sidered to have converged, since it is very unlikely that fur-
ther reduction in power will occur if the system has been
allowed to cool slowly enough. Selection of appropriate
cooling rates will be discussed in Sec. VII.

V. MEASURING THE SURFACE NORMAL VELOCITY

The relationship between the normal surface velocity
and the structural parameters,V(a) in Eq. ~1!, was deter-
mined from experimental data. The structural optimization
studies involved the application of constrained layer damp-
ing material. All of the studies were carried out using data
from a series of nine experimental measurements. In all nine
of these measurements, the normal velocity of a thin square
aluminum plate with clamped boundary conditions on all
four sides was measured using a laser vibrometer. The square
plate measured 60.96 cm on a side, and was 3.175 mm thick.
A total of 225 evenly spaced measurement points was used
to sample the plate. This grid was chosen so that measure-
ment points corresponded to the nodes for a plate discretized
into 49 boundary elements.

The first of the nine measurements was performed with
an undamped plate. The plate was point driven by a shaker in
the lower left-hand corner of the plate, as shown in Fig. 3. In
the second measurement, a constrained layer damping patch
consisting of 3M Scotchdamp viscoelastic damping material
number SJ 2015 type 1205 constrained by a 0.3-mm-thick
aluminum layer was applied to the back side of the plate.
The size of this patch was 5.08 cm by 5.08 cm, about 0.69%
of the total plate area. Figure 3 shows the location of the
damping patch, in the lower right corner of the plate, cen-
tered 21.6 cm from the closest sides. This location was cho-
sen using the measured structural intensity.4,5 For measure-
ments three through nine, the size of the damping patch was
uniformly increased by 0.69% of the total plate area while

keeping the patch square, until a maximum of 5.56% of the
plate area was covered for measurement nine. This limit was
chosen arbitrarily as a low number.

The normal surface velocity was measured with a Poly-
tec OFV 1102 laser vibrometer. The plate was excited by a
B&K 4809 shaker attached to the plate through a PCB 208
A02 force transducer. The signals from the force transducer
and the laser vibrometer were amplified by an Ithaco 453
amplifier and filtered by a Krohn-Hite model 30 low pass
elliptical filter ~148 dB per octave rolloff!. The signals were
sampled at 2048 Hz by a Concurrent computer. The Fourier
transform of each signal was calculated and the frequency
response function was calculated at each frequency. Thus,
the final data that was obtained was the velocity per unit
input force at each measurement location.

VI. VELOCITY DISTRIBUTIONS ON THE CUBE

In the first three studies, the velocity patterns for a cubic
structure were constructed by assembling six of the velocity
distributions from the square plate measurements, one for
each side of the cube, as shown in Fig. 4. This allows the
cube to have any one of the nine square plate velocity dis-
tributions on a particular side of the cube. A tenth possible
velocity pattern was zero velocity at every node to allow any
side of the cube to remain rigid. This cube does not exactly
model a real cube, because the vibrational coupling between
the sides of the box is ignored. However, this structure is
only a test problem used for the purposes of evaluating and
demonstrating the optimization procedures developed in this
work. Application of the techniques to real structures with
vibration coupling will proceed exactly as described in this
paper. Any structural coupling will alter the structure’s ve-
locity, therefore changing the outcome of the optimization,
but it is hypothesized that the optimization procedures will
not be changed.

Recall from Sec. II that a given@B# matrix is only good
for a particular frequency. However, the frequency of each
mode changed less than 1% with the application of damping
material, so it was only necessary to calculate one@B# matrix
for each mode.

Figure 5 shows the magnitude of the measured velocity
per unit force measured via the frequency response function
for the third vibration mode of the undamped square plate.

FIG. 3. Pictorial diagram of experimental clamped plate measurement situ-
ation.

FIG. 4. Pictorial diagram of cubic velocity pattern construction from indi-
vidual plate measurements.
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Damped and undamped plate mode shapes occurring atka
51.2 for mode three were used in this study for two reasons.
First, large reductions in sound power were calculated from
the mode three velocity patterns for certain damping patch
sizes. Second, plots of the discrete power values calculated
from the mode three velocity patterns indicated both local
and absolute minima that would adequately test the effec-
tiveness of the optimization techniques.

VII. SIMULATED ANNEALING IMPLEMENTATION

A computer code was written to perform simulated an-
nealing. One of the main features of the program, other than
those described in Fig. 2, was the ability for the user to input
the W0 , WMin , P0 , andPMin parameters. Also, the program
lets the user select how many sides of the cubic structure on
which the size of a constrained layer damping patch will be
allowed to vary, as well as a cooling rate for the annealing
process, called DP. Then the program allows the user to des-
ignate the initial size of the damping patch on each of the
sides allowed to vary. The algorithm was not allowed to
select damping patch sizes outside the measured range. The
undamped velocity is assigned to the sides which are not
allowed to vary. Finally, the program allows the user to se-
lect the probability of a nonimproving solution by entering a
minimum value of the Boltzmann probability function in Eq.
~11!. The name of this parameter is Probmin. All damping
solutions corresponding to values of Probmin that are less
than the minimum value are rejected by the algorithm.

As soon as all of the parameters are entered, the program
utilizes a random number generator that achieves a random
number between zero and one by using the internal clock of
the computer and three linear congruential generators in
series.12 Based on the value of the random number, the pro-
gram chooses which of the sides allowed to vary will be
changed for the calculation of the next function value. Then,
another random number is chosen, and the program decides
how much to increase or decrease the size of the damping
patch on the side of the cube allowed to vary. It should also
be noted that the simulated annealing process does not use a
direction of search vector, therefore no derivative, such as in
Eq. ~6!, is needed.

The simulated annealing process requires that the sound
power be calculated at arbitrary values over a continuous
range of the structural parameter. Since the sound power is
being calculated from the normal surface velocity, then the
normal surface velocity must be calculated over a continuous
range of the structural parameter. However, for this work the
velocity is only known at the discrete values of the structural
parameter, damping size, for which measurements were per-
formed. In order to develop a continuous function for the
normal velocity, the normal velocity at each measurement
location is curve fit as a function of the structural parameter.
The curve fit parameters are then used to estimate the surface
velocity at the specified value of the structural parameter. In
the event that the velocity can be determined explicitly as a
function of the structural parameter, then this step is not
required. Otherwise, the simulated annealing process is com-
pletely general.

Selecting appropriate values ofW0 , WMin , P0 , PMin ,
Probmin, and DP is essential for the simulated annealing
algorithm to converge. The parameterW0 is the easiest be-
cause it is just the initial amount of sound power radiated by
a structure before any modifications have been made. Then,
WMin is determined by the amount of reduction desired. Spe-
cifically, if 5 dB of reduction is desired, thenWMin is set to
be 5 dB smaller thanW0 .

There are many ways of choosing the parameterP0 and
each is dependent on the specific problem simulated anneal-
ing is being applied to. In this work,P0 was set to be about
10% greater thanW0 to allow the algorithm to occasionally
accept slightly higher solutions for the radiated power than
the initial valueW0 at the start of the optimization. Then,
PMin was chosen in the same fashion asWMin .

Choosing a successful cooling rate, DP, can prove rather
tricky in practice. If function evaluations are expensive or
time consuming, a faster cooling rate is needed to reduce the
number of evaluations performed. If the number of evalua-
tions is less of a concern, a slower cooling rate is more likely
to result in the lowest possible radiated sound power.

The choice of the Probmin parameter is the least definite
of all the parameters mentioned. In general, it is desired that
the simulated annealing algorithm have a high probability of
accepting a higher value of radiated sound power when the
temperature parameterP is still high and to have a low prob-
ability whenP is nearly completely cooled. For results pre-
sented in this work, a value of 0.98 was used as the mini-
mum accepted value calculated by the Boltzmann probability
equation in the algorithm. This number was arrived at as a
result of trial and error. It was found that the algorithm took
an unnecessarily high number of function evaluations to con-
verge when the process was nearly cooled if Probmin was
about 10% lower. Also, the algorithm got stuck in a local
minimum too quickly if the value was more than 1.5%
higher.

VIII. RESULTS AND DISCUSSION

The results from the two gradient and simulated anneal-
ing optimization processes are presented for several test
cases. The results will show the advantages and limitations
of each optimization process.

FIG. 5. First measured plate mode shape; magnitude of velocity per unit
force frequency response function is displayed.
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A. Study one

In the first structural optimization study, five sides of the
cube were held rigid, while the velocity was allowed to vary
on only one side of the cube. The change in sound power
radiated by the cube as a function of the percentage of the
area of the one side of the box covered by damping is shown
in Fig. 6. The radiated sound power was calculated for Fig. 6
at each of the values of damping for which data is available
in order to demonstrate the performance of the structural
optimization methods. Typically this curve would not be
known as the optimization is performed.

Note that the largest change in power occurred at about
3% of the surface area in Fig. 6. Structural optimization
method one~SOM1! converged at the point with a square
around it in Fig. 6. This point corresponds to a reduction in
power of 7.25 dB with a damping patch size of 4.17% of the
surface area. SOM2 converged at the constraint boundary, a
point with a triangle around it in Fig. 6. A reduction in radi-
ated sound power of 8.63 dB was obtained while using the
maximum possible amount of damping material on one side
of the cube.

B. Study two

For the second structural optimization study, the un-
damped plate velocity was initially placed on all six sides of
the cube. Again, the size of the damping patch, and thus the
velocity pattern, on one side of the cube was allowed to vary.
Figure 7 shows the change in sound power radiated as a
function of the percentage of plate area covered by con-
strained layer damping material. This time, SOM1 converged
at a power reduction of 0.68 dB for a damping patch area of
about 1.39% of the total area of the top side of the cube,
denoted by the point with a square around it in Fig. 7. SOM2
converged at a power reduction of 7.32 dB for a damping
patch size of 3.47% of the total area, which was the absolute
power minimum for this data. Note that neither method con-
verged at the constraint boundary in this case, but SOM1
missed the most significant reduction.

Once again, the largest change in the sound power oc-
curred at about 3%, shown in Fig. 7. Figure 6 shows that
further increases in the damping patch area resulted in fur-

ther slight reductions in the radiated sound power in the pre-
vious experiment. Conversely, Fig. 7 shows that the radiated
sound power increases sharply from the minimum value if
the damping patch area is increased beyond 3.47%.

Figures 5 and 8~a!–~c! show the magnitude of the mea-
sured velocity per unit force for the undamped plate and
three damping patch sizes. Note that the velocity magnitude
is reduced as the damping patch area is increased for the
plate. Thus, in the first experiment, power is reduced to a
minimum as the surface velocity amplitude is decreased,
while in the second experiment, the power begins to increase
sharply above the minimum value as velocity is further de-
creased. These results indicate that the acoustic coupling be-
tween vibrating areas of the structure can have a significant
influence on the reduction of sound radiation. Therefore, care
must be used when damping material is applied to only a
limited area of a complex structure.

C. Study three

In the third study, the undamped plate velocity was
again used as the initial velocity pattern on all six sides of
the plate. This time, the damping patch size was allowed to
vary independently on two sides of the cube. The reduction
of the radiated sound power as a function of the percentage
of the area of each side covered by the constrained layer
damping patch is shown in Fig. 9. Positive values indicate a
power reduction. The multiple peaks in Fig. 9 indicate that a
few local minima exist within the constraint boundary when
the velocity is varied on two sides of the cube. Note that the
absolute minimum within the constraint boundary~the high-
est peak! occurs on the boundary of maximum area for both
damping patches. This value corresponds to a reduction of
2.12 dB in sound power for equal damping patch sizes of
5.56% of the plate area on both sides of the cube. SOM1 was
not used because it had difficulty bypassing local minima in
studies one and two. SOM2 located a significant reduction in
power of 1.86 dB. This reduction resulted from damping
patches of 1.39% of the total area on the top of the cube and
3.47% on the front of the cube. Neither method found the
absolute minimum in this experiment.

FIG. 6. Change in radiated sound power of a cube with five sides rigid as a
function of the size of the constrained layer damping patch on the top side.
The square indicates where SOM1 converged while the triangle indicates
where SOM2 converged.

FIG. 7. Change in radiated sound power of a cube with five sides having
undamped plate velocity as a function of the size of the constrained layer
damping patch on the top side. The square indicates where SOM1 con-
verged while the triangle indicates where SOM2 converged.
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At this point it is clear that gradient methods of optimi-
zation are not capable of reliably finding the minimum sound
radiation for applying damping patches to a vibrating struc-
ture because the functional dependence is complex. These
results motivated the investigation of the simulated annealing
optimization technique.

When comparing Figs. 7 and 9, one might expect the
data in Fig. 7 would match the data in Fig. 9 when only one
patch was varied~i.e., one patch has an area of zero in Fig.
9!. However, the data in Fig. 7 was for a patch on a different
side than the two patches used for Fig. 9. Clearly the rela-
tionship between the sound power and the damping patch
size depends on the side that the damping patch is applied to.
This variation is caused by acoustic coupling which strongly
controls the sound radiation from this cube in the frequency
range studied. Since the vibration pattern applied to each

side is not a perfectly symmetric 2,2 mode, then the acoustic
coupling seen by each side varies, therefore varying the im-
pact of damping on each side. Further discussion about the
impact of acoustic coupling on the optimization process is
described by Kruger7 and Kruger and Mann.8

D. Study four

In the fourth study, the method of simulated annealing
was used to optimize the sound power radiated by the cube
as a function of the area of constrained layer damping
patches on two sides of the cube. Once again, the other four
sides of the cube vibrated with the undamped plate velocity.
In the first part of the study, the simulated annealing program
was run five times with the same initial conditions; since the
process is random, five different results are possible. The
parameterWMin was set 2.0 dB lower thanW0 in all five
cases. The cooling rate DP was set so that the algorithm had
to cool at least five times forWMin to be reached. The results
are shown in Table I. The parametersd1 andd2 in Table I
refer to the area, in square cm, of the square damping patches
on the two sides of the cube. Because the annealing process
is random, several runs are performed in order to ensure that
the minimum, or a solution close to the minimum, has been
found.

The maximum value for each of these parameters is
206.5 cm2 and the minimum is 0.0 cm2. Case five obtained
the best result, achieving 2.11 dB with a 205.8 cm2 damping
patch on the top side of the cube and a 205.2 cm2 damping
patch on the front side of the cube. The total area covered by
both of the patches is 1.84% of the total surface area of the
cube and is very near the absolute minimum of 2.12 dB
indicated in Fig. 9.

In cases two, four, and five, the program found reduc-
tions in the radiated sound power greater than or equal to the

FIG. 8. Measured mode 3 magnitude of the frequency response function;
ka51.2. Constrained layer damping patch covering~a! 2.08%,~b! 3.47%,
and ~c! 5.56% of the plate area; 5.56% is the maximum amount area.

FIG. 9. Reduction in sound power radiated by a cube with four sides having
undamped plate velocity and various sizes of damping patch on the top and
front sides as a function of a percentage of the plate area covered by con-
strained layer damping material on the top and front sides.
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2.0 dB specified before the process cooled. In cases one and
three, the final power reductions are less than 2.0 dB because
the process cooled before the algorithm found damping patch
sizes that produced velocities which resulted in reductions in
sound power radiated by the cube of 2.0 dB or greater. Even
though both cases had the same cooling rate, case three
cooled in much fewer function evaluations than case one.
Some general characteristics of the simulated annealing pro-
cess account for this behavior. First, simulated annealing al-
ternately rejects a higher power, accepts a lower power, or
accepts a higher power without reaching the number of each
of these required for thermal equilibrium and subsequent
cooling. This causes the program to use a lot more function
evaluations with the same cooling rate, as in case one. Sec-
ond, the program can randomly choose new powers that are
too high and are rejected several times in a row so that ther-
mal equilibrium is reached and the process cools in a mini-
mum number of function evaluations without finding a lower
power, as in case three.

Notice the average values reported at the bottom of
Table I. The average reduction is determined by calculating
the reduction in the radiated sound power when the average
of the calculated damping areas are used. The average values
of the five cases tend to be meaningless because the radiated
sound power corresponding to the average values of damp-
ing patch size may not be a local minimum. In fact, it may be
higher than any of the power values from the cases compris-
ing the average. Also, the annealing process is random in
that five searches started with exactly the same set of initial
parameters and obtained five different results. Consequently,
the best of the results or the result with damping areas that
are most practical to implement should be used.

E. Study five

In the fifth study, the method of simulated annealing was
used to optimize the sound power radiated by the cube as a
function of the area of square constrained layer damping
patches on three sides of the cube. The other three sides of
the cube were given the undamped plate velocity. The result
is a three-dimensional design space. A total of eight cases
were explored in this study so that the annealing process
could be started near each of the eight corners of the design
space. A value ofWmin was chosen to be 2.75 dB less than
the power radiated by the undamped box. The cooling rate
was the same as in study four. The results are shown in Table
II. The parametersd1, d2, andd3 refer to the size of the
three damping patches in square cm. Case eight resulted in
the maximum reduction, 3.11 dB, with the constrained layer
damping patches only covering 1.89% of the total cube sur-
face area. This best value is assumed to be very close to the
absolute minimum because several searches were done with
a sufficiently slow cooling rate. The exact absolute minimum
was not calculated due to the excessive number of function
evaluations required.

Another characteristic of the method of simulated an-
nealing was noted as a result of this study. Specifically, if a
search requires many function evaluations, as in case one
where 252 evaluations were required, it may be appropriate
to give up on the search and restart the simulated annealing
process in some other portion of the design space.

Like study four, using the average of each area to cal-
culate the radiated sound power, Table II, produces less re-
duction than the most effective cases. Thus, the most effec-
tive damping patch configuration which is also capable of

TABLE I. Results of study four.

Case

Start Finish

N
Reduction

~dB!d1 (cm2) d2 (cm2) d1 (cm2) d2 (cm2)

1 154.8 154.8 147.1 157.7 124 1.84
2 154.8 154.8 205.2 130.3 120 2.00
3 154.8 154.8 127.1 174.2 27 1.89
4 154.8 154.8 112.3 194.2 23 2.01
5 154.8 154.8 205.8 205.2 11 2.11

Average 154.8 154.8 159.4 172.3 57 1.89

TABLE II. Results of study five.

Case

Start Finish

d1 (cm2) d2 (cm2) d3 (cm2) d1 (cm2) d2 (cm2) d3 (cm2) N Reduction~dB!

1 51.6 51.6 51.6 202.6 75.5 161.9 252 2.64
2 51.6 51.6 154.8 138.1 116.1 192.9 166 2.81
3 51.6 154.8 51.6 109.7 127.1 89.7 92 2.64
4 51.6 154.8 154.8 56.1 19.4 187.1 67 2.44
5 154.8 51.6 51.6 200.7 53.5 151.9 188 2.78
6 154.8 51.6 154.8 110.3 71.6 185.8 98 2.64
7 154.8 154.8 51.6 113.5 134.8 53.5 60 2.71
8 154.8 154.8 154.8 114.8 169.0 138.7 57 3.11

Average 103.2 103.2 103.2 131.0 108.4 143.9 122 2.68
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being realistically implemented, for example, with manufac-
turing constraints, should be chosen.

F. Study six

In the sixth study, the method of simulated annealing
was used to optimize the sound power radiated by the cube
as a function of the area of square constrained layer damping
patches on the four, five, and six sides of the cube. The
purpose of this study was to demonstrate that the simulated
annealing algorithm was successful when damping was
placed on four or more sides of the cube.

When the damping patch size was allowed to vary on
four sides of the cube, a maximum reduction of 4.32 dB was
achieved in 188 function evaluations. The value ofWMin was
4.15 dB less than the power radiated by the undamped cube.
The total area covered by these four patches was 2.76% of
the total surface area of the cube, only 73% of the total area
that could be covered.

For the case where the damping patch size was allowed
to vary on five sides of the cube, a maximum reduction of
5.45 dB was achieved in 34 function evaluations. The value
of Wmin was designated 5.25 dB less than the maximum
power radiated by the cube. At convergence, the patches
covered 3.80% of the total surface area of the cube, only
81% of the total area that could be covered.

In the last case, the damping patch size was allowed to
vary on all six sides of the cube. A maximum reduction of
7.80 dB was located in 38 function evaluations whenWMin

was set 7.5 dB below the level of power radiated by the
undamped box. These square patches of constrained layer
damping material covered just 4.06% of the surface area of
the cube, only 72% of the total area that could be covered.
This is just 0.26% more than the previous case, but the radi-
ated sound power was reduced by an additional 2.35 dB.
Also note that, as in all cases, the maximum amount of area
that could be covered with damping material was not the
optimum solution.

IX. CONCLUSIONS

Several important conclusions were reached. First, it
was shown that it is possible to achieve large reductions in
the radiated sound power for a cubic structure while modi-
fying only a small percentage of the total surface area of the
structure. For example, reductions of over 7 dB were found
for structural modifications to areas as small as 0.58% of the
total structure surface area when 0.93% of the total surface
area could be modified. Not only do these possible reduc-
tions exist, an effective method of determining the optimal
sizes of structural modifications to attain the reductions was
developed in this work.

The gradient optimization methods were effective when
only one structural parameter was being varied, and did find
significant reductions when two structural parameters were
varied. However, neither gradient method found the maxi-
mum reduction when two structural parameters were varied.

The method of simulated annealing was much more ef-
fective for optimizing the sound power radiated by the cubic
structure as a function of the area covered by multiple damp-

ing patches placed on the surface of a structure when the
proper set of initial parameters was chosen. Specifically, any
minimum can be found if the cooling rate of the process is
slow enough to allow the algorithm to fully explore the de-
sign space before cooling is complete. Simulated annealing
does not guarantee that the exact absolute minimum will be
found every time. Therefore, the benefit of a result that is
very close to the absolute minimum of a function must be
carefully weighed against the cost of the number of function
evaluations required to obtain that result. The number of
function evaluations required to obtain a desired amount of
reduction in the radiated sound power can often be reduced
by starting the program in some other area of the design
space if the algorithm is taking a long time to converge.

The multiple solutions from the simulated annealing op-
timization method also have the advantage of providing sev-
eral alternatives. The best can be chosen based on other de-
sign criteria such as ease of manufacturing, the structure’s
strength and rigidity, or robustness of the solution to manu-
facturing tolerances.

The results also show that, given some limit, the greatest
possible structural modification is not always the most effec-
tive at reducing the radiated sound power. In one instance,
the maximum reduction in sound power occurred while less
than half of the possible surface was covered by a con-
strained layer damping patch. In another, the size of a damp-
ing patch which achieved maximum reduction was only
about three-fifths of the total possible. Increasing the size of
this patch further resulted in significantly lower reductions
compared to the optimal solution.

The structural optimization methods described in this
paper achieved significant power reductions when the struc-
ture’s surface velocity as a function of the size of a con-
strained layer damping patch was approximated from experi-
mentally measured values. The methods used in this paper
can also be used for the case where the analytical expressions
of normal structural velocity as a function of structural pa-
rameters are known.
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In practice, impulse responses in enclosed spaces are calculated with algorithms that are based on
the ray tracing model, the mirror image source model, or a mixture of both. Using those algorithms,
however, the wave character of sound propagation is not properly taken into account and complex
boundaries cannot be included. This paper presents an alternative approach adopted from the
seismic imaging field. The proposed model is based on the concept of wave field extrapolation.
Absorption properties of the boundaries can be specified in detail by means of reflection matrices.
Propagation between boundaries is formulated by propagation matrices. Impulse responses along an
array of receivers are numerically simulated by executing a sequence of matrix multiplications that
can be interpreted as generalized spatial convolutions. Diffraction phenomena due to the finiteness
and irregularity of the boundaries are correctly taken into account. The proposed algorithm is
illustrated on a two-dimensional configuration. Results are compared with those of conventional
models and with measured data. A discussion on computing time is included. In addition, the
proposed algorithm leads to new directions in the analysis of measurements in enclosed spaces. The
proposed algorithm implies a new concept for dereverberation of recordings that are made in
complex acoustic surroundings, using microphone arrays. ©1999 Acoustical Society of America.
@S0001-4966~99!03203-8#
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INTRODUCTION

In this paper a new approach to the simulation of im-
pulse responses in enclosed spaces is presented. Tradition-
ally, impulse responses are measured or simulated at a few
individual receiver positions that are supposed to be repre-
sentative for the listeners area. In this way, the results can
only be analyzed and interpreted in a statistical way. When,
however, closely spaced receiver arrays are used instead of
individual receivers, deterministic wave field analysis be-
comes possible which enables a significant increase of in-
sight in the temporal and spatial properties of the acoustic
field.1,2 An example of such a multi-trace impulse response
data set, measured in a rectangular room, is shown in Fig. 1.
The parameter ‘‘offset’’ along the horizontal axis denotes the
lateral receiver position with respect to the array center.

For the simulation of multi-trace impulse responses, al-
gorithms are available that are based on ray tracing, mirror
source imaging, or a mixture of both concepts. Ray~or cone!
tracing3,4 is an approach in which the wavefronts are spa-
tially sampled by a distribution of discrete rays. In the algo-
rithms available until now, diffraction effects at boundary
edges and irregularities are not properly taken into account.
This means that an incomplete version of measured impulse
responses is obtained. In the mirror image source model
~MISM! each reflection is interpreted as the direct signal of a
source that has been mirrored in the reflecting boundaries,
where each boundary is described by simple acoustic mir-
rors. Except for rectangular enclosures,5 a ‘‘visibility test’’ 6

is needed for each reflection in order to verify whether the
related mirror image source can indeed be ‘‘seen’’ by the
receiver: the connecting line between source and receiver has

to intersect the last reflecting wall within its geometrical di-
mensions. This test is not only very time consuming, but it
also causes a discontinuity in being ‘‘seen’’ or ‘‘not seen’’ of
reflected wavefronts, thus discarding the diffraction phenom-
ena physically occuring at the edges of finite boundaries.
Pierce7 has presented a theory on edge diffraction which
could be added to the MISM in order to improve its accu-
racy.

In this paper, an alternative approach to acoustic model-
ing is proposed. It is derived from a multi-scattering algo-
rithm that is successfully applied in seismic imaging.8 This
so-called WRW~W stands for Wave propagation, R for Re-
flection! algorithm is based on wave theory, which means
that it fully takes the wave character of sound propagation
into account.

I. WAVE FIELD PROPAGATION IN TERMS OF
MATRIX MULTIPLICATION

In this section the underlying theory is summarized. For
an extensive treatment of the theory and the derivation of the
mathematical expressions, the reader is referred to Ref. 9.

According to Huygens’ principle, the propagation of a
wave through a medium can be qualitatively described by
adding the contributions of all secondary sources positioned
along a wavefront. This implies that the wave field in a
source-free volumeV can be described by a distribution of
secondary sources along the boundary surfaceS of V @see
Fig. 2~a!#. Mathematically, this property can be quantita-
tively described by the Kirchhoff–Helmholtz integral, for-
mulated in the space-frequency domain as
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whereDr 5uDW r u5urWA2rWSu is the distance from a secondary
source pointrWS at the surfaceS to the reconstruction pointA
at positionrWA insideV, andw is the angle between the vector
DrW and the inward pointing normal vectornW . The wave num-
berk is defined as the ratio between angular frequencyv and
propagation velocityc, r0 is the air density, andVn is the
particle velocity in the direction ofnW . The first term under
the integral in Eq.~1! represents the field of a secondary
monopole distribution on surfaceS, each monopole having
the strength of the local normal velocity due to the primary
source distribution. The second term represents the field of a
secondary dipole distribution, each dipole having the
strength of the local pressure due to the primary source dis-
tribution. A degenerated form of a closed surface is an infi-
nite plane surfaceS between source and receiver domain,
say, the planez0 at z50 parallel to thex andy axes. In this
case the Kirchhoff–Helmholtz integral can be simplified,
yielding the Rayleigh integrals. The Rayleigh I integral de-
scribes the pressure field in the lower half-space as recon-
structed by a distribution of monopoles on the acquisition
planez0 ~i.e., using velocity information only!. The Rayleigh
II integral describes the pressure field in the lower half-space
as reconstructed by a distribution of dipoles onz0 ~i.e., using
pressure information only!. In this paper, only the Rayleigh
II integral is used; for the three-dimensional situations it can
be formulated as

P~rW1 ,v!5
jk

2p E
2`

` E
2`

`
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Dr
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rW0 andrW1 being related to the planesz0 andz1 , respectively.
Using this equation, the wave field at any positionrW1 in the
lower half-space can be synthesized if the pressure field at
the recording planez0 is known. This statement forms the
basis of wave field extrapolation that is presented in the next
section. We now consider the configuration of Fig. 2~b! and
use the Rayleigh II integral, Eq.~2!, for forward wave field
extrapolation from the planez5z0 to the planez5z1 :

P~x1 ,y1 ,z1 ,v!5E
2`

`

W~x12x,y12y,Dz,v!

3P~x,y,z0 ,v!dx dy, ~3!

where

W~x12x,y12y,Dz,v!5
jk

2p F11 jkDr

jkDr Gcosw
e2 jkDr

Dr
,

~4!

Dz5uz12z0u, and cosw5Dz/Dr. Equation~4! can be recog-
nized as a convolution integral along thex and they axes.

In practice, the continuous integral kernel
W(x12x,y12y,Dz,v) in Eq. ~4! has to be replaced by a
discrete propagation matrixW1(z1 ,z0) containing the dis-

FIG. 1. Multitrace impulse response of a rectangular room.

FIG. 2. Illustration of the Kirchhoff–Helmholtz and the Rayleigh II inte-
grals.
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crete extrapolation operators for all relevant combinations of
rW0 and rW1 at z0 and z1 , respectively. The superscript ‘‘1’’
denotes that the matrix describes downward propagation into
the 1z direction. The convolution integral, Eq.~3!, is now
replaced by a matrix multiplication~see Fig. 3!:

PW 1~z1!5W1~z1 ,z0!PW 1~z0!, ~5!

where the vectorsPW 1(z0) and PW 1(z1) describe the discrete
versions of the downgoing pressure fields atz0 and z1 , re-
spectively. Note that one column of propagation matrix
W1(z1 ,z0) represents the pressure field atz1 due to a unit
dipole at z0 . For two plan-parallel planes~Fig. 3!,
W1(z1 ,z0) forms a Toeplitz matrix: all elements on any
diagonal are equal.

Similarly, when the primary sources are positioned in
the lower half-space atzsz1 , then sound waves are upward
propagating into the2z direction, generating the pressure
fields PW 2(z1) at z1 and PW 2(z0), at z0 , respectively. The
propagation fromz1 to z0 is described by a discrete propa-
gation matrixW2(z0 ,z1) containing the extrapolation opera-
tors for all relevant combinations ofrW1 and rW0 at z1 andz0 ,
respectively. The superscript ‘‘2’’ denotes that the matrix
describes upward propagation into the2z direction. The
convolution integral, Eq.~3!, is now replaced by a matrix
multiplication ~see Fig. 4!:

PW 2~z0!5W2~z0 ,z1!PW 2~z1!. ~6!

Note the large similarity between Eqs.~5! and~6!. Note also
that W1(z1 ,z0)5@W2(z0 ,z1)#T.

II. WAVE FIELD PROPAGATION AND REFLECTION IN
TERMS OF MATRIX MULTIPLICATION: THE
WRW MODEL

A. One reflecting surface

In a homogeneous medium, Eqs.~5! and ~6! give an
adequate description of sound propagation. However, if a
reflecting boundary is reached, two mechanisms enter the
propagation model: reflection and transmission. Letz1 be

such a boundary, having a reflectivity matrix for downward
incident wavesR1(z1). Then an upward traveling reflected
wave field is generated:

PW 2~z1!5R1~z1!PW 1~z1!. ~7!

Note that Eq.~7! represents the reflection process in terms of
a spatial convolution. If the reflecting boundary is locally
reacting, thenR1(z1) is a diagonal matrix, holding the re-
flection coefficients for each grid point atz1 . For the con-
figuration of Fig. 5~a!, where z1 is positioned below the
source planezs and the detector planezd , not only thedown-
ward traveling direct sound is recorded at the detector plane,
but also anupward traveling reflected wave. Note that the
source plane and detector plane may contain any distribution
of point, line, and plane sources and detectors, respectively.

Using the matrixW1(zd ,zs) which describes the down-
ward propagation of the direct sound fromzs to zd , the ma-
trix W1(z1 ,zs) which describes the downward propagation

FIG. 3. Downward wave propagation between two parallel planes, given by
z5z0 andz5z1 .

FIG. 4. Upward wave propagation between two parallel planes, given by
z5z0 andz5z1 .

FIG. 5. Propagation and reflection in the case of one reflector.
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of the direct sound to the reflector, and the matrix
W2(zd ,z1) which describes the upward propagation of the
reflected wave fromz1 to zd , we may write for the recorded
pressure field atzd

PW ~zd!5PW 1~zd!1PW 2~zd!

5W1~zd ,zs!SW
1~zs!

1@W2~zd ,z1!R1~z1!W1~z1 ,zs!#SW
1~zs!, ~8!

where the elements of vectorSW 1(zs) represent the primary
source distribution atzs . The process of propagation and
reflection is illustrated by the block diagrams of Fig. 5~b! and
~c!. Note that in the field of seismic exploration, sources and
receivers are generally placed at the earth’s surfacez0 . For
this situation, the upward traveling reflected field from all
reflecting depth levels are of interest~only one reflecting
bounce at each depth level!:

PW 2~z0!5 (
m51

`

@W2~z0 ,zm!R1~zm!W1~zm ,z0!#SW 1~z0!. ~9!

This model for primary reflections is known in the seismic
literature as the WRW model.10

B. Two reflectors

Figure 6~a! shows a configuration where sources and
detectors are placed between two parallel reflecting surfaces
at z1 and z2 . Now, at the detector planezd , direct sound
from the sources atzs and primary reflections from the two
reflectors will be recorded, but also multiple reflections that
have propagated several times upward and downward be-
tween the two reflectors. In Fig. 6~b!, the process of direct
sound propagation is represented as a block diagram. The
direct sound fieldPW dir at depth levelzd , generated by the
source distributionSW in source planezs , is given by

PW dir5WdsSW , ~10!

whereWds is a shorter notation for matrixW1(zd ,zs). The
block diagram of Fig. 6~c! describes the generation of prima-
ries and multiples at depth levelzd in terms of propagation
and reflection matrices. From the diagram it can easily be
derived that the primary reflections can be written as

PW 15@WdRWs#SW ~11a!

and thekth-order multiple reflections as

PW k5@Wd~RW!kRWs#SW . ~11b!

The matrixWs in Eqs. ~11a! and ~11b! consists of two
submatrices,W1s

2 5W2(z1 ,zs) and W2s
1 5W1(z2 ,zs), de-

scribing the propagation between the source plane and the
two reflectors:

Ws5S W1s
2

W2s
1 D . ~12a!

In a similar way, matrixWd consists of two submatrices
Wd1

1 5W1(zd ,z1) and Wd2
2 5W2(zd ,z2), describing the

propagation from the reflectors to the detector plane:

Wd5~Wd1
1 Wd2

2 !. ~12b!

The reflectivity matrixR in Eqs.~11a! and~11b! has a diag-
onal structure, where the diagonal contains two submatrices
R1

25R2(z1) and R2
15R1(z2), describing the reflective

properties of the two reflectors~walls!:

R5S R1
2 0

0 R2
1D . ~13!

Finally, the interwall propagation matrixW in Eq. ~11b! is
given by

W5S W11 W12

W21 W22
D , ~14!

where submatrixW21 describes the propagation from wall 1
to wall 2 and submatrixW12 the propagation from wall 2 to
wall 1. Note thatW12 equalsW21

T . Each diagonal submatrix
describes the effect of wave propagation in the wall itself,
e.g., caused by a bending wave field. In this paper we will set
the diagonal matrices to zero, considering wave propagation
between the walls only.

Summation of all orders of reflection given by Eq.~11b!
yields a Neumann series:

PW refl5 (
k51

`

@Wd~RW!k21RWs#SW

5@Wd@ I2RW#21RWs#SW

5@GdRWs#SW , ~15a!

whereI is the unity matrix and multiple scattering operator
Gd is defined by

Gd5Wd@ I2RW#21. ~15b!

Note that Eq.~15a! may also be written as

PW refl5@WdRGs#SW ~15c!FIG. 6. Propagation and reflection in the case of two reflectors.
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with

Gs5@ I2WR#21Ws . ~15d!

From the foregoing it follows that the total wave field, in-
cluding the direct sound, is given by

PW 5@Wds1GdRWs#SW ~16a!

or

PW 5@Wds1WdRGs#SW . ~16b!

C. Enclosed space with N reflecting boundaries

Recently it has been proposed to measure impulse re-
sponses along a closely spaced microphone array.2 Results of
such measurements can be well simulated by using the ma-
trix multiplication equations as given in Sec. II B. Now, the
propagation matricesWs andWd consist of submatrices de-
scribing the propagation from the sources to allN bound-
aries, and from these boundaries to the detectors, respec-
tively:

Ws5~W1s W2s ... WNs!
T,

~17a!
Wd5~Wd1 Wd2 ... WdN!.

The diagonal of reflection matrixR contains submatrices
specifying the reflective properties of allN boundaries:

R5S R1 0 • • 0

0 R2 •

• • •

• • •

0 • • • RN

D . ~17b!

The N3N elements of interwall propagation matrixW are
submatrices describing the propagation between all bound-
aries:

W5S W11 W12 • • W1N

W21 W22 • • W2N

• • •

• • •

WN1 WN2 • • WNN

D . ~17c!

Note that in the situation of an enclosed space surrounded by
reflectors with various orientations, the meaning of ‘‘up-
ward’’ and ‘‘downward’’ disappears, and therefore the su-
perscripts ‘‘1’’ and ‘‘ 2’’ have been deleted. As mentioned
before, in this paper we take the0 matrix for the diagonal
matricesW i i . Further, note thatW i j 5W j i

7 . In Fig. 8 the
propagation paths, as defined by the elements of propagation
matrix W, are visualized for the configuration of Fig. 7.

The expressions for the primary and multiple reflections
in an enclosed space given by Eq.~15! imply a new concept
for dereverberation of recordings made in complex sound
fields using a microphone array. By inversion of operatorGd

@Eq. ~15b!# and multiplication of the result with propagation
operatorWd @Eq. ~12b!#, a prediction-error operatorF is de-
signed, which is a symmetric matrix with unit diagonal ele-
ments:

F5Wd@ I2RW#Wd
21. ~18!

Application of this operator to the complex reflection part of
the impulse response given by Eq.~15a! yields the much
simpler primary response of the hall as given by Eq.~11a!:

PW 15FDPW 5@WdRWs#SW . ~19!

A similar procedure can be derived from Eqs.~15c! and
~15d!. How the matrix inversion can be performed in a stable
and efficient way, and how the primary response can be op-
timally used for further processing, is a topic of present re-
search.

FIG. 7. Geometry, sources, and detector array for a 2-D rectangular enclo-
sure.

FIG. 8. Propagation paths represented in the triangular submatrices of
propagation matrixW.
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III. NUMERICAL SIMULATION WITH THE WRW MODEL

From Eqs.~15a! and ~15b! it can be easily derived that
the modeling equations for the reflections can be written in
an iterative way:

QW ~ i !5RWsSW 1RWQW ~ i 21!, ~20a!

PW refl5WdQW , ~20b!

with QW (0)50̄. Equations~20a! and~20b! are used to numeri-
cally simulate the response of a two-dimensional enclosure.
Figure 9 shows the geometry of the enclosure and the posi-
tion of the source and the microphone array. Calculations
were done in the space-frequency domain. Then, the results
were multiplied with the spectrum of an appropriate source
signal. An inverse Fourier transform was applied to represent
the results in the space–time domain. For comparison, re-

sponses have also been simulated with the mirror image
source model~MISM!.

Figure 10~a! shows the impulse responses along the mi-
crophone array simulated with the WRW model. Figure
10~b! shows the corresponding responses as simulated with
the MISM. It is clearly seen that in the latter model, diffrac-
tion due to the finite dimensions of the boundaries is not
taken into account: the transition between an image source
being ‘‘seen’’ and ‘‘not seen’’ is abrupt, resulting in a sud-
den ending of reflected wave fronts. In reality, each ending
of a boundary forms a secondary line source generating a
diffraction wave appearing as a hyperbola in the space–time
domain. Diffraction is properly taken into account by the
WRW model. The difference between the results of the two
models is shown in Fig. 10~c!. It is seen that the diffracted
waves mainly appear as ‘‘extensions’’ of the reflected wave
fronts; other parts of the hyperbolic wave fronts are heavily
masked by interference. The performance of the MISM can
be significantly improved when the model is extended with a
diffraction algorithm according to the theory given by
Pierce.7 Figure 11~a! again shows the WRW model results.
Figure 11~b! gives the responses as simulated with the ex-
tended version of the MISM. Figure 11~c! gives the differ-
ence between the results of the WRW model and the ex-
tended MISM. Comparison with Fig. 10~c! shows that the
extension of the MISM has significantly reduced the differ-
ences with the results of the WRW model. However, bear in
mind that only first-order diffractions are simulated by the
MISM extension: it is, in practice, not feasible to take reflec-
tions and diffractions of diffractions into account. Therefore,
even the extended MISM is physically incomplete.

FIG. 9. Geometry of a two-dimensional enclosure used in the simulations.

FIG. 10. A comparison of results simulated with the WRW model and the MISM.
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IV. COMPARISON OF THE WRW MODEL RESULTS
WITH MEASUREMENTS

In order to test the validity of the two-dimensional
WRW model regarding reflection and diffraction effects at
finite surfaces, impulse responses on a simple source–
reflector configuration were measured in an anechoic cham-
ber. A loudspeaker~VIFA-M 110! was positioned in front of
a rectangular reflector~width 2.40 m, height 1.20 m!. Re-
sponses were measured with a microphone array containing
148 microphone positions with 0.05-m interspacing, oriented
parallel to the reflector. Source and array were positioned at
the same height as the horizontal center line of the reflector,
such that there is vertical symmetry. The configuration is
depicted in Fig. 12. Figure 13~a! shows the measured result.
After the direct wave front, the reflected sound arrives at the
array. In addition to the specularly reflected wave front, two
hyperbolic diffraction wave fronts which have larger curva-
ture are seen, generated by the left and right edges of the

reflector.~The diffraction wave fronts generated by the upper
and lower reflector boundaries, which are not included in the
two-dimensional WRW model, are almost coinciding with
the specular reflection, thus slightly broadening the corre-
sponding wave front.! Some weaker phenomena appear due
to the partially anechoic chamber. Figure 13~b! shows the
measured result after elimination of these phenomena by fil-
tering techniques described by Baanet al.,11 which can be
better compared with the data simulated with the two-
dimensional WRW model shown in Fig. 13~c!. It is seen that
the direct wave front, the reflected wave front~not mixed up
with diffraction effects from upper and lower boundaries, as
in the measurements!, and the diffractions from the left and
right boundaries are in good agreement with the measured
data. Other than in the simulation of the 2-D room with
interconnected boundaries, Figs. 10~a! and 11~a!, the hyper-
bolic diffraction wavefronts now show up entirely; it is
clearly seen that they smoothly join the reflected wavefront
as an apparent extension.

V. SOME REMARKS ON COMPUTING TIME

Based on the WRW model, impulse responses are cal-
culated in the space-frequency domain applying the iterative
solution given in Eqs.~20a! and ~20b!. For all relevant fre-
quencies each iteration represents one complete order of re-
flections, requiring a computing timeDtWRW. Hence, ifN
orders of reflections are included, the total computing time
~neglecting the short time needed to calculate the direct
sound! equals

TWRW5NDtWRW. ~21a!

FIG. 11. A comparison of results simulated with the WRW model and the extended MISM.

FIG. 12. Geometry of the measurement setup in the anechoic chamber.
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If the traditional MISM or its extended version is used in
practical situations, the visibility at the receivers of each mir-
ror image source has to be tested, followed by calculation of
the response in case of visibility. Since the computing time
for the response is very small in comparison with the visibil-
ity test, an equal computing timeDtMISM can be assigned to
each possible mirror image source. If the room considered
has M boundaries, the number of possible mirror image
sources corresponding with reflections of orderk equals
M (M21)k21, thus increasing exponentially with increasing
order. Hence, again takingN orders of reflections into ac-
count and neglecting the direct sound, the total computing
time equals

TMISM5 (
k51

N

M ~M21!k21DtMISM . ~21b!

It can be seen from Eq.~21b! that, depending on the values
of DtWRW andDtMISM , for a certain value ofN the required
computing time for the WRW model will become shorter
than for MISM. For the 2-D simulations in an enclosure with
five boundaries, using a SUN Ultra 2200 workstation,
DtWRW is of the order 102 s andDtMISM of the order 1023 s.
This means that the WRW algorithm is faster than the MISM
for N.9. Vorländer12 developed a version of the MISM
where the visible mirror image sources are identified by a
fast ray-tracing procedure. Here, computing time increases
with the third power of the reflection order, such that for the
simple 2-D configuration treated here it is faster than the
WRW model up toNs20, i.e., all orders of interest. How-
ever, it should be noted that the physical shortcomings inher-
ent to the MISM also hold for Vorla¨nder’s hybrid approach.

In practice, we deal with 3-D enclosures. Therefore, the
WRW model should be extended to three dimensions, which
means a substantial increase ofDtWRW: instead of lines, the
transmission between spatially sampled planes has to be cal-
culated. In this context it is interesting to pay attention to
computing times associated with boundary element method
~BEM! algorithms.13 The BEM has conceptual similarities

with the WRW model: reflectivity-related admittance values
are specified on mesh points at the enclosure boundaries and
transmission functions between the boundary points are cal-
culated and processed in order to determine boundary pres-
sure and velocity distributions. From these distributions, the
pressure field at a detector array can be calculated using Eq.
~1!. The computing time, on a similar workstation as used in
our simulations, of a fast iterative frequency domain BEM
algorithm is reported to be of the order 1025P2 s per fre-
quency component, whereP is the total number of boundary
mesh points.14 Hence, for a full-scale concert hall where the
number of mesh points is of the order 106, application of
BEM appears not a practical option.

At present we are investigating solutions to reduce the
computing time for the 3-D WRW model. The use of parallel
computers and spatial sampling of the boundaries in relation
with the frequency considered are possible solutions. In ad-
dition, we are investigating a fast numerical method to di-
rectly invert the matrix (I2RW) in Eq. ~15b!.

VI. CONCLUSIONS

~1! A qualitative model has been proposed for the acoustic
impulse response of enclosures. The so-called WRW
model gives ample physical insight in the complex
propagation and reflection processes.

~2! An iterative version of the WRW model has been used
for numerical simulation purposes. Our experience is
very positive with respect to physical accuracy.

~3! The WRW model allows the formulation of a prediction-
error operator that can be used to dereverberate record-
ings made in a hall with a microphone array.
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An electro-optical design was developed as the impulse spectrometer to identify the composition of
the binary Cu–Zn alloys. The acoustic emission~AE! of Cu–Zn alloys was investigated using the
Michelson interferometer as the detector. AE signals were detected from the impulse method with
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of the Cu–Zn alloys could be related to the bandwidth of frequency spectrum. Therefore, their
composition can be recognized by observing the AE information in dynamics. ©1999 Acoustical
Society of America.@S0001-4966~99!02203-1#

PACS numbers: 43.58.2e, 43.58.Gn@SLE#

INTRODUCTION

The acoustic-impulse~AI ! methodology is commonly
applied in our daily life. For example, at the supermarket we
tap on a watermelon and listen to the echo to determine the
ripeness of the watermelon. In order to identify a false coin,
we would drop it on the hard ground and listen to its sound.
Although we commonly use these skills, a sophisticated ap-
plication of the AI method has not been as well developed as
other nondestructive testing or evaluation in ultrasonics. The
pioneering scientific work for the AI technique was done by
Schroeer, Rowand, and Kamm in 1970.1 Although their goal
to detect cracks was not reached, AI technology for identi-
fying specimen fatigue was developed and the quantitative
analysis of material composition using the AI method was
promising. The advent of the space shuttle has prompted
considerable attention to develop a structured health-
monitoring system for detecting and locating structural dam-
age. From experience gained in the machinery diagnostic
field, one would expect the vibration signature of the struc-
ture to provide useful information. Both the frequency-
response functions and time-domain parameters are typical
signals in determining the location and extent of structural
damage. Most prior work in damage-location algorithms was
reviewed by Zimmerman and Kaouk.2 The survey of acous-
tic monitoring and damage-assessment methods was dis-
cussed by Dimorogonas.3

Acoustic emission~AE! is the stress or pressure wave
generated during dynamic processes in materials.4 There are
many mechanisms,5 such as crack nucleation and propaga-
tion, multiple dislocation slip, twinning, and grain boundary
sliding, etc. AE waveforms can carry information about the
fine structure of the source event. The occurrence of multiple
reflections within the specimen and ringing within the detect-
ing transducer can obscure the nature of the source wave-
form. Fortunately, the frequency analysis of the detected
waveform could provide information about the source event
and about the vibration in the transmission properties of the
structure under testing. In general, AE is irreversible~Kaiser
effect, 19506! and random. When a small mechanical im-

pulse enters the specimen, the strain is elastic. The sponta-
neous emission of sound pulses depends on the structure of
the material. The binary Cu–Zn alloys are polycrystalline
solids. A d-impulse could simplify the frequency responses
by reducing them to a Gaussian process.

The acoustic emission during martensitic transformation
in b1 Cu–Zn alloy was studied by Esmail and Grabec.7 The
slowly growing banded martensite is distinguishable by
dilatometric changes at very low amplitude, high-repetition-
rate acoustic emission. The burst-type martensite is accom-
panied by high-amplitude, low-repetition-rate emission burst.
Our previous study8 revealed that the acoustic emission spec-
tra of pure Cu metal differed from that of Zn. The acoustic
emission of pure-metal copper and zinc under impact was
investigated at room temperature. The waveforms and the
frequency spectra were detected. A wideband lead zirconate-
titanate~PZT! transducer of 0.5 MHz central frequency was
used to detect the AE signals with a lubricant of SAE 40 as
a couplant. The AE waveforms were recorded on magnetic
tape and were examined by the spectrum analyzer as the tape
was played back. The AE frequency response of copper
shown in Fig. 1~a! dropped significantly from 30 dB at 10
kHz to 5 dB at 150 kHz. The AE signals of zinc showed a
different spectrum; see Fig. 1~b!. The spectra for the pure
copper and zinc are quite distinct. The results showed that
different metals have different AE spectra. These metals
could be recognized by watching their AE signals. The rela-
tive behaviors of the family of the Cu–Zn alloys were thus
very interesting.

I. EXPERIMENT

Elongated Cu–Zn specimens were prepared by the cast-
ing method for the one-dimensional propagation of AE sig-
nals. The purities of the starting materials of copper and zinc
were 99.92% and 99.995%, respectively. The samples for the
g phase of Cu–Zn were very difficult to prepare because of
the low boiling temperature of zinc. The ingots of Cu–Zn in
the proper molar ratios~9:1, 7:3, 6.5:3.5, 6.3:3.7, 6:4,
5.5:4.5, 5:5, and 4.5:5.5! were homogenized at 833 K for 6 h
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to eliminate segregation, x-ray tested for defects, and treated
by the hot extrusion method to form an elongated cylindrical
shape. The lengths of the specimens were 100.0~4!, 70.0~4!,
and 50.0~5! cm, the mean diameter being 6.2~1! mm as
listed in Table I. The slenderness was defined as the ratio of
specimen length per radius. Samples were annealed at 573 K
for 1 h. The two ends of the specimens were polished as the

mirror for the Michelson interferometer. The polishing pro-
cess used 320, 400, 600, 800, and 1200 sandpapers and 0.3-
and 0.05-mm Al2O3 powders.

The relative percentage of the constituents of Cu–Zn
alloys was determined using the acoustic-impulse spectros-
copy. A modification to the AI technique was made by sub-
stituting the usual accelerometer pickup with a Michelson
optical interferometer. A specimen of the alloy fashioned in
the shape of a bar was impacted at one end. The AE signals
were detected and recorded in real time on the magnetic tape
shown in Fig. 2. In this study, a pendulum was used to gen-
erate the idealizedd impulse of 22.27 dyn.s. The Michelson–
Morley interferometer was used as a transducer to produce a
signal proportional to the displacement of the end of the bar.
Since the pressure of a light beam was very low, the loading
on the specimen was negligible. The transmission/reflection
ratio of the beam splitter was 2:7. While performing the ex-
periments, AE signals were recorded simultaneously on the
audio channel of the videotape recorder for subsequent play-
back, during which process a Fourier analysis of the signal
was produced. The first 5-ms AE burst was analyzed by the
spectrum analyzer shown in Fig. 2. It was found that the AE
waveforms of the Cu–Zn alloys differed from those of the
pure copper and zinc metals.

The handmade photodiode preamplifier shown in Fig. 2
transferred current to voltage. The output voltage of the pre-
amplifier was provided by theN-channel-field-effect transis-
tor ~FET!. There was an impedance-matching network be-
tween the preamplifier and the tape recorder. An LF356
operation amplifier was used to match the I/O impedances of
the circuits. While the magnetic tape was playing, the video-
tape recorder was set to be ‘‘still’’ as shown in Fig. 2~b!, as
the signal of interest appeared on the monitor screen. This
section of AE signal appeared at 60-Hz repetition frequency
and was fed to a gated amplifier. A single AE burst was
selected by the gated amplifier with various delay and gate-
width functions. The obtained spectrum was repeatable,
while the gate width was fixed. The gate bandwidth was
from 1 to 20 kHz. The voltage gain for the amplifier shown
in Fig. 2 was 26 dB. The trigger level of the counter was
adjusted to be above the noise level, and the AE rate was
counted.

II. CONCLUSION

When a single pulse propagated in the elongated Cu–Zn
specimen, it partly reflected and partly transmitted, forming a
series of signals. Impulse acoustic emission occurs at low
frequencies since the input impulse was small in order to
achieve the purpose of the elastic strains. The annealing ef-
fect of the sample preparation also improved the solid meso-
structure. Figure 3 shows the frequency response for the ini-
tial 5-ms AE signals in Cu0.9Zn0.1. The attenuation of the
high frequencies was larger than that of the low frequencies
of the echo. Only the resonance frequencies remain after the
multireflections. Figure 4 shows the resonance spectrum in
Cu0.9Zn0.1 0.6 s after the initial impulse. The gate time of 5
ms was fixed for all specimens. The cause of the resonances
being seen in the spectra is the length of the sample bar. The
spontaneous sound pulse initially carried the material infor-

FIG. 1. Spectrum of AE signals in~a! Cu; ~b! Zn metal.

TABLE I. Cu composition and sizes for the Cu–Zn alloys.

Specimen
Cu

wt.%
Length
~cm!

Mean diameter
~mm! Slenderness

AL 90 100.0 6.25 320
BL 70 100.0 6.25 320
CL 65 100.0 6.25 320
CS 50.0 6.25 160
DL 63 100.0 6.25 320
DM 70.0 6.25 224
EL 60 100.0 6.08 329
EM 70.0 6.08 230
FM 55 70.0 6.25 224
FS 50.0 5.69 161
GL 50 100.0 6.2 320
HL 45 100.0 6.25 320
HS 50.0 6.22 161

1735 1735J. Acoust. Soc. Am., Vol. 105, No. 3, March 1999 Hsu et al.: Acoustic-impulse spectroscopy in Cu–Zn



mation, but the shape of the samples determined the reso-
nance frequency at the end of the signals. We thus focus on
the first 5 ms of AE burst for the purpose of materials com-
position.

Figures 5 and 6 show the frequency spectra in
Cu0.65Zn0.35 with sample lengths 100.0~4! and 50.0~5! cm,
respectively. The bandwidth varies as the length of the speci-
men changes. This also occurs in Cu0.63Zn0.37, Cu0.6Zn0.4,
Cu0.55Zn0.45, and Cu0.45Zn0.55. The outer profile of each ob-
tained frequency spectrum was fitted by a Gaussian function.
All calculations utilized theMATHEMATICA 9 installed on a
PC. The bandwidth was defined as the frequency width at the
half amplitude of the outer profile.

In theory, the duration or the strength of the impulse
decreases as the bandwidth of the frequency spectrum in-

creases. The wider the spectrum, the more material informa-
tion is available. The mass and length of the pendulum was
1.9715~4! g and 30.75~5! cm, respectively. The maximum
impulse was 27.85 dyn.s. The frequency responses in
Cu0.5Zn0.5 for the different impulses were investigated, using
18.93, 22.27, 25.62, and 27.85 dyn.s, respectively. The band-
width is inversely proporational to the strength of the im-
pulse.

The initial 5-ms frequency spectra in Cu0.9Zn0.1,
Cu0.7Zn0.3, Cu0.65Zn0.35, Cu0.63Zn0.37, Cu0.6Zn0.4, Cu0.5Zn0.5,
and Cu0.45Zn0.55 were analyzed at a fixed length of 100.0~4!
cm. Their profiles for various compositions were similar.

FIG. 2. Design of the impulse spectrum analysis.~a! Setup of record,~b! analyze devices.

FIG. 3. The frequency spectrum in Cu0.9Zn0.1. Gated time 5 ms. Impulse
22.27 dyn.s.

FIG. 4. The attenuation in Cu0.9Zn0.1 for signals of 0.6 s after the initial
impulse. Gated time 5 ms. Impulse 22.27 dyn.s.
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The Cu–Zn composition is proportional to the bandwidth of
the received signal shown in Fig. 7. This linear relationship
is proper for thea and b phases of Cu–Zn alloys. In sum-
mary, the empirical formula from our measurements for the
Cu composition in the Cu–Zn alloy is:

s5k~C02C!1s0 ,

wheres is the bandwidth~kHz!, andC is the Cu percentage
in the family of the Cu–Zn alloys. The characteristic con-
stantsC0 ands0, which appear at the critical point ofa and

g phases10 for the family of the Cu–Zn alloys, were 58% and
15 kHz, respectively, derived from Fig. 7. The experimental
constantk was 0.263 kHz.

ACKNOWLEDGMENT

We gratefully acknowledge the National Science Coun-
cil of R.O.C., which supported this work under Grant No.
NSC86-2811-M006-0002.

1R. Schroeer, R. Rowand, and H. Kamm, Mater. Eval.28~11!, 237 ~1970!.
2D. C. Zimmerman and M. Kaouk, Trans. ASME, J. Vib. Acoust.116, 222
~1994!.

3A. Dimorogonas,Vibration for Engineers~Prentice-Hall, Englewood
Cliffs, NJ, 1996!, 2nd ed., p. 231.

4D. Ensminger,Ultrasonics~Marcel Dekker, New York, 1973!, p. 243.
5J. C. Spanner,Acoustic Emission Techniques and Applications~Prentice-
Hall, Englewood Cliffs, NJ, 1974!, p. 12.

6J. Kaiser, Ph.D. thesis, Techniqsche Hochschule, Munich, Germany, 1950.
7E. Esmail and I. Grabec, Phase Transit.9, 281 ~1987!.
8P. C. Lin, C. K. Sun, and C. S. Jan,Proceedings of the 2nd ROC–ROK
Joint Workshop on Fracture of Materials~National Tsing Hua University,
Hsinchu, 1986!, p. 127.

9S. Wolfram,Mathematica~Addison-Wesley, Palo Alto, CA, 1991!, 2nd
ed.

10C. Kittel, Introduction to Solid State Physics~Wiley, New York, 1986!,
5th ed., p. 553.

FIG. 5. Effect of specimen length; the frequency spectrum in Cu0.65Zn0.35.
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FIG. 7. The linear relationship of bandwidth vs Cu percentage in the Cu–Zn
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Ruhr-University of Bochum, D-44780 Bochum, Germany

Peter Gerstoftb)

Marine Physical Laboratory, Scripps Institution of Oceanography, University of California at San Diego,
La Jolla, California 92093-0704
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A generalized likelihood ratio test is developed for testing acoustic environmental models with an
application to parameter inversion using an acoustic propagation code. The signal-to-noise ratio in
acoustic measurements proves to limit the details on geoacoustic environments that can be
determined by matched field processing methods. A hypothesis test serves in Monte Carlo
simulations as a tool to determine minimal signal levels for the bottom parameter inversion. The
term ‘‘hierarchy of models’’ is used for denoting a sequence of models in which each particular
model contains all previous ones. For determining the model order and its parameters, a combined
parameter estimation and multiple sequential test is proposed. Given the observed data, how many
parameters should be included in the model? The last question is important for the order selection
in hierarchies of models with an increasing number of parameters. Multiple sequential hypotheses
testing provides a procedure to determine the model order in a statistically justified way. Monte
Carlo simulations show the behavior of the test for selecting a model order as a function of the
signal-to-noise~SNR! ratio. The test is applied to broadband data measured using a vertical array
near the island of Elba in the Mediterranean Sea and compared with Akaike’s Information Criterion.
© 1999 Acoustical Society of America.@S0001-4966~99!03502-X#

PACS numbers: 43.60.Pt, 43.30.Pc@JCB#

INTRODUCTION

Previous literature on geoacoustic inversion focused pri-
marily on the parameter estimation problem.1–4 The struc-
ture of the acoustic propagation model~i.e., its parametriza-
tion! was assumed to be knowna priori. Which parameters
are relevant and should be included into the model asun-
knownsis usually decided on intuitive physical grounds—
independently of the observed experimental data. However,
both background noise and fluctuations in the quantities se-
verely limit the observable detailsof an acoustic environ-
ment.

Various approaches to structural model identification are
available in the signal processing literature.5–7 Ljung7 gives a
good discussion of the subject. Most problems considered so
far assume that the true model structure~although unknown
in detail! is embedded in a hierarchy. This hierarchy is con-
structed from model structures of increasing complexity.
Good examples of such model structures are the familiar
autoregressive moving average~ARMA ! models.

There seems no general optimum way tobuild such a
hierarchy for geoacoustic environmental models, since the

acoustic parameters~e.g., sound speed and attenuation pro-
files! do not have a naturalorder: Obviously, there is no
specific first, second, third,..., parameter. As a consequence,
building such a hierarchy is subjective and the acoustician
stays responsible for the design according to specific needs.
However, indications of the ‘‘relative importance’’ of indi-
vidual parameters can be numerically obtained.

In this paper we deal with statistical hypothesis tests for
acoustic environments based on observed data and a replica
on a vertical array of sensors. It is an extension of the work
in Refs. 8 and 9. The replica is generated using environmen-
tal model parameters~sound speed profile, attenuations, and
densities! and an acoustic propagation model. The array out-
put is modeled as a superposition of a stationary noise pro-
cess and the signal of interest. Both the parameter
estimation10 and testing are performed by analysis of data in
the frequency domain using a finite Fourier transform.

The purpose of this hypothesis testing is to verify esti-
mated parameters of environmental models that were ob-
tained previously by the inversion of observed data.11 The
inversion was based on data from a calibrated vertical array
and carried out using information at multiple frequencies
from a single broadband source. A range-dependent adia-
batic normal mode code12 was used as the forward model.
The global optimization was implemented by a directed
Monte Carlo search based on genetic algorithms~GA! and

a!Present address: Siemens AG, A-1101 Vienna, Austria. Electronic mail:
christoph.mecklenbraeuker@siemens.at

b!Electronic mail: gerstoft@mpl.ucsd.edu
c!Electronic mail:$boehme,pjc%@sth.ruhr-uni-bochum.de
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the Bartlett objective function.10 The inversion included the
estimation of all important forward model parameters, which
can be divided into geometric, geoacoustic, and ocean
sound-speed variables. From analyzing thea posteriori pa-
rameter distributions of the GA, it is known that not all pa-
rameters can be equally well estimated.10

In order not to bias the test, a different dataset is used for
testing and estimation, but the datasets are based on the same
acquisition. The Fourier-transformed data is split in two sub-
sets for estimation and testing in a comb-like fashion. In this
way, the whole frequency range is available to both stages of
processing—adjacent frequency bins are merely spaced far-
ther apart.

Global search necessitates a huge number of forward
solutions to be computed, vastly limiting the number of fre-
quencies used in the estimation procedure. The test can
verify an obtained model against a set of alternatives by in-
corporating data from more frequencies than were used to
estimate the associated environmental parameters. A set of
alternative environmental models is readily available from
the inversion itself and given by the final populations of the
GA.

The definition of objective functions for environmental
parameter estimation, and the choice of test statistics in hy-
pothesis testing using multifrequency data is still under
discussion.13,14Exploiting the asymptotic Gaussianity of data
in the frequency domain allows defining approximate likeli-
hood functions, which can be maximized for the parameter
estimation, and can be used for hypothesis tests based on
likelihood ratios.13,14 The proposed likelihood ratio test
~LRT! is based on multifrequency data and exploits the
asymptotic Gaussianity of short-time Fourier-transformed
measurement data.

This test is related to a solution to the detection problem
in passive sonar, seismics, and radar applications using a
multiple sequentialF test that is based on a frequency–
domain regression.15–17 The estimated signal-to-noise ratio
~SNR! for the observed data in the frequency domain turns
out to be the basic quantity from which the LRT is con-
structed. This is very appealing from a physical point of
view. In this paper, we define the SNR in the frequency
domain via the quotient of eigenvalues of the spectral density
matrix ~SDM! of the sensor outputs. In Sec. II D we give a
more detailed discussion of these quotients in signal space.

The LRT compares the geometric means over the fre-
quency of the estimated noise spectral levels under the hy-
pothesis and alternatives. In the case of only one single
source, this is related to the sum of Bartlett powers in dB.

Monte Carlo simulations are performed for a numerical
analysis of the proposed algorithm. The behavior of the com-
bined inversion and hypotheses testing is computed over the
SNR.

Finally, the test is applied to broadband data measured
using a vertical array near the island of Elba in the Mediter-
ranean Sea.11 It is assumed that optimum parameter esti-
mates for a given environmental model have already been
found by using a global optimization approach.10

I. PROPAGATION AND DATA MODEL

We consider a single wide-band source and the usual
linear model in frequency domain for the output of an array
of N sensors with spatially uncorrelated additive noise,

x~v!5d~v;m!s~v!1u~v!. ~1!

In this paper, vectors are denoted by lowercase boldface,
matrices in uppercase boldface, and* is the Hermitian trans-
pose operation. Letx be the Fourier transform of the output
of the vertical sensor array. Correspondingly the source sig-
nal is denoted bys and the noise byu. The transfer function
d(v;m)PCN is calculated by theSNAP forward model code,
which calculates the Green’s functionG for the ocean acous-
tic frequency–domain wave equation.12,18

The source/receivers geometry and geoacoustic environ-
ment for the baseline model are shown in Fig. 1 for a range
independent environment and in Fig. 2 for a range dependent
environment. The source signals and the transfer function
d~v;m! are assumed to be deterministic. The additive noise
in time domain is stochastic, stationary, and zero mean.

The datax~v! at the receiving array are asymptotically
complex normal distributed with meand(v;m)s(v) and co-
varianceCu(v)5n(v)I , wheren(v).0 denotes the power
spectral density of the noise. The vector-valued transfer
function d~v;m! depends nonlinearly on the environmental
parameters, which are summarized in a vectorm. In this
paper, the dimension ofm may vary with the structure of the
model. Thetrue modelcorresponding to the data is charac-
terized by ther-dimensional parameter vectorm•.

We use the word ‘‘model’’ for the geoacoustic param-
eters of an ocean acoustic wave guide with given structure.
Let us denote the set of all models byM. The set of all
replica vectorsd~v;m! that can be calculated bySNAP for all
models is denoted byD. The models are indexed by the
parameter vectorm, which is an element of the associated
parameter setM,Rr . We assumem•PM. The mapping
between the parameter setM and the replicasD is termed a
model structure. In Sec. III the setsM andD will be given
a hierarchical buildup.

FIG. 1. Range-independent baseline model for acoustic propagation in the
shallow ocean north of Elba island; see Ref. 19 for further details.
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II. LIKELIHOOD RATIO TEST

Considering the model~1! at a discrete set of frequen-
ciesv j ( j 51,...,J), it can be shown that the log-likelihood
function is given by

L~m!52
1

J (
j 51

J

log„12B~v j ;m!…, ~2a!

B~v;m!5
d* ~v;m!Ĉx~v!d~v;m!

ud~v;m!u2 tr Ĉx~v!
, ~2b!

whereĈx(v) denotes a nonparametric estimate of the spec-
tral density matrix~SDM! of the data.20 We use the sample
mean

Ĉx~v!5
1

KL (
k50

K21

(
l 50

L21

xk,l~v!xk,l* ~v! ~3!

of KL Fourier-transformed data snapshotsxk,l(v). The ob-
served datax(t) in time domaint50,1,...,KT21 is divided
into K snapshots of durationT each. These are Fourier trans-
formed usingL orthogonal windowsn t

( l ) depending on snap-
shot durationT and selected analysis bandwidthW. Here, we
used discrete prolate spheroidal sequences as data
tapers.21–23,14 The bandwidth of resolution 0,W, 1

2 is se-
lected such that~3! is nonsingular. The numberL of data
tapers in~3! is essentially equal to the time–bandwidth prod-
uct: L5 b2WT-1c, where bxc is the largest integer smaller
than or equal tox. The Fourier-transformed snapshots are
calculated fork50,...,K21 andl 50,...,L21 by

xk,l~v!5 (
l 50

T21

n t
~ l !x~ t1kT!e2 j vt.

The maximum-likelihood~ML ! estimate for the parameter
vectorm of M is defined as

m̂5arg max
mPM

L~m!. ~4!

Note, that the log-likelihood function can be easily inter-
preted as theaveraging of the Bartlett power over frequency
bins in dB. This approach of averaging in log units was em-
pirically found to have optimal side lobe suppression.24

After estimates have been obtained in this way, the re-
sulting models can be validated using hypotheses tests. We
start with an introductory example for which the likelihood
ratio test is known to be optimal in Sec. II A. However, this
simple setting does not apply here. Proceeding to Sec. II B,
we formulate the test problem that is appropriate for valida-
tion. It turns out that a straightforward implementation of the
LRT is not feasible and a possible solution is presented in
Sec. II C.

A. Simple hypothesis and alternative

We test which one of two modelsM05$m0%, M1

5$m1% has generated the measurement datax~v!. In this test
problem, the hypothesis and alternative are both of the
simple type, i.e., they do not contain unknown parameters.
The Neyman–Pearson Lemma applies, dictating that the
most powerful test is based on the likelihood ratio.7 The

hypothesisH0 states ‘‘M0 is true’’ and the alternativeH1

reads ‘‘M1 is true.’’ The LRT of H0 againstH1 constructs
the test statisticT5L(m0)2L(m1) and compares its value
with a critical valueta , which depends on the chosen levela
of the test.

B. Validating a specified model against a set of
alternatives

A more interesting setting is to validate a particular se-
lected model against a set of competing models with the
same parametrization, deciding whetherm0PM05$m•% or
m0PM15M\M0 . The modelM0 should be compared
with all competing models inside the alternativeM1 , which
contains all models except form0 . The test uses the quantity
t(x)5L(m0)2maxm1PM1

L(m1). We are dealing with a
compositealternative, and, therefore, optimality of the LRT
cannot be guaranteed. In terms of the Bartlett Power, the test
statistic is written as

t~x!5 min
m1PM1

1

J (
j 51

J

log
12B~v j ;m1!

12B~v j ;m0!
. ~5!

The LRT now compares this quantity with a predetermined
threshold valueta that depends on the levela of the test and
the distribution of the test statistic~5!.

In general, there exists a setKa,M1 of parameter vec-
tors for whichH0 is rejected. Thisa-critical region can be
viewed as a confidence region form: parameter vectorsm
PKa cannot be rejected againstH0 . By samplingM1 and
repeating the test for each individualmPM1 , numerical
approximations toKa are obtained.

Unfortunately, this direct approach is not feasible, due to
the incomplete knowledge about the distribution of the test
statistic. The fraction inside~5! is the ratio of two
x2-distributed random variables, but they are not indepen-
dent. This problem arises because we are testing a particular
m0PRr against all alternatives with the same parametriza-
tion: they are of the same orderr.

C. Sequential LRT using three steps

The difficulties described in the previous section disap-
pear when we test asmaller against abigger model.7 They
are avoided by testing the models in a three step sequen-
tial procedure. We will use the following hypothesesHi

and alternativesAi ( i 51,2,3):
H1 : no signal in the data,A1 : d0PD0 or d1PD1

generated the data,
H2 : replica vectord0PD0 generated the data,
A2 : the data cannot be adequately modeled byd0 ,
H3 : replica vectord1PD1 generated the data,
A3 : the data cannot be adequately modeled byd1 .
We have omitted the dependency onv in notation for all

quantities,d05d(v;m0), andd15d(v;m1).
Some comment is necessary onA1 : physically, we

know that it is not possible for twodiffering geoacoustic
environments to be correct at the same time. So inA1 , the
logical ‘‘or’’ can be substituted by an ‘‘exclusive or’’ opera-
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tion. For the algorithm, however, it is more suitable to imple-
ment the ‘‘inclusive or’’ which is easier to formulate and
makes no logical difference in this case.

In mathematical terms, the aboveHi , Ai are formulated
as

H1: x5u,

A1 : x5~d0 d1!S s0

s1
D1u, with us0u21us1u2Þ0;

H2: x5d0s01u, with arbitrary s0Þ0

A2 : x5~d0 d1!S s0

s1
D1u, with s1Þ0 and s0Þ0;

H3: x5d1s11u, with arbitrary s1Þ0

A3 : x5~d0 d1!S s0

s1
D1u, with s0Þ0 and s1Þ0.

Step 1:First, we testH1 against the alternativeA1 , and
if the hypothesis is rejected, we conclude thatthe data con-
tain a signal, and at least one of the models will be correct;
we proceed with Step 2. If the hypothesis is accepted the test
stops at this point. In this case, we have an identifiability
problem due to lack of signal power.

Step 2:We test the hypothesisH2 with arbitrarys0Þ0
against the alternativeA2 . If the hypothesis is accepted, we
conclude thatH2 is true and the test stops here. If, on the
other hand,H2 is rejected, we go to Step 3.

Step 3:This is a cross-check: we test the hypothesisH3

with arbitrarys1Þ0 against the alternativeA3 .
In each step, the test statisticst1(x), t2(x), and t3(x)

can be put into the form

t i~x!52
1

J (
j 51

J

logS 11
n1

n2
Vi~v j ! D , ~6!

with

Vi~v!5
n2

n1

tr@~P3~v!2Pi 21~v!…Ĉx~v!#

tr@~ I2P3~v!!Ĉx~v!#
, ~7!

where the projection matricesPi 21(v) ( i 51,2,3) are asso-
ciated with the signal subspaces underHi in each step of the
test; see Sec. 1 of the Appendix.

P0~v!50,

P1~v!5d0d0* /ud0u2,
~8!

P2~v!5d1d1* /ud1u2,

P3~v!5QQ* , where Q5orth~d0 ,d1!.

The integersn1 , n2PN are explained in Sec. II E. The pro-
jection matrixP3 is associated with the alternatives: it has
rank two. The signal space under the alternatives is spanned
by bothd0 andd1 . If the geoacoustic model is identifiable,
then it is asserted that the vectorsd0 and d1 are linearly
independent. MatrixQ contains two columns being a unitary
basis of the two-dimensional space spanned byd0 andd1 .

This test strategy ensures that the difference of the pro-
jection matrices in the denominator of~6! is a projection
operator that is orthogonal toI2P3 . This makesVi(v) an
Fn1 ,n2

-distributed random variable.

D. Interpretation in signal space

The test statistics can be easily interpreted in the signal/
noise space analogy. The following discussion is forStep 2
of the test, but the reasoning for the third step is completely
equivalent. Figure 3 describes graphically what eigenvalues
of the spectral densityCx are grouped together in the nomi-
nator and denominator of theF variable~7! if the hypothesis
H2 is true. In this discussion, we replaceĈx(v j ) in ~6! by its
expectationCx(v j ) to make the analogy more clear. The
frequency dependence of the quantities will be suppressed in
notation for convenience.

In the equation described in Fig. 3,U denotes the unitary
eigenvector matrix ofCx . The dominant eigenvalue~EV!
corresponding to the signal eigenvectord0 is denoted byl1 .
The noise EVs are given byl2 ,...,lN . The projection ma-
trix P3 projects onto a two-dimensional subspace ofCN. The
dominant eigenvector ofCx and one of the noise eigenvec-
tors are a basis of this subspace. By resorting the eigenvec-
tors in U, we can always achieve thatP3 is associated with
the first two eigenvectors—and thus withl1 ,l2 in the fol-
lowing sense:

tr@P3Cx#5l11l25ud0u2usu212n.

FIG. 2. Range-dependent geoacoustic baseline model with differing proper-
ties at the source and receiver locations.

FIG. 3. An interpretation of the test statistic and spectral density matrix
eigenvalues.
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On the other hand,P1 is associated with the dominant signal
EV l1 alone,

tr@P1Cx#5l15ud0u2usu21n.

And the projection matrix of the difference projectorP3

2P1 is associated with the single noise EVl2 only. The
nominator in~6! is associated with all the other noise EVs,

tr@~ I2P3!Cx#5l31¯1lN5~N22!n.

Thus, we see that the signal power is canceled out of theF
variable~7! if the hypothesisH1 is true:

n1

n2
V2'

tr@~P32P1!Cx#

tr@~ I2P3!Cx#
5

1

N22
.

In this way, the test statistic becomes a pivot, i.e., indepen-
dent of the unknown parameters.25 Somewhat loosely stated,
the test statistic compares one selected noise EV to the arith-
metic mean of all the other noise EV. If this ratio exceeds
some predetermined threshold, we conclude that the selected
replica vectord0 is not the only dominant eigenvector ofCx ,
and the hypothesisH2 is rejected. If the alternativeA2 is
true,V2 depends onusu2/n.

In the nonasymptotic case,Vi in ~7! can be interpreted as
the increase of the signal-to-noise ratio, if the model is en-
larged by the alternativeAi .

E. Degrees of freedom

The degrees of freedom~DOF! n1 ,n2 of the
Fn1 ,n2

-distributed random variable are given by13

in Step 1: n154KL, n25KL~2N24!,

in Steps 2 and 3: n152KL, n25KL~2N24!,

if m1 is not estimated from the same data where the test
statistic is based upon. The factorKL stems from Eq.~3!.
This was ensured by using a different and larger set of fre-
quency binsv j for the test than for the inversion.

The ration1 /n251/(N22) is equal to the ratio of the
signal- and noise-subspace dimensions. Asymptotically, i.e.,
for a large observation time,Vi(v j ) andVi(vk) are indepen-
dent if v jÞvk .

We must be more careful in the case whenm1 is itself
dependent on the data. This is the case ifm1 is estimated
from the measurement data. In this case, the DOF are given
by the more complicated formulas:

in Step 1, n15KL~r 11r 214!,

n25KL~2N2„r 11r 214!…;

in Steps 2 and 3, n15KL~r 11r 212!,

n25KL„2N2~r 11r 214!…,

wherer 1 ,r 2 denote the number of environmental parameters
~i.e., the dimension ofm1 ,m2!.13 This can be circumvented
easily by splitting the data into two disjoint sets for the pur-
pose of estimation and test. We can either straightforwardly
split in the time domain or exploit asymptotic independence
in the frequency domain for adjacent frequency bins. In the
first case, weak effects of nonstationarity in the background

noise could lead to trouble. In the latter case, we recommend
an interleaved scheme: a comb-like separation of estimator
and test frequencies. If such an approach is feasible then the
DOF do not depend onr 1 or r 2 .

Alternatively, the DOF might be obtained from the Fis-
cher Information Matrix of the unknown parametersm. The
‘‘nonlinear DOF’’ r p are strongly related to the numerical
rank of the Fischer Information Matrix.26

F. Calculation of thresholds

The test statistics from~6! are easily interpreted as the
arithmetic mean of a sample of independent identically dis-
tributed random variables Tj5 log„11(n1 /n2)Vi(v j )…
whose probability density and cumulants can be evaluated in
closed form~see Sec. 2 of the Appendix!, e.g., for mean and
variance, we obtain

mT5CS n11n2

2 D2CS n2

2 D' logS 11
n1

n2
D ,

~9!

sT
25C8S n2

2 D2C8S n11n2

2 D'
2n1

n2~n11n2!
.

Here, C(x)5d logG(x)/dx and C8(x)5dC(x)/dx are
polygamma functions.27 The a-critical value ta can be de-
rived from a normal approximation for the distributionFT(t)
of ~6! for a large number of frequenciesJ using the inverse
error function27

ta5mT1
sT&

AJ
erf21~2a21!. ~10!

A more accurate value forta can be obtained via the
Cornish–Fisher expansion of the inverse cumulative distri-
bution function of the test statistic28 or bootstrapping.25 Ex-
perimentally, it was shown that the performance of the test
does not improve using these more elaborate approxima-
tions.

III. MODEL STRUCTURE IDENTIFICATION

The replica-vector setD is now given an additional hi-
erarchical buildup. We define an increasing sequence
D1 ,D2 ,..., of subsets, such that

FIG. 4. The box-like structure for geoacoustic modelsM1 ,...,M6 used for
the inversion of real data. The meaning of the parameter name abbreviations
is given in Table I.
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D1,D2,¯,Dp,¯,D,CN.

The model subsetsDp are associated with parameter sets
Mp because each replica vectord(•;mp)PDp is indexed by
a parameter vectormpPMp,Rr p. The dimensionr pPN of
the parameter setMp increases monotonically withp.

For two arbitrary models, we say ‘‘model structureMp

is included inMq’’ iff Dp,Dq . We writeMpaMq . We
can think of thesmallermodel structureMp being generated
fromMq by freezingsome elements ofm2 to constant nomi-
nal values of abaseline model.

As a specific example, consider Fig. 4. The ‘‘Russian-
doll’’-like figure gives an intuitive visualization of the prob-
lem. The meaning of the parameter name abbreviations is
given in Table I. ModelM1 only includes the two source
coordinates~sr,sd! as unknown parameters; all other physical
quantities are given from the reference model, Fig. 1. The
next model additionally includes the tilt of the receiving
~nominally vertical! array ~tilt is defined as horizontal dis-
placement between the bottom and top hydrophone in the
array!. ModelM3 is enlarged to include two parameters for
bathymetry: the ocean depth at the source and receiver loca-
tion.

The order of the parametersmp5(m1 ,...,mp)PMp in
thepth model structureMp seems to be completely arbitrary
at first. However, the acoustician has an intuitive idea about

the ‘‘relative importance’’ of the individual parameters. In
this way, the question arises as to how to design the hierar-
chy.

The rigorous approach consists in fixing one parameter
of the highest-order modelMP to the nominal value of the
baseline model. After this has been done for all parameters in
turn, the very set ofP21 parameters is selected, which gives
the least degradation of the maximum-likelihood value. This
procedure is repeated forMP21 ,MP22 ,..., and so on.This
approach is computationally prohibitive for a practical num-
bers of inversion parameters.

The experienced acoustician can get help from two
sources: first, he can calculate the Fischer information matrix
for the parameters at theirnominal values: this gives an in-
dication of variances in the single parameter estimates and
their mutual correlations. This could be called thelocal ap-
proach and should be repeated for several model vectors.
Finally, the a posteriori distributions of Genetic
Algorithms10,14 also indicate spreading of the estimates: this
is a practicalglobal approach for hierarchy construction.

FIG. 5. The standardized test statistict2,m for each stage in the model
hierarchy as applied to the real data. The horizontal indexm denotes the test
of hypothesisH2,m5Mp21 against the alternativeA2,m5Mp21 orMp . For
details see Table I. The dashed horizontal line shows the threshold valueta

for a false-alarm rate ofa55%.

TABLE I. The models used for the inversion~Ref. 9! of real data. BP is
Bartlett power in dB from~13!; the maximum is zero.r is the number of
parameters over which optimization was performed. The notation~2! de-
notes that a value of this parameter was estimated for both the source and
receiver range. Inversion parameters: source range, source depth, bathym-
etry, array tilt, velocity profile, receiver depth of deepest hydrophone in
array, bulk velocity in sediment, sediment attenuation.

Model r BP Inversion parametersm

M1 2 20.41 sr, sd
M2 4 20.28 sr, sd, bathy.~2!
M3 5 20.25 sr, sd, bathy.~2!, tilt
M4 9 20.23 sr, sd, bathy.~2!, tilt, c0,5,20,50

M5 12 20.23 sr, sd, bathy.~2!, tilt, c0,5,20,50, rd, cb , sed. att.
M6 18 20.22 sr, sd, bathy.~2!, tilt, rd, c0,5,20,50~2!,

sed. att.~2!, cb ~2!

TABLE II. Models used for simulation~Ref. 28!. r is the number of parameters over which optimization was
performed. Parameters: source range, source depth, bathymetry, array tilt. Unspecified parameters are given in
Fig. 1. ModelM generated the simulated datasets.

Model r Inversion parametersm Search ranges Fixed values

M1 2 sr, sd 5500 m,sr,5700 m tilt50 m
75 m,sd,85 m bathy5127 m

M2 3 sr, sd, tilt 5500 m,sr,5700 m bathy5127 m
75 m,sd,85 m
23 m,tilt,3 m

M3 4 sr, sd, tilt, bathy 5500 m,sr,5700 m ¯

23 m,tilt,3 m
125 m,bathy,133 m

M ¯ ¯ ¯ sr55600 m, sd580 m
tilt50.3 m, bathy5130.5 m
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A. Identification algorithm using LRT

We can now formulate Algorithm 1 for the structure
identification problem. It returns the estimated model orderp̂
and the corresponding parameterm̂p . We need hypotheses
and alternatives analogous to Sec. II B for each model order
m: they are denoted byHi ,m , Ai ,m , respectively. In particu-

lar, d0←d(•;m̂p) andd1←d(•;m̂p11) are substituted in Eq.
~8!. The algorithm starts with Step 1 forM1 : this decides
whether there is a significant input signal. This step is only
needed once, whereas Steps 2 and 3 are repeated for all
model orders.

Algorithm 1: model identification using a LRT.

m̂1ªarg max
m1PM1

L(m1)

if H1,1 cannot be rejected againstA1,1 then
stop ‘‘ identifiability problem: we don’t know what p is’’

main loop:
for pª1,2,...,do

m̂p11ªarg max
mp11PMp11

L(mp11)

if H2,p cannot be rejected againstA2,p then
p̂ªp, stop ‘‘ this is a conservative selection’’
else

if H3,p cannot be rejected againstA3,p then
p̂ªp11, stop

else

p̂>p11, continue with the loop over p
end of for loop
output p̂,m̂p

B. Akaike’s information criterion

Alternatively, we can adopt Akaike’s Information Crite-
rion ~AIC! approach to the order selection problem for
acoustic models; cf. Ref. 7. In the present application, the
AIC selects the model orderm̂PN, which minimizes the
criterion:

AIC@m#52L~m̂p!1
r p

N
. ~11!

From this simple form of AIC@m#, we can directly calculate
the required increase in likelihood to equalize the cost of
additional parameters. The AIC prefersMp11 overMp iff

L~m̂p11!2L~m̂p!.
1

N
~r p112r p!. ~12!

IV. EXAMPLES

The examples are all based on the environment from the
North Elba sea trial;19 see Figs. 1 and 2. In Sec. IV A the
examples are based on synthetic data and in Secs. IV B and
IV C on real data.

The experimental data were collected near the Island of
Elba in the Mediterranean Sea during a sea trial in October
1993.11,4 A vertical array ofN548 sensors approximately
spanning the whole water column of 128-m ocean depth was
used. The signal source was located at a range of 5600 m and
at depth 80 m below the surface. The transmitted signal was
centered at 170 Hz and modulated with a pseudorandom
noise sequence giving a total bandwidth of approximately 20
Hz. A record of one minute (63104 samples at a sampling
frequency of 1 kHz! of time samples was used. The SDM
Ĉx(v) was estimated fromK515 nonoverlapping windowed

Fourier-transformed snapshots of 4-s duration each. The
4000 samples per snapshot were zero padded to enable a
FFT of length 212. L54 data windows with bandwidth pa-
rameterW56.2531024 were used in~3!, makingKL560.
Adjacent frequency bins are separated byD f
5 125

512 Hz'0.244 Hz.

A. Simulation of sequential test

First the algorithm is used to determine the correct
model order as a function of the SNR. Simulated datasets are
generated as follows: TheSNAP code calculates the replica
vector for the range-independent environmentM given in
Table II. Uncorrelated Gaussian noise is added to the replica
for obtaining a desired SNR. For each SNR, we conduct 50
independent random experiments: each experiment is carried
out with a new choice of signal and corrupted by noise that is
independent of the other realizations. The data were gener-
ated by a selected model in the largest model structure con-
sidered and corrupted by additive noise at a prescribed SNR.
In each experiment, we calculated the ML estimates and ap-
plied the proposed algorithm for the first model structures by
global optimization of~2a! using a genetic algorithm, analo-
gous to Ref. 10. For each SNR, this is repeated 50 times in
order to make a statistical interpretation of the result. For
each model order and SNR, 22 500 forward models were
calculated during optimization.

The nonoptimized parameters in each modelMp are
given fixed values from the baseline model, Fig. 1. The base-
line model is different from thetrue model, although its pa-
rameters are close guesses to the true values based on geo-
logical archives. If the fixed parameters weretrue it is clear
that we would always favor a low-order model.

Monte Carlo estimates for the probabilities of the test
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decisions as a function of the SNR are given in Figs. 6 and 7.
Typical threshold effects can be clearly observed in the fig-
ures: at a characteristic SNR value, the test decides with high
probability in favor of the correct model order. In specific
intervals of SNR,downgradedmodels are preferred to a full
model containing all parameters. Each downgraded lower-
order model has its own range in the SNR in which it is
dominant, indicating identification problems for higher-order
models at the corresponding SNR levels. Thus, in Fig. 6 for
a SNR lower than 6 dB, there is not enough signal in the data
to determine even theM1 model, and above 10 dB there is
enough information to determine at least theM2 model.
Around 8 dB, the model structureM1 is best. In Fig. 7 we
also include the modelM3 . It is seen that above 10-dB
modelM3 is favored, andM2 is only favored in a narrow
region around 9 dB.

The corresponding results for the AIC criterion~12! are
shown in Fig. 8. If the improvement in the maximum likeli-
hood betweenMp and Mp11 exceeds 1/N5 1

48'2.083
31022 per additional parameter,Mp11 is preferred. It is
seen that this approach is not as conservative as the LRT, but
AIC does not guarantee a false-alarm ratea. We accept
modelM3 down to a level of 6 dB and for a low SNR we
accept modelM2 .

B. Application to North Elba data

For a set of six range-dependent ocean acoustic
models,11 the environmental parameters were estimated by a
globally convergent stochastic algorithm using a frequency–
domain measurement data at three distinct frequencies
~167.72, 169.19, and 172.61 Hz!. The search range used for
each parameter is indicated in Table III. This rather slim
broadband approach was selected for computational reasons,
due to the large number of forward models that had to be
calculated during the optimization: 20 000 forward models
are calculated for each model order. In a second step, the
obtained results were validated by the LRT using measure-
ment data at the much broader frequency range 159.91–
179.93 Hz, incorporating the measurement at 4223539 dis-
tinct frequency bins. From the selected frequenciesv j /2p
5D f (2 j 1653), for j 51,...,42, we discarded the three fre-
quency bins mentioned before that were used for parameter
inversion. The SNR in the data varies between about 33 dB
at the center frequency and 22 dB at the ends of the range—
which is quite high.

The models build a hierarchy of increasing complexity
and modelMp containsMp21 as a special case; see Table I,

FIG. 6. The simulation of LRTM1 againstM2 for various SNR levels.

FIG. 7. The simulation of multiple sequential LRT for the first three models.

FIG. 8. The AIC simulation result based on 100 Monte Carlo runs.

TABLE III. GA inversion model with parameter search bounds. Each pa-
rameter was discretized into 128 values.

Model parameter Lower bound Upper bound

Geometric
Source range~m! 5300 5900
Source depth~m! 72 82
Array tilt ~m! 23 3
Receiver depth~m! 110 115
Bathymetry-src~m! 127 134
Bathymetry-rcv~m! 127 134

Sediment
Sound speed,c0 ~m/s! 1510 1560
Sound speed,d1 ~m/s! 0 100
Sound speed,d2 ~m/s! 0 100
Sound speed,d3 ~m/s! 0 100
Attenuation~dB/l! 0 0.4

Bottom
Sound speed,d4 ~m/s! 0 200
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where also the Bartlett Power~in dB! for the best estimated
models are shown;

BPp510 log10(
j

@12B~v j ;m̂p!#,

with j P$687,693,707%. ~13!

Using Eq. ~6! with H2,m as a hypothesis andA2,m as an
alternative, the test statistics in Fig. 5 are computed. We
cannot adopt both model structuresMp andMp11 at the
same time,if they differ in their parameters. This is what the
test decides. If the test statistict2(x) is smaller than the
a-critical value~shown as a solid horizontal line!, thenMp

is rejected. Thea-critical value for the test was found from
the normal approximation given by Eq.~10!. Figure 5 shows
the result of a sequential test for identifying the correct
model structure. The calculated LRT test statisticst2,m for
the model hierarchyM1a¯aM6 are shown together with
the threshold~dashed horizontal line! for a55%.

C. Confidence regions and posteriori distributions

During the GA optimization, all obtained samples of the
search space are stored and used to producea posteriori
probability distributions for the parameters. For a system ofr
parameters, the result is anr-dimensional space. This is dif-
ficult to display and therefore only marginal probability dis-
tributions are shown. The samples are ordered according to
their energy, and the probability distribution is scaled using a
Boltzmann distribution.10 The a posteriori distributions are
useful for evaluating the convergence of the inverse solution
and uniqueness of the solution. While it does not give the
model order it clearly indicates which parameters are impor-
tant for the inversion; see also the comments in Sec. III.

An example of this is shown for the North Elba case.11

For theM6 model thea posterioridistributions for the more
important parameters are illustrated in Fig. 9. It is seen that,
except for the receiver depth, the geometric parameters were
well determined. That is, all distributions were compact over
the search interval and had well-defined single peaks. The
modelM3 contains all geometric parameters, except for the

receiver depth. By interpretation of thea posterioridistribu-
tions fromM6 , we obtain an indication on the order of the
parameters that should be incorporated intoMp for p.3.

In general, it would be expected that the source and
receiver depths are about equally important. The source
depth is much more important here because it is placed in the
thermocline. Further, the search interval for the receiver
depth is half of the search interval for the source depth.

V. CONCLUSIONS

Hypothesis testing is a powerful tool as part of an acous-
tic inversion procedure. For a given model structure~set of
parameters to estimate!, the estimated values of parameters
found by the optimization can be statistically justified. This
is in clear contrast to the usual procedure, where we just
arbitrarily select a set of parameters and then optimize the
parameter values.

A multiple sequential LRT was applied to the model
identification problem and shown suitable for the validation
of estimated parameters. Auxiliary hypotheses and alterna-
tives were needed to circumvent problems due to otherwise
incomplete knowledge of the test statistics. In each step of
the proposed sequential test, the computed LRT test statistic
can be interpreted in terms of the estimated incremental SNR
if the corresponding hypothesis is true. In the single fre-
quency case, all cumulants of the test statistics are given
analytically. In the broadband case, the distribution of the
test statistics can be closely approximated by a Gaussian dis-
tribution.

The examples illustrate several uses of hypothesis test-
ing. Before the test, an inversion algorithm should have de-
termined the parameter estimates. This is usually done for a
set of different model structures. A multiple sequential LRT
can then be used to estimate the correct model structure, i.e.,
how many free parameters should be used in an inversion. It
is illustrated that thea posterioridistributions obtained from
the inversion can be used to order the set of parameters. This
helps in designing the structure hierarchy.

How many parameters can be estimated for a given
model structure depends on the SNR. The higher the SNR,

FIG. 9. Thea posteriori distribution for the most im-
portant parameters for modelM6 using the combined
band. 1 and 2 refers to the source and receiver environ-
ments, respectively.
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the more parameters we can afford to fit. Conversely, for
poor SNR, it is best to focus on just the most important
parameters. Otherwise, the higher-order parameters are just
fitted to the noise~thus increasing the variance of the esti-
mate!.

By varying the SNR in Monte Carlo simulations, we can
determine a minimum required SNR at the receiver array
during a sea trial that will be needed to invert a given set of
geoacoustic parameters. This was implemented using both
hypothesis testing and Akaike’s Information Criterion~AIC!.
From the simulations, it is observed that the LRT at a false-
alarm rate of 5% gives similar results to the AIC, but is
slightly more conservative.

Finally, we conclude with some remarks concerning the
practical case where the signal space is not strictly rank one.
We must distinguish two possible causes for signals with
rank higher than one: First, the source might vibrate with
higher degrees of freedom, e.g., multipole radiation.29 A log-
likelihood function can be formulated for this case also.
Thus, this does not, in principle, present a problem to the
LRT. Although the details of the presented algorithm will
change. Second, the signal might decorrelate due to random
environmental effects, losing coherence between the source
and receivers. This case is more difficult. A log-likelihood
function is not known to the authors in this case and, conse-
quently, no LRT can be formulated.
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APPENDIX

1. Derivation of the likelihood ratios, Eq. „6…

The log likelihoods for the hypothesesH1 , H2 , H3

and the alternatives are given by

Li52
1

J (
j 51

J

log tr@„I2Pi 21~v j !…Ĉx~v j !#.

The hypotheses are formulated byi 51,2,3 and the alterna-
tives by i 54. For the casesi 52,3, this reduces to~2a! up to
an irrelevant additive constant; cf. Ref. 13. The LRT calcu-
lates differences of these log-likelihood functions. To be
more specific: to testHi againstAi , we need to construct

t i~x!ª

Def

L42Li

5
1

J (
j 51

J

log
tr@„I2Pi 21~v j !…Ĉx~v j !#

tr@„I2P3~v j !…Ĉx~v j !#
~ i 51,2,3!.

InsertingP3(v j )2P3(v j ) into the denominator yields~6!.

2. Proof of Eq. „9…

Let T5 log„11(n1 /n2)F… be a random variable, where
F is Fn1 ,n2

distributed. Observe that the related random vari-
ableZ51/@11(n1 /n2)F# is beta distributed with parameters
p5n2/2 and q5n1/2; cf. Ref. 30. Knowing this, we can
express the moment-generating function

MT~s!ª
Def

E@eTs#5E@e2~ log Z!s#5E@Z2s#5
B~p2s,q!

B~p,q!
,

by means of the beta function. Using the identityB(x,y)
5G(x)G(y)/G(x1y), the cumulants ofT can be expressed
by polygamma functions,

k rª

Def dr

dsr logMT~s!U
s50

5~21!r@C~r 21!~p!2C~r 21!~p1q!#.

They are defined as derivatives of the log-gamma function:

C (r )(x)ª
Def

(dr /dxr)logG(x); see Refs. 25 and 24 for further
details and approximations. The mean and variancemT ,sT

2

in ~9! are given byk1 ,k2 , respectively. If both DOFn1 ,n2

areeven, this reduces to the finite sum

k r5 (
k50

n1/221
1
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Prediction of conductive hearing loss based on acoustic ear-
canal response using a multivariate clinical decision theory
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This study evaluated the accuracy of acoustic response tests in predicting conductive hearing loss in
161 ears of subjects from the age of 2 to 10 yr, using as a ‘‘gold standard’’ the air–bone gap to
classify ears as normal or impaired. The acoustic tests included tympanometric peak-compensated
static admittance magnitude~SA! and tympanometric gradient at 226 Hz, and admittance-
reflectance~YR! measurements from 0.5 to 8 kHz. The performance of individual, frequency-
specific, YR test variables as predictors was assessed. By applying logistic regression~LR! and
discriminant analysis~DA! techniques to the multivariate YR response, two univariate functions
were calculated as the linear combinations of YR variables across frequency that best separated
normal and impaired ears. The tympanometric and YR tests were also combined in a multivariate
manner to test whether predictive efficacy improved when 226-Hz tympanometry was added to the
predictor set. Conductive hearing loss was predicted based on air–bone gap thresholds at 0.5 and 2
kHz, and on a maximum air–bone gap at any octave frequency from 0.5 to 4 kHz. Each air–bone
gap threshold ranged from 5 to 30 dB in 5-dB steps. Areas under the relative operating characteristic
curve for DA and LR were larger than for reflectance at 2 kHz, SA and Gr. For constant hit rates
of 80% and 90%, both DA and LR scores had lower false-alarm rates than tympanometric tests–LR
achieved a false-alarm rate of 6% for a sensitivity of 90%. In general, LR outperformed DA as the
multivariate technique of choice. In predicting an impairment at 0.5 kHz, the reflectance scores at
0.5 kHz were less accurate predictors than reflectance at 2 and 4 kHz. This supports the hypothesis
that the 2–4-kHz range is a particularly sensitive indicator of middle-ear status, in agreement with
the spectral composition of the output predictor from the multivariate analyses. When
tympanometric and YR tests were combined, the resulting predictor performed slightly better or the
same as the predictor calculated from the use of the YR test alone. The main conclusion is that these
multivariate acoustic tests of the middle ear, which are analyzed using a clinical decision theory, are
effective predictors of conductive hearing loss. ©1999 Acoustical Society of America.
@S0001-4966~99!04202-2#

PACS numbers: 43.64.Ha@BLM #

INTRODUCTION

The primary acoustic-immittance response used in as-
sessment of the clinical status of the middle ear~ME! has
been the 226-Hz tympanogram. Such a tympanogram in-
cludes measurements of peak-compensated static admittance
magnitude~SA!, tympanometric peak pressure~TPP!, and
tympanometric gradient~Gr! or width. Low values of static
admittance or gradient tend to be associated with the pres-
ence of middle-ear effusion~MEE! ~e.g., Roushet al., 1995!.

Typically, the presence of MEE is predicted based on a
single tympanometric response. Since even a single-
frequency tympanogram has several test variables,~e.g.,
compensated admittance and gradient!, it is possible that the
use of more than one test variable might improve the ability
to detect the presence of MEE. Logistic regression~LR! and
discriminant analysis~DA! are two multivariate statistical
techniques that are capable of classifying cases into discrete
categories. Studies have used DA to detect MEE using four
tympanometric variables and the acoustic reflex~Nozza
et al., 1992a; Nozzaet al., 1992b!. However, no improve-
ment in test performance was found for the DA over the
univariate analysis insofar as the tympanometric gradient
discriminated between normal and diseased states as well as

the DA. LR has been used to predict the presence of MEE
based upon a multivariate combination of tympanometric
and otoscopic variables~Nozza et al., 1994!. Combining
acoustic admittance with otoscopist’s findings did not result
in an improvement in sensitivity and specificity compared to
when only admittance measures were used, but did improve
the specificity relative to that using the otoscopist’s findings
alone.

An alternative view of middle-ear status in adults and
children has focused on the use of acoustic-immittance mea-
surements at ambient ear-canal pressure, but across a wide
frequency range. These are termed admittance-reflectance
~YR! tests in this report. Keefeet al. ~1993! measured im-
pedance, admittance, and~pressure! reflectance responses
from 125 to 10 700 Hz in adults and infants of age 1–24
months in a group of normal-hearing subjects, and found
systematic changes over development. Irrespective of these
development differences, reflectance was a minimum in the
frequency range for which hearing sensitivity is best~i.e.,
2–4 kHz! in all subject groups. These observations led them
to hypothesize that the 2- to 4-kHz range might be useful for
clinical tests of middle-ear status, because that is the fre-
quency range for which the normal middle ear is most effi-
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cient at absorbing sound energy. This hypothesis differs from
standard clinical practice, which is based upon measure-
ments at frequencies for which the middle ear is not an effi-
cient absorber of energy~i.e., 226 Hz!. A number of other
studies have used wideband, ambient-pressure, acoustic tests
to characterize the adult middle ear, with particular emphasis
on reflectance tests~Stinsonet al., 1982; Hudde, 1983; Stin-
son, 1990; Voss and Allen, 1994!. These studies emphasize
the utility of reflectance in controlling for probe position in
the ear canal, and the reflectance responses measured for
normal ears in similar frequency ranges across various stud-
ies are broadly consistent.

Standard tympanometry measures an acoustical immit-
tance as a function of ear-canal pressure, typically at a single
frequency, whereas the YR tests measure acoustical immit-
tance as a function of frequency at a single ear-canal pres-
sure, typically at ambient pressure conditions. Multifre-
quency admittance tympanometry can be regarded as a
synthesis of these two approaches, because a response is ob-
tained over a range of both frequency~up to 2 kHz! and
ear-canal pressure. Multifrequency tympanometry has been
used to predict the presence of otitis media~OM! in children
~Margolis et al., 1994!, with a gold standard based on find-
ings at surgery. The results yielded higher sensitivity to me-
chanical disturbances related to past occurrences of OM than
that based upon 226-Hz tympanometry. Predictive studies
using multifrequency tympanometry have relied on the
knowledge of an expert to evaluate and classify the acoustic
responses.

The difficulty of defining a normal versus impaired ear
is an inherent problem for research on the middle ear. Clas-
sification of middle ears into normal-ear or impaired-ear cat-
egories is problematical because there are many different
kinds of impairments. In any decision theory analysis, agold
standardmust first be adopted so that the efficacy of the
predictor can be compared with it. In most research to date,
the gold standard has been based upon a single class of im-
pairments, with the alternative being described as a normal
response.

In previous tympanometric studies, there have been a
number of different test criteria~gold standards! used to in-
dicate the presence of MEE. Test performance in a study
using DA achieved a sensitivity of 90% and a specificity of
86% based on findings at surgery following myringotomy for
a sample of 111 ears with a history of chronic or recurrent
otitis media; however, this sample was obviously biased to-
ward ears with significant middle-ear dysfunction~Nozza
et al., 1992b!. Nozzaet al. ~1994! studied a larger population
(n5249) using acoustic predictors of MEE that included
univariate and multivariate analyses of peak-compensated
static admittance, tympanometric width~TW!, acoustic re-
flex, and otoscopic findings. LR was used as the technique
for the multivariate analyses. The optimal values of sensitiv-
ity and specificity were obtained for peak-compensated ad-
mittance and otoscopy with sensitivity and specificity values
at 81% and 85%, respectively. When otoscopy was used as
the gold standard for identification of MEE, the test perfor-
mances of tympanometric variables were approximately the
same with the best univariate performance obtained using

TW. The diagnoses from otoscopy and from surgery dis-
agreed in 21% of the ears. A possible factor underlying this
disagreement is that ears qualified for surgery may have had
a highera priori probability for the presence of MEE. Nev-
ertheless, different results were observed depending on the
choice of the gold standard.

A different approach to defining a gold standard is to
focus on the presence or absence of a conductive hearing loss
rather than the presence or absence of a middle-ear pathol-
ogy. Tympanometry has rarely been used to predict conduc-
tive hearing loss, but one study found a sensitivity of 93%
and specificity of 76% when a 25-dB air-conduction thresh-
old was used as a gold standard to classify an impaired ear
~Dempster and MacKenzie, 1991!. In general, however, little
is known about the relationships between acoustic ear-canal
responses and conductive hearing loss.

It is worthwhile contrasting this situation for conductive
hearing loss with the extensive literature concerning the use
of acoustic ear-canal responses~evoked otoacoustic emis-
sions! to predict cochlear hearing loss using clinical decision
theory. In a transient-evoked otoacoustic emission~TEOAE!
study aimed at identifying cochlear hearing loss, Prieveet al.
~1993! varied the audiometric threshold serving as the crite-
rion separating normal and impaired ears at any octave fre-
quency, and found that a 20-dB HL threshold was optimal.
Consequent use of relative operating characteristic~ROC!
analysis on single and multiple TEOAE measures via dis-
criminant analysis resulted in areas under the ROC curve of
0.93–0.96 in the 2- to 4-kHz range. In a distortion product
otoacoustic emission~DPOAE! study aimed at identifying
cochlear hearing loss, Gorgaet al. ~1993! again varied au-
diometric threshold and found that a threshold gold standard
of 20-dB HL was optimal. Although test performance was
near chance levels in identification of cochlear impairment at
0.5 kHz, excellent predictive accuracy was achieved at
higher frequencies. The use of acoustic responses to predict
cochlear hearing loss is well established in these and many
other studies.

In contrast to the difficulties of defining a gold standard
for each middle-ear pathology, the presence or absence of a
conductive hearing loss is operationally well defined as the
gap between the air-conduction and bone-conduction thresh-
olds. The success of acoustical ear-canal tests in predicting
cochlear hearing loss suggests that it might be worthwhile to
examine whether acoustical immittance tests can also predict
a conductive hearing loss. As for the reasons why we focus
on the conductive hearing loss, as opposed to a ME pathol-
ogy in general, there are at least two major factors. We can
improve screening reliability in ears at risk of conductive
hearing loss, which is the second most common cause of the
pediatric visit, by finding a more accurate measure that can
discriminate between normal and impaired ears. Using re-
flectance measures in tandem with an OAE test may help
differentiate cochlear from conductive impairments. For
practical reasons, in essence, we are using a functional mea-
sure of middle-ear energy transfer~i.e., the air–bone gap! in
much the same way as auditory thresholds are used as a gold
standard for OAE tests of cochlear function. The focus on
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the prediction of a conductive hearing loss is the aim of the
research described in this report.

One possible limitation of this approach is that the errors
associated with measuring bone-conduction thresholds are
probably higher than those associated with measuring air-
conduction thresholds~see sec. III!. That is, the gold stan-
dard may be flawed. The likely outcome of this type of error
would be an observed reduction in the test efficacy of any
predictor, but the comparison of a number of acoustic pre-
dictors should remain valid.

Another difference between the assessment of cochlear
and conductive hearing loss is that cochlear hearing loss is
defined at each test frequency typically using as a predictor
some EOAE response at the same test frequency. In contrast,
conductive hearing loss is often defined as present or absent
based upon the air–bone gap at any or all frequencies, but
using as a predictor only the 226-Hz tympanogram. We pro-
pose a number of different gold standards for conductive
hearing loss, either based upon a criterion value of the air–
bone gap at a single test frequency~0.5 or 2 kHz!, or based
upon a criterion value of the maximum air–bone gap across
all test frequencies. We have used both tympanometric and
YR responses as acoustic predictors. In the latter case, the
analyses are inherently multivariate, resulting in the combi-
nation of responses across frequencies.

I. METHODS

A. Subjects

The test group consisted of a typical clinical population
of children with symptoms of otitis media in addition to a
baseline population of normal, asymptomatic children. The
study was based on data from a subject group ranging in age
from 2 to 10 yr~92 subjects, 174 ears!. We had respectively
10, 100, and 54 ears in our final group of 164 grouped into
ranges of 2–3 years old, 4–6 years old, and 7–10 years old.
Subjects were drawn from a group of children who were seen
through the Boys Town National Research Hospital ENT
clinic or whose parents responded to verbal solicitation for
participation in a research project. In order to be included in
the study the following measurements had to be successfully
obtained for each child for at least one ear: air-conduction
thresholds for at least 0.5 and 2 kHz, bone-conduction
thresholds for at least 0.5 kHz for the same ear, a tympano-
gram, and an admittance-reflectance~YR! measurement.

B. Clinical measurements

Audiometric thresholds, acoustic immittance, and
admittance-reflectance~YR! measurements were all obtained
during the same test session. Otologic data were not avail-
able in this study. Audiometric threshold evaluation was per-
formed by a clinical audiologist using either conditioned
play audiometry~CPA!, in 104 out of 164 cases, or conven-
tional audiometric techniques~CONV!, in 58 out of 164
cases, depending on the developmental level of each subject.
Pure-tone air-conduction~AC! and bone-conduction~BC!
thresholds were obtained at 0.5 kHz, 2 kHz and, if possible,
at 1 and 4 kHz, with a standard diagnostic audiometer

~Grason-Stadler, GSI-16! linked to insert or dynamic ear-
phones~Etymotic ER-3A or Telephonic TDH-50P!.

Bone-conduction thresholds were measured using
masked or unmasked condition. Our subjects were drawn
from the population seen in an audiology clinic where an
air–bone gap equal to or less than 10 dB is considered within
normal limits. When the unmasked air–bone gap exceeded
10 dB in a given subject, effective masking levels of narrow-
band noise were applied to the nontest ear during bone-
conduction testing to ensure against participation of that ear
in the determination of threshold. Potential subjects with un-
masked air–bone gaps greater than 10 dB who could not be
tested successfully using masking were not included in the
study. The ratio of masked versus unmasked bone conduc-
tion varied from one frequency to another, i.e., at 500 Hz we
obtained 53 unmasked and 108 masked BC thresholds, while
at 2000 Hz we had 90 unmasked and 52 masked BC thresh-
olds.

These data were acquired for the subject within a
double-walled, sound-attenuating Industrial Acoustic Com-
pany chamber. For subjects in discomfort, often related to
middle-ear symptoms, it was sometimes not possible to ob-
tain threshold data at all frequencies.

Tympanometry was performed in the audiology clinic
using a standard 226-Hz immittance device~Grason-Stadler,
GSI-33 Middle Ear Analyzer!. For numerical purposes,1 the
relative gradient rather than tympanometric width was used
to record tympanometric gradient~Gr!, defined as follows.
The fractional height of a single-peaked tympanogram is the
vertical distance between the peak and the point where the
compliance pattern is 100 daPA wide. The total height of the
compliance pattern is the vertical distance between the peak
and the tail as measured from the starting pressure point. The
relative gradient is the dimensionless ratio of the fractional
height to the total height, so that a flat tympanogram has a
relative gradient equal to zero.

Examples of audiometric data obtained from a normal
ear and an impaired ear classified as having a conductive
hearing loss are shown in Fig. 1. The top panel shows the
air-conduction ~AC! thresholds and the bone-conduction
~BC! thresholds, while the bottom panel shows the air–bone
gap, calculated as the difference~in decibels! between the
AC and BC thresholds. The BC thresholds, indicative of co-
chlear sensitivity, are similar in both subjects, while the AC
thresholds, indicative of transmission through the middle-ear
pathway to the cochlea, increased in the impaired ear. The
maximum air–bone gap in the impaired ear occurred at 1
kHz, and had a value of 40 dB relative to the normal air–
bone gap of 0 dB for an average healthy ear. The only ex-
ception in the normal ear occurred at 250 Hz, where a 5-dB
air–bone gap was observed. Even though such a small air–
bone gap would not be considered clinically significant, all
responses at 250 Hz were not included in further analyses,
because of an increased sensitivity to error due to inadequate
earphone fit at low frequencies.

C. Admittance-reflectance „YR… measurements

The methodology for measuring input admittance and
energy reflectance has been described previously in detail
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~Keefeet al., 1992!. Briefly, the input signals were produced
by a sound source and the responses were measured by a pair
of microphones, with all transducers housed in an Etymotic
ER-10C probe assembly. A calibration procedure was con-
ducted using a broadband chirp stimulus~250–10 700 Hz! in
five calibration tubes of different lengths, each closed at its
opposite end. This calibration provided the Thevenin pres-
sure and Thevenin impedance associated with the probe and
measurement system by fitting the measured pressure re-
sponses in the tube set to the modeled impedance functions.
The model was based upon a cylindrical-tube geometry, in-
cluding an ideal closed end. After calibration on each day,
the probe was inserted into the ear to be tested, and data were
acquired using the same broadband chirp stimulus. Given the
Thevenin parameters from calibration, the acoustic admit-
tance at the tip of the probe assembly was calculated using
the measured pressure response. The energy reflectance was
calculated in terms of the measured admittance using the
cross-sectional area of the calibration tubes, which all had
the same area. This is a modification of the earlier method-
ology, which used the cross-sectional area inferred from the
measurement of the acoustic resistance~the real part of the
inverse of the acoustic admittance!. Two sets of calibration
tubes were available based on the size of a foam ear tip
~‘‘child’’ or ‘‘adult’’ ! most suitable for each subject. This ear
tip was then used in the calibration procedure with one or the
other of the tube sets approximating the diameter of the ear
into which the selected ear tip would comfortably fit. The

YR test is most accurate when the ear canal area is within
20% of the actual calibration tube area~Keefeet al., 1993!.

The complex acoustic admittance is expressed in terms
of its real part, the conductance~G!, and its imaginary part,
the susceptance~B! by

Y~ f !5G~ f !1 jB~ f !, ~1!

wherej is the unit imaginary number corresponding to a time
dependencet on all variables ofej 2p f t at frequencyf. The
frequency dependence of the conductance level controls the
difference between sound-pressure level~SPL! in the ear ca-
nal and power level absorbed in the ear, because the power
P( f ) absorbed by the middle ear is expressed by

P~ f !5 1
2G~ f !up~ f !u2, ~2!

where up( f )u2 is the squared magnitude of pressure at fre-
quencyf. The equivalent volumeV is defined in terms of the
susceptance by

V~ f !5rc2
B~ f !

2p f
, ~3!

wherer is the density of air, andc is the phase velocity of
sound. Finally, the energy reflectanceuR( f )u2 is defined in
terms of the admittanceY by

uR~ f !u25U12ZcY~ f !

11ZcY~ f !
U2

, ~4!

where the characteristic impedanceZc of a cylindrical tube
of areaS, similar to the ear-canal area, isZc5rc/S. The
energy reflectance represents the ratio of the reflected to in-
cident energy. Its value is relatively insensitive to differences
in probe location~assuming negligible losses in the ear canal
and the adequacy of a cylindrical-tube model for transmis-
sion in the ear canal!.

The conductance, equivalent volume, and reflectance are
the three YR variables chosen to represent the acoustic re-
sponse of each ear. Because any pair of these variables can
be used to calculate the remaining variable, there is a redun-
dancy implicit in this representation. However, some pairs of
variables may be better predictors than other pairs. This re-
dundancy was retained to test which combination of YR
variables has the greatest predictive efficacy. All YR vari-
ables were initially stored as 1/12-octave averaged responses,
but further averaging over each third octave or octave was
applied to reduce the number of YR variables that were input
to subsequent statistical analyses.

Figure 2 presents examples of reflectance data for the
same pair of normal and impaired ears as in Fig. 1. From top
to bottom, the conductance~G!, energy reflectance (uRu2),
and equivalent volume (V) are plotted as a function of fre-
quency. The energy reflectance is much higher in the mid-
frequency region~1–4 kHz! for the impaired ear than for the
normal ear, and the equivalent volume at frequencies below
2 kHz is smaller for the impaired ear than for the normal ear.
The resonance just above 4 kHz, which appears in the con-
ductance and equivalent volume as well as the reflectance,
has a higher quality factor for the impaired ear. Thus, the YR
responses in this pair of ears are clearly discernible.

FIG. 1. The top panel illustrates the air-conduction thresholds and bone-
conduction thresholds for a typical normal ear~solid lines! and impaired ear
~dashed lines!. The bottom panel illustrates the corresponding air–bone gaps
in decibels.
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D. Criteria for inclusion in study

The auditory status of subjects included in the study
ranged from normal to moderate conductive hearing loss.
Based on the audiological evaluation, all subjects with sen-
sorineural and mixed losses, or with perforated tympanic
membranes and patent tubes, were excluded from subsequent
analyses.

In order to assure the hermetic seal of the probe in the
ear canal, the YR data sets were evaluated for non-negative
equivalent volume measurements, after averaging the re-
sponse over frequencies from 250 to 1000 Hz. This criterion
is based on the fact that the ears of subjects in this age range
are compliance dominated at low frequencies~implicit in the
results of Keefeet al., 1993!. Thus, if the equivalent volume
were negative at low frequencies, this would indicate a leak
in the placement of the probe assembly within the ear canal.
Such a low-frequency leak forms a low-impedance acoustic

pathway in parallel with the ear-canal pathway, and its mass-
like inertance at low frequencies dominates the calculated
equivalent volume. This inclusion criterion identified 3 of
164 YR responses as invalid, corresponding to a data rejec-
tion rate of less than 2%. Upon excluding these 3 cases, there
were a total of 161 ears used in the main set of analyses.

E. Clinical decision theory

Clinical decision theory is useful in comparing the effi-
cacies of alternative diagnostic tests that discriminate dis-
eased from normal cases~Swets and Pickett, 1982; Swets,
1988!. In past hearing-research studies using ROC analyses,
clinical decision theory has been limited to discrimination
between two states or outcomes based on the use of a single
input test result.

Without loss of generality, we can assume that the
higher value of the test result indicates the absence of an
abnormality. The true status of a case can be established
based on a so-called ‘‘gold standard.’’ For test results which
are binary, the accuracy is defined by a pair of parameters—
sensitivity or hit rate, and specificity or correct rejection rate.
Sensitivity is defined as the probability that the test result is
positive given that the ear is impaired, and specificity is de-
fined as the probability that the test result is negative given
that the ear is normal. There are two other probabilities in
this 2-by-2 decision matrix: the false-alarm rate, which is the
probability that the test result is positive given that the ear is
normal, and the miss rate, which is the probability that the
test result is negative given that the ear is impaired.

The sensitivity and specificity values are subject to
variation on two independent dimensions:~1! the test’s ca-
pacity to discriminate an impaired from a normal state, and
~2! the decision criterion, or gold standard, that is adopted
for declaring a test result to be positive~Swets and Pickett,
1982!. In typical practice, the decision criterion is varied
over the full range of values with a pair of sensitivity and
specificity values measured for each choice of decision cri-
terion. The estimate of the area under the ROC curve quan-
tifies the performance of any particular diagnostic test in a
bias-free manner, and can range from 0.5 for a test with no
diagnostic ability up to a value of 1.0 for a test with perfect
diagnostic ability.

The area under the ROC curve can be calculated non-
parametrically without having to generate the ROC curve
~Bamber, 1975; Hanley and McNeil, 1982! with the area
estimate slightly below that of a maximum likelihood esti-
mate. We used the Wilcoxon–Mann–Whitney~WMW! sta-
tistic to estimate area under ROC curves, which employs a
trapezoidal rule for integrating the area under the curve. It is
biased below the true theoretical value of the ROC area
~Song, 1997!.2

Alternatively, it is sometimes useful to adopt a particular
decision criterion, particularly when there isa priori knowl-
edge of how the test might be used. It may be useful to
investigate the performance of various diagnostic tests rela-
tive to a fixed, high value of sensitivity if the test is designed
to correctly identify most of the impaired ears as impaired.
The specificity of each test would be calculated at this fixed

FIG. 2. For a normal~solid line! and impaired~dashed line! ear, the YR
responses plotted are:~a! The conductance in mmho versus frequency~the
mho is a name for the CGS unit of acoustic admittance, and 1 mmho50.001
mho!; ~b! energy reflectance versus frequency;~c! equivalent volume versus
frequency.
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sensitivity, and the test with the highest specificity would be
the ‘‘best’’ at this reference sensitivity.

In comparing test performance for prediction of a con-
ductive hearing loss, we examined both the area under the
ROC curve and the specificities at fixed sensitivities.

F. Multivariate analyses

This section describes the generalization of clinical de-
cision theory to the case of multivariate inputs. The tympa-
nogram has two independent variables if peak-compensated
static admittance and gradient are used, whereas the 1/12-
octave-averaged YR response has tens of variables, so that a
multivariate approach must be followed. The general idea is
to combine the multiple variables into a single output vari-
able that is, in some sense, optimal for predicting conductive
hearing loss. In fact, it is straightforward to combine the
tympanometric and YR variables together so as to generate a
univariate output variable that includes both the frequency
dependence and the static-pressure dependence of acoustic
ear-canal response. Once such a univariate output variable is
obtained, it can be utilized as input to clinical decision
theory. This methodology is general and may be applicable
to the evaluation of the performance of other clinical tests,
whether using acoustic and/or some other types of inputs.

Two such multivariate techniques that produce an ‘‘op-
timal’’ univariate output are discriminant analysis~DA! and
logistic regression~LR! ~Kleinbaumet al., 1988!. They have
in common the property that their outputs are a combination
of the multivariate input variables weighted by coefficients
that are calculated within the analysis.

DA calculates a linear~or, more generally, polynomial!
discriminant function~DF!, based on a set of input variables,
which has the highest power of separating cases into one of
two predefined groups. DA defines the optimal combination
of input variables by jointly maximizing the separation of the
means of the normal and impaired populations, and minimiz-
ing the within-group variances.

The binomial logistic regression model transforms a set
of continuously distributed outcomes into a probability space
in which results are coded as zeros or ones with an appro-
priate probability via the logit transformation~Hosmer and
Lemeshow, 1989!. Each regressor~variable! in the LR has a
coefficient which measures its contribution to variations in
its corresponding input variable, and each such coefficient is
calculated based upon the data using a maximum likelihood
method.

The univariate linear discriminant function and the
maximum likelihood estimate of the LR coefficient are usu-
ally quite close in predictive efficacy when the independent
variable is approximately normally distributed within each of
the outcome groups, i.e., 0 or 1~Hosmer and Lemeshow,
1989!. LR is generally considered by biostatisticians to be
preferable to DA for predicting the presence or absence of an
impairment based on a multivariable input~Kleinbaumet al.,
1988!. The assumptions on which each statistic is based are
slightly different and are less restrictive for LR. The standard
forms of these multivariate predictors may have merit when
all statistical assumptions are fully satisfied, but they do not

provide a bias-free interpretation as does clinical decision
theory, nor are they necessarily the best choice when the
statistical assumptions are not satisfied.

Rather than adopting one or the other of the techniques,
we have chosen the more practical approach of comparing
their actual test performance using clinical decision theory.
The discriminant function~DF! is the univariate output from
DA that optimally separates normal and impaired ears, while
the logit function~LOGIT! is the corresponding univariate
output from LR. As such, the clinical decision theory analy-
ses proposed in the previous sections are carried out after the
multivariate analyses. This approach results in a bias-free
comparison of univariate and multivariate techniques.

Three classes of models have been investigated based
upon a gold standard derived from a criterion value of the
air–bone gap. Conductive hearing loss is predicted based
upon:~i! various univariate inputs including single tympano-
metric variables and single YR variables;~ii ! multivariate
inputs consisting of all YR variables~conductance, equiva-
lent volume, and reflectance! averaged over each octave~or
third octave! from 0.5 to 8 kHz;~iii ! multivariate inputs con-
sisting of all YR variables and two tympanometric variables
~SA and Gr!. The reason for excluding the 250-Hz octave of
YR responses was that these responses were more sensitive
to small calibration errors than higher-frequency responses.
Preliminary analyses using tympanometric peak pressure
showed that its predictive efficacy was much poorer than SA
and GR; hence, it was not included in the main analyses.

As summarized in Table I, separate analyses were con-
ducted using gold standards based upon the air–bone gap at
0.5 kHz ~158 subjects with complete data records!, the air–
bone gap at 2 kHz~140 subjects with complete data records!,
and the maximum air–bone gap at any octave frequency
tested in the range from 0.5 to 4 kHz~161 subjects with data
for at least one octave-test frequency!. The gold standard
associated with each particular threshold value of an air–
bone gap was varied over a range from 5 to 30 dB in 5-dB
steps. For the purposes of data analyses, a threshold value of
5 dB means that an air–bone gap of 5 dB or less was asso-
ciated with a normal ear, while an air–bone gap of 10 dB or
more was associated with an impaired ear.

II. RESULTS

A. Univariate analysis

The first set of results compares the performance of
peak-compensated static admittance magnitude~SA! with

TABLE I. Distribution of subjects.

AB gap ~dB!

500 Hz 2000 Hz 500–4000 Hz

Normal Impaired Normal Impaired Normal Impaired

5 38 120 87 53 32 129
10 70 88 105 35 64 97
15 96 62 117 23 89 72
20 116 42 125 15 108 53
25 127 31 133 7 117 44
30 132 26 134 6 126 35

No. of subjects Total5158 Total5140 Total5161
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particular individual YR response variables in predicting a
conductive hearing loss. For the gold standards based upon
the presence of conductive hearing loss at a single frequency
~0.5 or 2 kHz!, the YR responses at corresponding frequen-
cies were used in comparisons. For the gold standard based
upon the maximum air–bone gap at any frequency, the YR
response at 2 kHz was used in comparisons. In addition, the
YR response at 2 kHz was compared in its ability to predict
a conductive hearing loss at 0.5 kHz. This is because reflec-
tance in the frequency range 2–4 kHz has been proposed as
a potentially sensitive indicator of middle-ear status~as dis-
cussed in the Introduction!.

Figure 3 shows the areas under the ROC curve for air–
bone gap criteria varying from 5 to 30 dB at 0.5 kHz, 2 kHz,
and the maximum air–bone gap at any octave frequency
from 0.5 up to 4 kHz. At each air–bone gap criterion,
slightly different numbers of ears were tested due to differ-
ences in the ability to obtain behavioral measures~air and
bone conduction!. In predicting air–bone gap at 0.5 kHz, we
used complete records of 158 ears, while for 2 kHz, data
were available from 140 ears. The maximum air–bone gap
criterion naturally contained the highest number of complete
records~161 ears!, because it was based on all of the air–
bone gap data obtained from 0.5 up to 4 kHz for each sub-
ject’s ear. Of particular interest are the air–bone gap thresh-
olds corresponding to the prediction of a mild conductive
loss, because this assesses test performance in classifying a
conductive loss that is meaningful clinically. The gold stan-
dards for these are the air–bone gaps of 15 and 20 dB. Thus
the corresponding air–bone gaps for a mild conductive loss
are 20 and 25 dB, respectively.

Although the tympanometric predictor~SA! was mea-
sured at 226 Hz~the filled square symbol!, its ability to pre-
dict conductive loss at higher frequencies is superior in most
comparisons to that of individual YR variables. For predict-
ing a conductive hearing loss at 0.5 kHz, the reflectance at 2
kHz ~R2k, the filled inverted triangle! is a better predictor
than reflectance, conductance, or equivalent volume at 0.5
kHz ~all open symbols!. This shows that the YR responses at
the frequency of hearing loss are not necessarily better pre-
dictors than the YR responses at other frequencies. For pre-

dicting a conductive hearing loss at 2 kHz, the SA and R2k
are the best univariate predictors, attaining areas under the
ROC curve in the range of 0.85, while the conductance at 2
kHz has slightly lower areas, near 0.78. The equivalent vol-
ume at 2 kHz is a poor predictor of conductive hearing loss
at 2 kHz, while the equivalent volume at 0.5 kHz performed
much better in predicting hearing loss at 0.5 kHz. For pre-
dicting the maximum conductive hearing loss across all test
frequencies, tympanometry and reflectance at 2 kHz perform
at about the same level for conductive impairments ranging
from 15 to 30 dB.

B. Univariate versus multivariate analysis: Areas
under the ROC curve

The next set of results compares the performance of the
multivariate tests and the univariate tympanometric tests.
Figure 4 shows the performance in predicting conductive
hearing loss of two multivariate discriminant functions~DF,
DF1! two multivariate logistic regressions~Logit, Logit1!,
the tympanometric gradient~Gr!, and tympanometric peak-
compensated static admittance~SA!. The layout of Fig. 4
parallels that of Fig. 3, and the SA curves on each panel are
identical in both figures in order to establish a baseline for
comparison. The DF and LR analyses take as inputs the
octave-averaged YR responses of reflectance, equivalent vol-
ume, and conductance at each of five frequencies~0.5, 1, 2,
4, and 8 kHz!, corresponding to 15 input variables. The DF1
and LR1 analyses take as inputs the same 15 YR variables
listed above as well as the two tympanometric variables, SA
and Gr. Thus the comparison of DF1 and DF tests assesses
the multivariate performance of discriminant analysis under
two conditions: when the tympanometric measurement is in-
cluded with the YR measurement, and when only the YR
measurement is used. Similarly, the comparison of LR1 and
LR assesses the multivariate performance of logistic regres-
sion under the same two conditions. The DF1 and LR1
tests have the property that they are based on an acoustic
assessment of the middle-ear response as a function of both
frequency and ear-canal pressure. In each case, it is impor-
tant to note that the frequency and static-pressure variations

FIG. 3. Areas under the ROC curve evaluated using air–bone gap criteria from 5 to 30 dB as gold standards:~a! air–bone gap at 500 Hz,~b! air–bone gap
at 2000 Hz,~c! maximum air–bone gap from 500 to 4000 Hz. The performances of individual YR and tympanometric variables are plotted.
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are not measured simultaneously, and the YR and tympano-
metric measurements use a different probe assembly.

In contrast to the relatively weak predictive power of the
single-variable reflectance measures~Fig. 3!, the multivariate
combinations of these variables~DF, DF1, Logit, Logit1!
outperform both univariate tympanometric tests~Fig. 4!. For
air–bone gaps of 15 and 20 dB, the areas under the ROC
curve using multivariate approaches are as high as 0.92–0.95
for predicting a conductive hearing loss at 0.5 kHz, 0.94–
0.96 for predicting hearing loss at 2 kHz, and 0.93–0.96 for
predicting a maximum hearing loss in the range from 0.5 to
4 kHz. The multivariate areas under the ROC curve always
are larger than the tympanometric areas across all gold stan-
dards. It is interesting to note that tympanometric peak-
compensated static admittance and tympanometric gradient
have roughly similar predictive efficacy at 0.5 kHz and at
predicting a maximum hearing loss across frequency, at least
for air–bone gaps of 15 dB or greater. However, the gradient
does not perform as well in predicting hearing loss at 2 kHz.
The logistic regressions always outperform discriminant
analyses~Logit versus DF, or Logit1 versus DF1!, although
the differences may not always be significant.

The inclusion of tympanometric information with the
YR variables in the multivariate predictor~filled triangles
and diamonds! always either increases test performance
slightly or has no effect~to within 60.005 in the calculated
areas under the ROC curve! compared to the YR variables
alone ~open triangles and diamonds!. At 0.5 kHz ~the left-
hand panel!, and for the maximum hearing loss across fre-
quency~the right-hand panel!, including the tympanometric
variables did not improve test performance for gold stan-
dards of 15 and 20 dB. For these cases, the filled symbols
precisely overlap the open symbols, thus obscuring the latter.
This means that the multivariate stepwise procedure elimi-
nated the tympanometric variables, thereby producing iden-
tical outputs. In the case of predicting a mild conductive
hearing loss at 2 kHz, the inclusion of the tympanometric
variables slightly improved test performance for LR, but
again had no effect for DA at any air–bone gap.

C. Univariate versus multivariate analysis: Cumulative
distributions

Cumulative distributions of normal and impaired popu-
lations can be used as an alternative way of comparing test
performance. Cumulative distributions of tympanometric
variables~Gr and SA! and the multivariate logistic function
~LF! are shown in Fig. 5. These distributions are based on a
gold standard corresponding to a 20-dB maximum air–bone
gap across the 0.5- to 4-kHz frequency range for a normal
ear, and a 25 dB or greater gap for an impaired ear. Figure
5~d! shows separate probability distributions of normal and

FIG. 4. Areas under the ROC curve evaluated using air–bone gap criteria from 5 to 30 dB as gold standards:~a! air–bone gap at 500 Hz,~b! air–bone gap
at 2000 Hz,~c! maximum air–bone gap from 500 to 4000 Hz. The performance of multivariate outputs~DF, Logit, DF1, Logit1! is compared to that of
tympanometric variables~Gr and SA!. The SA variable plot is redrawn from Fig. 3 to facilitate comparisons.

FIG. 5. Cumulative distribution for normal and impaired ears generated
using single tympanometric variables are compared with those generated
using the multivariate output variables:~a! Gr, ~b! SA, ~c! Logit, and~d! the
probability of impairment distribution for normal and impaired~separate!
ears based on the Logit function in~c!. The graphical constructions in~b!
and~c! illustrate a calculation scheme for the false-alarm rate corresponding
to a 90% hit rate~sensitivity!.
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impaired ears after the logistic transformation into a prob-
ability of impairment. For example, the 90% fixed sensitivity
point on panel 5~c! corresponds to the 10% cumulative dis-
tribution point of impaired ears on panel 5~d!. The probabil-
ity of impairment at this point on the logistic distribution is
0.38. If the calculated LF for any given subject exceeds 0.38
probability of impairment, the ear is classified as impaired,
and otherwise normal. A similar analysis for the 80% fixed
sensitivity point on panel 5~c! corresponds to a probability of
impairment of 0.64. Thus, there is a correspondence between
the probability that a given ear is impaired, and the resulting
test sensitivity. If the midpoint~Logit50! of the logistic
function is chosen for which the probability of impairment is
0.50, then the corresponding test sensitivity is 89% and
specificity is 95%.

Greater separations between normal~the solid line! and
impaired~the dashed line! distributions in Fig. 5 denote bet-
ter discriminations between healthy and impaired ears. A flat
tympanogram~SA50! is indicative of an impaired ear, but
many normal ears also have low values of SA. Thus, the
distributions are not well separated. The same problem is
present in the tympanometric gradient distributions, although
there is better separation than for the SA distributions. The
cumulative distribution for the Logit function shows greater
separation between the normal and impaired ears.

D. Univariate versus multivariate analysis: Specificity
at fixed sensitivity

Direct comparisons of these cumulative distributions are
not as informative as a comparison of test performance at a
fixed value of sensitivity or specificity. While this corre-
sponds to a particular choice of observer bias from the per-
spective of ROC theory, such a choice may be appropriate
for assessing test performance in a desired clinical mode of
application.

By selecting a fixed sensitivity from the impaired distri-
bution, it is possible to determine the false-alarm rate~equal
to one minus specificity! from the normal distribution by
means of the orthogonal projection onto the normal distribu-
tion ~see the arrow diagram!. These operations are illustrated
in Fig. 5 for the SA and Logit panels, which show that SA
attains a false-alarm rate of 36%, while the Logit function
achieves a false-alarm rate of 6%, for a fixed sensitivity of
90%. This procedure makes it possible to construct plots of
the specificity for the predictive tests at a fixed value of
sensitivity.

Focusing on gold standards of 15- and 20-dB air–bone
gaps ~i.e., mild conductive loss!, the specificity values at
fixed sensitivities of 80%~open symbols! and 90%~filled
symbols! are plotted at 0.5 kHz~Fig. 6!, 2 kHz ~Fig. 7!, and
a maximum conductive hearing loss in the range from 0.5 up
to 4 kHz ~Fig. 8! for both the tympanometric and multivari-
ate approaches. Because the ROC curves were monotonic,
the specificity at 80% sensitivity always exceeded specificity
at 90% sensitivity; that is, there is a trade-off between sen-
sitivity and specificity such that higher sensitivity always
resulted in lower specificity. The comparison of the tympa-
nometric variables showed that Gr outperformed SA at the
80% fixed sensitivity, but that Gr usually underperformed

SA at the 90% fixed sensitivity@panels~a! in all three fig-
ures#. The differences in specificities were as large as 25%.
The Logit functions tended to have equal or higher specifici-
ties than the discriminant functions@panels~b! and ~c! of
Figs. 6, 7, and 8#, except for the case of predicting hearing
loss at 0.5 kHz with a 90% fixed sensitivity, for which the
discriminant functions yielded better results.

The single best predictor overall was Logit1, and it al-

FIG. 6. Specificities of tympanometric and multivariate variables are com-
pared at fixed sensitivities of 80% and 90% for air–bone gap criteria of 15
and 20 dB at 500 Hz:~a! Gr and SA,~b! DF and Logit, ~c! DF1 and
Logit1, ~d! Gr and Logit1.

FIG. 7. Specificities of tympanometric and multivariate variables are com-
pared at fixed sensitivities of 80% and 90% for air–bone gap criteria of 15
and 20 dB at 2000 Hz:~a! Gr and SA,~b! DF and Logit, ~c! DF1 and
Logit1, ~d! SA and Logit1.
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ways outperformed the tympanometric variables, which is
illustrated in the comparisons shown in panels~d! of Figs. 6,
7, and 8. At a fixed sensitivity of 80%, the specificities for
the Logit1 predictors varied from 93% to 97% for conduc-
tive hearing losses exceeding 15 or 20 dB, whereas the speci-
ficities for the tympanometric predictors varied from 62% to
87%. At a fixed sensitivity of 90%, the specificities for the
Logit1 predictors varied from 73% to 94%, whereas the
specificities for the tympanometric predictors varied from
39% to 80%. Averaging across the two fixed sensitivities, the
specificities of all tests were higher using the air–bone gap
criterion of 20 dB than for the criterion of 15 dB.

Restricting attention to the logistic regression outputs for
a criterion value of 20 dB, the specificity of the Logit at the
80% fixed sensitivity ranged from 87% to 97%, depending
on the choice of gold standard for conductive hearing loss
~0.5 kHz, 2 kHz, or maximum loss between 0.5 and 4 kHz!,
while the specificity at the 90% fixed sensitivity ranged from
84% to 94%. The specificity of the Logit1 at the 80% fixed
sensitivity ranged from 92% to 97% depending on the gold
standard, and the Logit1 specificity at the 90% fixed sensi-
tivity ranged from 90% to 94%. Thus, it is possible to
achieve high specificity and high sensitivity in detecting the
presence of a conductive hearing loss using a multivariate
clinical decision theory.

E. Multivariate diagnostics

Figure 9 illustrates the underlying details associated with
discriminant analysis and logistic regression. In the DA
method,3 the relative importance of each variable in the mul-
tivariate linear combination is expressed in terms of anF
ratio. F-ratio values for DA and squaredt-ratio values4 for
LR directly indicate the discriminant power of each single

variable within the solution set. In the example in Fig. 9, the
reflectance at 2 kHz~R2k! is the most significant variable in
the DF1 ~because it has the highestF ratio!, and in the
Logit1 ~because it has the highest squaredt ratio!.

Discriminant function and logistic regression classifica-
tion coefficients are plotted in the bottom panels of Fig. 9.
Each set of coefficients is the solution of the discriminant
analysis@Fig. 9~b!# or logistic regression@Fig. 9~d!# optimi-
zation. In this example, the input to the multivariate analysis
consisted of 15 YR and 2 tympanometric variables. The DA
solution set included only 5 variables~reflectance at 2 and 4
kHz, equivalent volume at 0.5 and 4 kHz, and the 226-Hz
peak-compensated static admittance magnitude! sorted ac-
cording to their respectiveF ratios in decreasing order of
relative importance in the DF classification function. The LR
solution set included 7 variables, of which 5 are the same
variables chosen in the DF. The additional variables were the
reflectance at 1 kHz~R1k! and the conductance at 0.5 kHz
~G500!.

The DF and LF linear combinations take the following
forms for this example:

DF52.9324.62~R2k!21.49~SA!

22.18~R4k!12.23~V500!11.04~V4k!, ~5!

and

Logit50.0929.98~R2k!22.74~SA!24.14~R4k!

14.92~V500!11.75~V4k!15.45~R1k!

11.24~G500!. ~6!

The DF and Logit scores were generated such that they
tended to be positive for normal hearing subjects and nega-
tive for subjects with conductive hearing loss. The DF coef-
ficients were adjusted so that the overall mean of the corre-
sponding scores was 0 and the pooled within-group variance
was 1. The signs of the DF and Logit coefficients in Eqs.~5!
and~6! are consistent with the observation that impaired ears
tend to have higher reflectance and lower equivalent volume
than normal ears, in agreement with the individual results in
Fig. 2. The functional dependence of SA~both in LR and
DA! is ambiguous~see Fig. 10 for more details!, insofar as
its sign in both equations is opposite from its role as a
univariate predictor. This is probably due to partial correla-
tions between SA and other variables in the predictor set.
The inclusion of SA only slightly improves test performance.
In addition, the reflectance at 1 kHz~R1k! enters the equa-
tions as inversely correlated with the reflectance variables at
other frequencies, despite the fact that it is positively corre-
lated with them in independent tests. This is also most likely
caused by partial correlations between predictor input vari-
ables which produce an under- or overcompensation in the
DF or Logit variables.

The scatter-plot matrix in Fig. 10 summarizes important
relationships between variables, including correlations be-
tween multivariate outputs~DF, PROBI! and univariate~SA,
R2k! variables, and the gold standard criterion~MAXABG !
used to classify responses as normal or impaired. The series
of plots along the main diagonal of the matrix present the

FIG. 8. Specificities of tympanometric and multivariate variables are com-
pared at fixed sensitivities of 80% and 90% for a maximum air–bone gap of
15 and 20 dB at any octave frequency between 500 and 4000 Hz:~a! Gr and
SA, ~b! DF and Logit,~c! DF1 and Logit1, ~d! SA and Logit1.
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distributions for normal~open circles! and impaired~filled
circles! ears of, from top to bottom, multivariate discriminant
function score~DF!, probability of impairment~PROBI!
based on the logistic regression scores, peak-compensated
static admittance magnitude~SA!, energy reflectance at 2
kHz ~R2k!, and maximum air–bone gap of 15 dB used as the
gold standard in this case. The top two multivariate outputs
~DF, PROBI! feature excellent separation between normal
and impaired cases. The pair of DF distributions each ap-
proximates a normal distribution with similar variances.
Thus, their properties satisfy the underlying assumptions of
the DA model. The probability that an ear is impaired
~PROBI! for the normal and impaired distributions approxi-
mates a binomial distribution, again as expected from the
underlying assumptions of logistic regression. The qualita-
tive structure of the overlap regions associated with the DA
and the LR is different, although their predictive efficacies
are similar. The distributions of the univariate predictors, SA
and R2k, have a greater degree of overlap, which parallels
the cumulative distribution results in Fig. 5.

The series of ten plots below the main diagonal show
pairwise relationships between variables by plotting each ear
response and displaying linear regression lines and confi-
dence ellipses (p50.683) for normal and impaired ears. As
before, the least overlap and most stable patterns~monoto-
nicity between normal and impaired distributions! are
achieved in the multivariate methods. The bottom row of
plots, labeled on the bottom left by MAXABG, show the
relationships between the maximum air–bone gap distribu-
tions ~between 0.5 and 4 kHz! for the normal and impaired
ears as a function of the DF, the probability of impairment
~PROBI!, the SA, and the 2-kHz reflectance~R2k!. The di-
vision between normal and impaired ears in these four panels

is a horizontal line of demarcation separating the normal ears
~open circles! from the impaired ears~filled circles!. The
ideal predictor would have a vertical line of demarcation
separating impaired ears from normal ears, that is, if MAX-
ABG were perfectly predicted by DF in the first panel, all the
impaired responses would be in the upper-left-hand quadrant
and all the normal responses would be in the lower-right-
hand quadrant. Impaired ears have low DF scores and high
PROBI values in this representation, and show an adequate
approximation to this ideal. The DF scores do tend to reside
in the upper left-hand quadrant for impaired ears and in the
lower right-hand quadrant for normal ears, as do the two
corresponding confidence ellipses. Comparing the confi-
dence ellipses in the PROBI with R2k panels, it is obvious
that there is significantly greater overlap in the R2k distribu-
tions, because the confidence ellipses tend to lie directly
above one another. An interesting and possibly problematic,
case arises in the third plot on the bottom row, which shows
the dependence of MAXABG on SA. Similar SA scores
have both high and low values of air–bone gap making SA a
poor predictor variable. Additionally, the linear relationships
for the normal and impaired populations are quite different
~positive versus negative slope!, which adversely affects SA
properties in the multivariate combination@see Fig. 9~d!#,
and may explain its negative coefficient which associates
lower values of SA as being indicative of no impairment.

The remaining six scatter plots between pairs of the DF,
PROBI, SA, and R2k variables illustrate their internal corre-
lations. Perhaps the most interesting is the panel in row 2
labeled by PROBI and column 1 labeled by DF. This is a
scatter plot showing the correlation between the DA and LR
outputs. To first approximation, the tendency for all points to
lie near a downward sloping line is indicative of a high cor-

FIG. 9. F-statistic scores~a! and DF coefficient estimates~b! for a particular example of discriminant analysis. Squaredt-ratio scores~c! and LR coefficient
estimates~d! for the same data set but analyzed using logistic regression. Any variables not illustrated were not present in the multivariate predictors.
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relation such that high values of PROBI are associated with
low values of DF. Most impaired ears lie in the upper-left
quadrant and most normal ears lie in the lower-right quad-
rant. However, the confidence ellipse for impaired ears con-
tains a few normal cases, and the confidence ellipse for nor-
mal ears contains a few impaired cases. This indicates cases
which are likely to be classified differently by the two mul-
tivariate methods.

III. DISCUSSION

A. Acoustic prediction of conductive hearing loss

In contrast to most studies evaluating middle-ear assess-
ment techniques, which have tended to concentrate on pre-
dicting a middle-ear pathology, our approach has been to
focus on the acoustic prediction of a conductive hearing loss.
The rationale for devising a test to predict a conductive hear-

ing loss is based on the following:~1! the subject population
was representative of the most prevalent form of middle-ear
dysfunction, for which it is important to know whether a
conductive hearing loss exists,~2! the ability to predict a
conductive hearing loss would have significance for neonatal
screening programs, in which audiograms cannot be ob-
tained,~3! the widespread use of otoacoustic emission tests
to predict the presence of cochlear hearing loss may be im-
proved if used in conjunction with a test to predict the pres-
ence of conductive hearing loss.

The commonly used tympanometric tests, peak-
compensated static admittance magnitude and gradient, do
have predictive power in assessing a conductive hearing loss,
but they have the drawback that a high sensitivity is obtained
only by accepting a low specificity. This means that tympa-
nometry may be used to classify impaired ears as impaired,
but at the cost of classifying a substantial fraction of normal

FIG. 10. Scatter plot matrix~SPLOM! based on the maximum air–bone gap score~MAXABG ! at octave frequencies from 500 to 4000 Hz, multivariate output
predictors~DF and PROBI, which is the LR probability of impairment!, individual variables SA from tympanometry, and R2k from reflectance. Symbols
coded as either open circles~normal ears! or filled circles~impaired cars! represent scores for which MAXABG was either<15 dB, or.15 dB, respectively.
The row variables from top to bottom, and column variables from left to right, are DF, PROBI SA, R2K, and MAXABG. The lower half of the SPLOM is
shown including diagonal elements. Along the diagonal are histograms of the corresponding variables, e.g., the bottom histogram shows the classification of
normal and impaired ears based on the gold standard MAXABG. The bottom row of the matrix shows the distributions of MAXABG as functions of DF,
PROBI, SA, and R2K. Each scatter plot also includes separate linear regression lines and confidence ellipses for normal and impaired ears. Each confidence
ellipse is centered on its distribution mean, the standard deviations of each of the pair of variables determine its major axes, the covariance between the pair
of variables determines its orientation, and the size of the ellipse is scaled by the 0.683 probability, which encompasses the central part of the distribution out
to 61 standard deviation, to the extent that normal and impaired ears are normally distributed.
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ears as impaired. Tympanometric peak pressure~TPP! was
not found to be an accurate predictor of conductive hearing
loss. Results using TPP were not reported due to its chance
level performance in preliminary tests. The lack of signifi-
cance for TPP parallels previous results~Margolis et al.,
1994!.

The YR responses, which are straightforward to measure
in infants and adults~Keefe et al., 1993!, have greater pre-
dictive power than 226-Hz tympanometry in assessing a con-
ductive hearing loss when evaluated in a multivariate frame-
work. It is possible to achieve both high sensitivity and high
specificity with a YR test. For example, when the YR test
was used to predict whether the maximum conductive hear-
ing loss at any octave frequency in the range from 0.5 to 4
kHz exceeded 20 dB, a specificity of 94% was achieved at a
sensitivity of 90%. The subject population included a typical
clinical population of children with symptoms of otitis media
as well as asymptomatic children in the same 2–10 year age
range. The YR test was successful in predicting a conductive
hearing loss in children at risk for otitis media, the second
most common reason~after the common cold! for a physi-
cian visit. The YR and tympanometric tests were also com-
pared using clinical decision theory and cumulative distribu-
tions, and, regardless of which analysis approach was
adopted, the YR test always outperformed tympanometry.

Calculating test performance in terms of sensitivity and
specificity is a simple and powerful technique when applied
directly to results from ROC analysis obtained with single
test variables, and it can be generalized to a multivariate
combination of variables with optimum discrimination prop-
erties. These measures are independent of disease prevalence
~Turner and Nielsen, 1984! and, thus, can be applied to any
clinical test.

Two classes of multivariate techniques, logistic regres-
sion and discriminant analysis, were compared in assessing
the performance of the YR test. Across all test conditions,
the LR and DA performed similarly. This is encouraging
insofar as it supports the hypothesis that the multivariate
techniques are robust predictors; even when a methodologi-
cally different multivariate technique was used, the outcomes
were similar. However, logistic regression did perform
slightly better than discriminant analysis, and we conclude
that it is the more promising multivariate approach. This re-
sult confirms theoretical arguments favoring the use of logis-
tic regression that were cited in the Introduction.

When the YR and 226-Hz tympanometric responses
were combined as multivariate inputs and compared to the
multivariate function of the YR responses alone, the addition
of the tympanometric responses sometimes increased the
predictive accuracy, although the magnitudes of the shifts
were not large. This supports the view that the YR test may
be useful as a clinical audiologic tool in test conditions for
which static pressurization is a disadvantage. For example,
static pressurization cannot be used in testing neonates, and
it may cause discomfort in some older children. Neverthe-
less, the fact that the addition of a 226-Hz tympanogram to
the YR score did produce a slight advantage under some
conditions is evidence that a more comprehensive acoustic

test, which varies both frequency and ear-canal pressure,
may be desirable for diagnostic applications.

Multifrequency tympanometry is one example of this
type of test. However, previous research on multifrequency
tympanometry has relied on visual classification of tympano-
grams by experts, rather than a multivariate, statistical ap-
proach as used in this report. As remarked earlier, the fre-
quency content of the YR inputs selected for the multivariate
predictors is consistent with the hypothesis that the 2- to
4-kHz range is a particularly sensitive indicator of middle-
ear status. However, multifrequency tympanometry is some-
what limited in this regard, in that the upper frequency limit
is approximately 2.4 kHz. A recently developed technique of
reflectance tympanometry~Keefe and Levi, 1996! enables
acoustic tests of the middle ear, in which ear-canal pressure
is varied over the normal tympanometric range and fre-
quency is varied up to 10 kHz~Margolis et al., 1998!. Such
a test may provide more complete information on middle-ear
response than the YR test and 226-Hz tympanogram used in
the present study, but no predictive studies using reflectance
tympanometry have been reported.

B. Multivariate analyses using 1/3-octave YR
responses

Because the YR response is obtained over a broad fre-
quency range, the question arises whether an octave-based
YR response is adequate to describe the middle-ear charac-
teristics that are important to the prediction of hearing loss.
In an effort to evaluate this question, we investigated the
performance of a multivariate test using 1/3-octave measure-
ments of admittance and reflectance. This tripled the number
of YR variables from 15 to 45. Such an increase in the num-
ber of input variables has the potential disadvantage of pro-
ducing a less robust predictor,5 but more detail is captured in
each ear’s acoustic response.

When 1/3-octave YR responses were provided as inputs
to the multivariate clinical decision approach, the estimate of
the area under the ROC curve using logistic regression was
higher than that obtained using discriminant analysis, and
both were larger than the tympanometric areas under the
ROC curves. Direct comparisons between the octave and the
1/3-octave tests across all test conditions showed for DA that
the 1/3-octave tests had better performance than the octave
tests in 50% of cases, and for LR that the 1/3-octave tests
had better performance than the octave tests in 58% of cases.
We conclude that there was little or no benefit in using a
larger set of variables.

C. Factors influencing the gold standard

The air–bone gap represents the difference between sen-
sitivity thresholds measured via air conduction and bone
conduction. A discussion of factors that might influence the
accuracy of these measurements is, therefore, warranted.
First is the issue of whether or not behavioral threshold is a
valid measurement of the boundary between auditory sensa-
tion and no sensation. According to the signal-detection
theory of Green and Swets~1974!, a behavioral response
may be affected by both sensitivity to a stimulus and re-
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sponse proclivity, and that the concept of a clear-cut thresh-
old is unsupported. Indeed, Wilber~1991! suggests that any
physical, mental, or emotional factors which affect the ex-
aminee may affect the ability to respond to pure-tone stimuli.
Thus, if the examinee is frightened, distrustful, uninterested
in either the stimulus or the task set forth by the tester, fa-
tigued, or physically ill, threshold measurement may not be
as accurate as expected. In light of the subject population of
this study, it is possible that these factors were present at
some times. Because this study was oriented toward routine
usage in an audiology clinic, the techniques used to measure
threshold were consistent with current clinical practice, and
their rigor is less than that typically used in psychoacoustic
research.

There is also a question of inherent problems related to
accurate clinical assessment of bone-conduction threshold
~Dirks, 1994!. For instance, a reliable method to specify vi-
brational output of the bone-conduction testing system on
individual patients is currently lacking. Next is the fact that
bone-conduction sensitivity measures are not independent of
the state of the middle ear. The list of middle-ear lesions
having some impact on bone-conduction thresholds includes
otitis media ~Huizing, 1960!, which was the condition of
interest in the current study. Another issue involves place-
ment or location of the bone vibrator. In assessing our sub-
jects, we utilized mastoid placement. It has been suggested
that there is poorer reliability with this type of placement as
opposed to frontal bone placement and that variations in lo-
cation of the bone oscillator on the mastoid can result in a
threshold difference of 10 dB or more~Dirks, 1994; Wilber,
1991!. However, other studies have reported reliability dif-
ferences between mastoid and frontal bone placement that
did not show great practical advantage~Dirks, 1964; Stude-
baker, 1962!.

Another issue is how central masking might affect bone-
conduction threshold. Central masking refers to a shift or
worsening in the threshold in the test ear due to the presence
of masking in the nontest ear. Dirks~1964! reported that
bone-conduction thresholds were 4–5 dB worse for mastoid
placement following the introduction of masking. Studebaker
~1962! showed shifts for bone conduction as high as 7–12
dB at 2 kHz when the nontest ear was masked. On the other
hand, Zwislocki~1953! reported that the central masking ef-
fect did not exceed 5 dB. Based on these concerns it appears
that bone-conduction thresholds have some practical limita-
tions and should be used realistically rather than as represen-
tations of pure assessment of the ‘‘cochlear reserve.’’ This
does not negate the fact that bone-conduction results can be
used to estimate the magnitude of conductive hearing loss. A
reliability study was outside the scope of the research de-
scribed in this report.

D. Perspectives for future research

One potential limitation of multivariate approaches is
that the output predictor function, e.g., the DF and Logit
function, is defined based upon the same subject population
for which the predictor’s test performance is to be assessed.
It may be that the output function is idiosyncratic to, and a
better predictor on, this subject population than on any other

subject population. That is, the multivariate test may not gen-
eralize with sufficient accuracy to other subject populations.
Such a problem might occur due to significant correlations in
YR variables across frequency. An effective way of handling
this problem is to develop the multivariate predictor on one
set of subjects, and then evaluate the accuracy of the predic-
tor on another set of subjects. It is recommended that the
training and test sets have equal numbers of subjects. Such
an approach provides a test of the generalizability of the
predictor. A predictor is robust if there is only a small dec-
rement in test efficacy in the test set compared to the training
set. However, the numbers of subjects in our tests~140–
161!, although reasonably large compared to other tests of
middle-ear status, were not large enough to divide into a pair
of equal-sized training and test sets. It remains for future
research to test the robustness of this class of multivariate
predictors of conductive hearing loss.

Nevertheless, we did observe that the multivariate test
performances were similar for DA and LR. Because those
are unrelated methods of constructing multivariate predic-
tors, their similar test performance suggests that the multi-
variate predictors were robust. These considerations provide
a cogent reason to prefer the octave-band YR test over the
1/3-octave-band YR test, because a fewer number of input
variables would be expected to lead to a more stable and
robust predictor. Future research needs to identify the opti-
mum analysis bandwidth and choice of YR variables, assum-
ing that such an optimum exists, for a test of conductive
hearing loss. There is scope for improving the multivariate
analyses. Stepwise procedures were used to add or remove
individual input variables from the DA and LR solutions,
based upon a gold standard defined at each threshold value
of the air–bone gap. An alternative approach is to specify the
inputs to be included in the multivariate analysis, thereby
removing the automated stepwise decision rules.

The relatively high performance in identification of a
conductive hearing loss based upon measurements of the
air–bone gap is even more compelling given the uncertainty
inherent to the bone-conduction threshold measurement. Any
improvement in the accuracy of measuring bone-conduction
thresholds should further improve the performance of pre-
dicting conductive hearing losses.

The test population was by no means chosen to cover all
possible middle-ear pathologies that might be related to con-
ductive hearing loss. More research is needed to understand
the relationships between more sophisticated acoustic tests of
middle-ear status analyzed using a multivariate clinical deci-
sion theory, and the presence or absence of conductive hear-
ing loss in subject populations with different types of
middle-ear pathologies.

An extension of the present study would be to investi-
gate, using a multivariate clinical decision theory, the effi-
cacy of reflectance tympanometry in predicting a conductive
hearing loss. Such a test would measure the middle-ear re-
sponse over a broad range of frequencies using a tympano-
metric range of static pressures in the ear canal. Another
application with potential clinical utility would involve a
combination of tests to predict the presence of conductive
hearing loss as well as cochlear hearing loss, e.g., the com-
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bination of a YR test with an otoacoustic emissions test. The
technique of multivariate clinical decision theory appears
well suited to combining not only acoustic variables, but also
any other variables, hypothesized to be clinically useful in
assessing middle-ear status.

IV. CONCLUSIONS

Clinical decision theory has been applied to the predic-
tion of a conductive hearing loss in a subject population
including patients at risk for otitis media. A multivariate
analysis of admittance-reflectance responses yielded an out-
put that successfully predicted the presence of conductive
hearing losses with areas under the ROC curve as large as
0.97.

When the multivariate test performance was assessed at
fixed sensitivity of 90%, the specificity was as high as 94%.
We conclude that admittance-reflectance tests are well suited
to predicting the presence of conductive hearing loss in clini-
cal populations, and the inclusion of a 226-Hz tympanogram
may slightly improve overall test performance.
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1Both the relative gradient and tympanometric width characterize the shape
of tympanogram. The relative gradient form~ratio form! is more conve-
nient for statistical analyses, i.e., the relative gradient is zero for a flat
tympanogram, while the tympanometric width~TW! is undefined. One can
think of a simple transformation between two representations as follows:
Gr51/~11TW!, which, in the limit as TW→`, converges to zero. Statisti-
cal analysis can handle Gr much better than TW for these obvious reasons.

2The uncertainty@standard error~SE!# of the ROC area estimators can be
calculated using two methods:~i! a nonparametric method~Hanley and
McNeil, 1982!, and ~ii ! an upper-bound estimate of the variance of the
Mann–Whitney U statistic~Bamber, 1975!. However, if the aim is to com-
pare the performance of alternative diagnostic tests using data input from
the same group of subjects, the standard errors must be calculated taking
into account the correlations between the input data sets~Swets and Pickett,
1982; Hanley and McNeil, 1983!.

3A default value ofF to remove (F54) was used in the process of back-
ward ~for octave averaged data! or forward ~for 1/3-octave averaged data!
stepwise elimination in the DA. ThisF to remove is defined as a threshold
such that if theF statistic for a given variable was less than theF-to-
remove value, then the variable was removed from the model. For example,
all F-statistic values in Fig. 9 exceed this default value of 4. This choice of
default value tended to overly restrict the number of variables permitted to
enter the output function~DF or Logit!, but it ensured a parsimonious
representation of the multivariate predictor. Based on the number of de-
grees of freedom in our analysis (n5160), the lowest admissibleF ratio
that would achieve the statistical significance at (p50.05) isF52.27. An
order of magnitude higher significance level (p<0.005) corresponds to an
F ratio of 3.50. The least significant variable in the solution set had anF
ratio equal to 6.82, which corresponds with the significance level ofp
51.6731025, all other variables being more significant.

4Classical testing in statistics is based on three fundamental tests: the Wald,
Likelihood Ratio, and Score~Lagrange Multiplier! tests. Properties of the
tests are based on asymptotic theory and the tests give identical results in
the limit of large sample size. Most statisticians favor the likelihood ratio
test due to its higher reliability in small samples and because it is a funda-
mental measure on which model fitting is based~Steinberg and Colla,
1991!. The ratio of logistic regression coefficient to its standard error is

represented as at ratio, which is a guide to the significance of an individual
parameter. The chi-squarep value is reported for each coefficient. The
Wald test is the best known inferential procedure in applied statistics. It is
obtained by first estimating a model and next imposing a linear constraint
on the estimated parameters. The statistic is based on the constraint and the
appropriate elements of the covariance matrix of the parameter vector. A
test of whether a single parameter is zero is conducted in a Wald test by
dividing the squared coefficient by its variance and referring the result to a
chi-squared distribution on one degree of freedom. Thus eacht ratio is itself
the square root of a simple Wald test. For a binary model, the Wald statistic
and its significance levels~chi squared! are equivalent to thet ratios andp
values given with the parameter estimates.

5One initial problem in the 1/3-octave analysis was that the stepwise-
backwards technique that had been used in the LR and DA analyses with
the octave data could not be used with the commercial statistics software
~SYSTAT, version 7.0!, due to numerical instabilities. This problem was
solved by using a stepwise-forwards technique, for which the software
operated properly. The statistical literature on stepwise techniques in mul-
tivariate analysis is outside the scope of this report so that a brief descrip-
tion will suffice. A stepwise-backwards model begins with all the input
variables in the model, and, in each step, excludes the least significant
variable until all the variables remaining are significant, at which step the
final solution is obtained~the DF or the Logit function!. A stepwise-
forwards model begins with no input variables in the model, and, in each
step, includes the most significant variable until there are no more signifi-
cant variables to add. Another level of complexity is that variables can
re-enter the model after having been excluded on a previous step, or vari-
ables can leave the model after having been included on a previous step.
The two approaches usually do not converge to the same solution, and there
is no guarantee that either of the approaches is optimal. The statistics lit-
erature describes other approaches to choose the input variables, including
the brute force approach of testing each possible combination of inputs and
choosing the model that performs best. Even so, the more fundamental
problem of the generalizability of the model must be assessed.
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Detection performance for a masked auditory signal of fixed frequency can be substantially
degraded if there is uncertainty about the frequency content of the masker. A quasimolecular
psychophysical approach was used to examine response strategies in masker-uncertainty conditions,
and to investigate the influence of uncertainty when the number of different masker samples was
limited to ten or fewer. The task of the four listeners was to detect a 1000-Hz signal that was
presented simultaneously with one of ten ten-tone masker samples. The masker sample was either
fixed throughout a block of two-interval forced-choice trials or was randomized across or within
trials. The primary results showed that:~1! When the signal level was low and the masker sample
differed between the two intervals of a trial, most listeners based their responses more on the
presence of specific masker samples than on the signal.~2! The detrimental effect of masker
uncertainty was clearly evident when only four maskers were randomly presented, and grew as the
size of the masker set was increased from two to ten.~3! The slopes of psychometric functions
measured with the same masker samples differed among the fixed and two random-masker
conditions.~4! There were large differences in the influence of masker uncertainty across masker
samples and listeners. These data demonstrate the great susceptibility of human listeners to the
influence of masker uncertainty and the ability of quasimolecular investigations to reveal important
aspects of behavior in uncertainty condition. ©1999 Acoustical Society of America.
@S0001-4966~99!03303-2#

PACS numbers: 43.66.Ba, 43.66.Dc, 43.66.Lj@JWH#

INTRODUCTION

This paper concerns how the ability to detect a known
auditory signal amidst additional masking sounds is de-
graded when there is uncertainty as to which masking sounds
are to be presented. In most laboratory experiments in hear-
ing, the listener has little or no trial-to-trial uncertainty about
the general characteristics of the stimulus. There is, however,
considerable uncertainty inherent in normal listening situa-
tions, and uncertainty about the characteristics of the signal
or masker makes an auditory signal more difficult to detect.
The influence of signal uncertainty is generally small, in-
creasing signal thresholds by 3–6 dB when the masker is
either fixed or relatively stable and the signal frequency~e.g.,
Green, 1961; Veniar, 1958a,b!, duration ~Dai and Wright,
1995!, or starting time~Eganet al., 1961! is randomly varied
across trials. In contrast, when different masker samples are
randomly presented, a signal of fixed frequency can be much
harder to detect than would be predicted on the basis of the
frequency selectivity of the peripheral auditory system~e.g.,
Neff and Green, 1987; Watson and Kelly, 1981!. For ex-
ample, maskers consisting of ten tones with frequencies ran-
domly selected on each observation interval can produce as
much as 20 dB more masking of a fixed-frequency tone than

a broadband noise of equal power~e.g., Neff and Green,
1987!. Signal detection is most difficult when there is uncer-
tainty about both the signal and the masker~e.g., Spiegel and
Green, 1982!. In the most extreme case, a signal that is itself
randomly varied in frequency and temporal position within a
sequence of randomly selected masker frequencies can be as
much as 65 dB more difficult to detect than a signal pre-
sented at a fixed frequency and temporal position within a
fixed sequence of masking tones~Watson, 1987!. The ex-
periments reported here focus on the influence of masker
uncertainty, but the approach differs from that used in most
earlier studies.

Previous investigations have typically reported the de-
tection threshold for a signal in a masker-uncertainty condi-
tion as a single value that was based on the responses across
a block of trials in which a large number of different masker
samples were presented. Green~1964! used the term ‘‘molar
psychophysics’’ to describe this class of experiment because
the resulting threshold estimate represents an average of the
responses over many heterogeneous trials, obscuring the per-
formance on individual trials.

We have instead examined masker uncertainty using
what Green~1964! termed a ‘‘quasimolecular’’ approach.
With this method, signal threshold is determined by the se-
ries of responses over multiple presentations of the same
masker sample. Unlike the molar technique, this approach
yields many threshold values from each block of trials in an

a!Electronic mail: b-wright@nwu.edu
b!Electronic mail: kourosh@etho.caltech.edu

1765 1765J. Acoust. Soc. Am. 105 (3), March 1999 0001-4966/99/105(3)/1765/11/$15.00 © 1999 Acoustical Society of America



uncertainty condition, one for each different masker sample
presented. The resulting values thus represent an average of
the responses over many homogeneous, rather than hetero-
geneous, trials.

Using a quasimolecular approach, the following basic
question can be addressed: Is it harder to detect a known
signal that is masked by a particular maskerX when that
masker is randomly intermixed with other maskers than
when only maskerX is presented? The answer is obtained by
comparing two measurements:~1! signal threshold in a
fixed-masker condition in which only maskerX is presented,
and ~2! signal threshold in a random-masker condition esti-
mated from the responses obtained ononly those trialsin
which maskerX is presented. A higher threshold in the ran-
dom than the fixed condition indicates that uncertainty about
which masker is to be presented makes the signal more dif-
ficult to detect in maskerX. To our knowledge, only Pfafflin
~1968! and Wright and McFadden~1990! have examined
masker uncertainty using this technique. Others who used the
quasimolecular approach to study the masking produced by
sets of randomly presented reproducible noises did not report
performance in the fixed condition~Green, 1964; Gilkey,
1985!. Pursuing similar issues with molar psychophysics,
Watson and his colleagues~Watson and Kelly, 1981; Spiegel
and Watson, 1981; Watson, 1987! reported performance in
both fixed and random-masker conditions.

The task of the listeners in the two present experiments
was to detect a tonal signal of a fixed and known frequency
that was presented simultaneously with one of ten multi-
tonal masker samples. The masker sample was either fixed
throughout a block of two-interval forced-choice trials or
was randomized across or within trials. The two experiments
differed only in the method used to determine the masked
threshold of the signal. The results address the following five
aspects of the influence of masker uncertainty.

Masker bias: Previous quasimolecular investigations
have shown that listeners treat particular masker samples as
being more likely to contain the signal when different
samples are presented on the two observation intervals of a
trial ~e.g., Green, 1964; Pfafflin and Mathews, 1966; Wright
and McFadden, 1990!. Given such a masker bias, measured
performance is artificially good when the signal is presented
in the favored sample, because then the bias leads to the
correct choice of the signal interval even at very low signal
levels. Performance is spuriously poor, however, when the
signal is presented in the unfavored sample, because then the
bias leads to the choice of the nonsignal interval containing
the favored masker. Many molar investigations of masker
uncertainty have used large numbers of masker samples to
try to minimize this problem. Here we further document the
existence of masker bias and describe a method by which
separate measurements can be made both of this bias and of
the sensitivity to the presence of the signal.

Psychometric functions:Molar psychophysical data in-
dicate that psychometric functions measured with random
multi-tonal maskers have shallower slopes than those mea-
sured with broadband noise~Kidd et al., 1995a, 1998; Neff
and Callaghan, 1987! or than those predicted for an ideal
observer~Lutfi, 1994!. Shallow psychometric slopes have

also been reported for individual masker samples presented
in random-masker conditions~Neff and Callaghan, 1987!.
Little, however, is known of the relationship between the
slope of psychometric functions in fixed- and random-
masker conditions. In apparently the only investigation of
this issue, Watson and Kelly~1981! tentatively concluded
from a molar analysis that the slope of the psychometric
function did not change significantly as the amount of uncer-
tainty was varied from minimal to very high. Here we show
that the slopes of psychometric functions measured with the
same masker sample differ systematically among fixed-
masker and two types of random-masker conditions.

Size of the masker set:In most previous studies of
masker uncertainty, a different masker sample was presented
on every trial or observation interval in random-masker con-
ditions ~e.g., Lutfi, 1994; Neff and Callaghan, 1988; Watson
et al., 1976!. In the remaining experiments a small, but con-
stant, number of samples were used~e.g., Pfafflin, 1968!.
There has been no systematic investigation of how the influ-
ence of masker uncertainty is affected by the number of pos-
sible masker samples to be presented. Here we report that the
mean detrimental effects of two types of masker uncertainty
grow approximately in parallel as the size of the masker set
increases from two to ten.

Sample-specific influence of masker uncertainty:The
aim of many experiments using molar psychophysics has
been to determine the conditions under which masker uncer-
tainty is most disruptive. Those studies have manipulated
such variables as the number and frequency distribution of
the tones in each masker sample~Lutfi, 1994; Neff and Cal-
laghan, 1988; Neffet al., 1993; Watsonet al., 1976!, the
repetition pattern of the masker~Kidd et al., 1994, 1995b!,
and the presentation mode~monotic or dichotic; Kiddet al.,
1994; Neff, 1995!. There is, however, a scarcity of informa-
tion on the influence of uncertainty for specific masker
samples belonging to the same general category. Only Pfaf-
flin ~1968! has reported the influence of uncertainty on the
detection of a tonal signal in a set of 12 frozen noises. Her
results show relatively small overall effects of uncertainty
probably because her noise maskers all sounded quite simi-
lar. Nevertheless, some of her masker samples were more
affected by uncertainty than others. Here we report marked
and consistent differences in the influence of uncertainty
across different masker samples.

Individual differences:Individual listeners tested using
molar psychophysics show marked threshold differences in
random-masker conditions~Leek, 1987; Neff and Dethlefs,
1995!. These differences are not paralleled in the perfor-
mance of the same listeners on the detection of tones in quiet
or in measures of peripheral filter width made with notched
noise, suggesting that the threshold variations in random-
masker conditions are due to the introduction of uncertainty
~Neff and Dethlefs, 1995!. Here we report large individual
differences in performance in both random- and fixed-
masker conditions, and show that listeners’ reactions to
masker uncertainty are not necessarily revealed solely by
their performances in random-masker conditions.
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I. EXPERIMENT 1: ADAPTIVE TRACKING

A. Method

1. Listeners

Four listeners~two female, JF and WD! ranging in age
from 19 to 23 years were paid for their participation. All had
hearing within 15 dB of normal between 125 and 8000 Hz as
determined by a Bekesy tracking procedure and had previous
experience in other psychoacoustic tasks.

2. Stimuli

The signal was a 1000-Hz tone and the masker was one
of up to ten different ten-tone complexes. The signal and
masker were gated together for a total of 200 ms using a
cosine-squared rise/fall time of 16.8 ms. The frequencies of
the ten tones in each of the ten masker samples were chosen
at random from a uniform distribution ranging from 200–
5000 Hz, excluding the region from 800–1200 Hz around
the signal. Also, to guarantee that the tones in each 200-ms
sample were orthogonal, no two masking components in a
given sample were allowed to be closer than 5 Hz
~1/duration!. The phases of the masking tones were randomly
selected from a uniform distribution ranging from 0 to 359
degrees. Once chosen, the frequencies and phases of the ten
tones in each of the ten masker samples were fixed through-
out the entire experiment. The signal was always presented
in zero phase. Table I lists the frequencies and phases com-
prising each of the masker samples~A–J!. The individual
masking tones were each presented at 50 dB SPL, producing
an overall level of 60 dB SPL. Similar stimulus parameters
produced substantial masking in previous experiments on
masker uncertainty~Neff and Green, 1987; Neff and Cal-
laghan, 1988; Neffet al., 1993!.

The signal and masker were digitally generated in the
time domain at a sampling rate of 20 000 Hz using a digital-
signal-processing board~TDT AP2!. They were delivered
separately through two 16-bit digital-to-analog converters
~TDT DA1! followed by separate 10-kHz low-pass filters
~TDT FLT3, 60 dB attenuation at 11.5 kHz!, separate pro-
grammable attenuators~TDT PA4!, and a single sound mixer
~TDT SM3!. The listeners were seated in a sound-treated
room and listened monaurally through the left earpiece of
Sennheiser HD450 headphones.

3. Procedure

The procedure was two-interval forced-choice with
feedback. The two observation intervals of a single trial were
marked by lights, and were separated by 300 ms. The signal
level was adjusted adaptively using the three-down/one-up
rule of Levitt ~1971! which tracks the 79% correct point on
the psychometric function. The step size was 8 dB through
the first reversal, 4 dB through the next three reversals, and 2
dB thereafter. The adaptive track was terminated after 60
trials. The first four reversals were discarded, and threshold
was calculated as the mean of the remaining reversals. Two
conditions employed multiple independent adaptive tracks,
as described below. Six to ten blocks of trials were collected
from each listener in each condition.

4. Conditions

There were three listening conditions. In thefixed con-
dition, the same masker sample was presented on every ob-
servation interval throughout an entire block of 60 trials. The
ten different masker samples were presented in random order
across blocks.

In the random-by-trial condition, the same masker

TABLE I. The frequencies~Hz! and phases~degrees! of the ten components
in each of the ten masker samples~A–J!. The signal was always a 1000-Hz
tone presented at zero phase.

Frequency
~Hz!

Phase
~deg!

Frequency
~Hz!

Phase
~deg!

A 1692 157.2 B 443 296.4
1717 108.9 1573 26.0
2530 25.2 1626 290.7
2687 66.4 2343 134.0
2737 325.9 2394 218.5
2873 165.0 2494 73.9
3023 308.5 2696 151.3
3748 336.6 3539 117.1
4104 197.1 3674 107.8
4329 219.1 4202 79.7

C 458 299.2 D 352 179.3
514 2.6 364 165.7

2320 66.4 1317 324.2
2445 327.2 2293 213.8
2584 120.8 2334 283.1
2666 253.1 2454 217.4
2692 258.1 2714 104.7
3665 269.5 3815 230.3
3905 294.9 4334 158.1
4891 31.0 4891 6.8

E 2156 338.1 F 550 124.6
2536 105.4 631 59.6
2663 131.6 663 278.4
2849 336.8 1925 334.4
3066 206.3 2201 277.7
3133 284.7 3439 117.9
3321 159.2 3609 0.0
3546 321.8 3651 243.0
3906 25.1 3789 197.9
4689 181.6 4420 8.7

G 255 357.1 H 355 293.5
434 171.0 1887 198.6
797 245.3 1980 237.9

2009 55.9 2382 185.9
2399 226.8 2957 179.4
3246 57.8 2967 249.9
3397 236.9 3218 117.2
3828 100.5 3375 126.8
4015 167.4 3445 345.8
4202 126.5 4304 307.5

I 709 53.2 J 208 275.3
1227 208.7 308 217.6
1436 214.6 1268 27.2
1478 161.5 1293 150.0
1556 178.5 1343 142.4
2027 111.6 2167 267.2
2514 162.3 2350 255.1
3119 355.4 3031 109.3
4005 193.7 3641 214.8
4661 31.6 4678 304.0
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sample was presented on both observation intervals of a
single trial, but the particular masker sample was chosen
quasi-randomly across trials fromn possibilities, wheren
equalled 2, 4, 6, or 10 in different blocks of trials. The par-
ticular samples used whenn,10 were chosen arbitrarily but
always included the same samples as in the tests using fewer
samples. The same sets of maskers were used throughout the
experiment. Performance for each masker sample was moni-
tored with a separate adaptive track. Thus there weren in-
terleaved tracks in each test. To obtain the 60 responses nec-
essary to complete the track for each masker sample, the
particular sample was chosen at random, without replace-
ment, from a pool of 60 instances of each of then samples.
Thus there were 60n trials in each block. Breaks were pro-
vided after every 60 trials within a block to make the experi-
mental session as similar to that in the fixed condition as
possible.

Finally, in the random-by-interval condition, different
masker samples were presented on the two observation inter-
vals of a trial, and the particular masker samples were chosen
quasi-randomly across trials fromn possibilities (n52, 4, 6,
or 10!. To simultaneously measure performance for each
masker sample and monitor the influence of the masker
sample in the nonsignal interval on the response pattern, the
masker samples were presented in fixed pairs~A and B, C
and D, E and F, G and H, I and J!. The pairings were made
arbitrarily and were maintained throughout the experiment.
Both members of a sample pair were always presented
within the same trial, but the order of their presentation
within the trial was random. A separate adaptive track moni-
tored performance for each masker sample, yieldingn inter-
leaved tracks. Data in the random-by-interval condition were
collected in the same manner as in the random-by-trial con-
dition.

The initial signal levels were 25, 35, and 45 dB SPL in
the fixed, random-by-trial, and random-by-interval condi-
tions, respectively. Example trials were provided at the be-
ginning of each block. In those trials the signal level was 15
dB higher than the initial signal level used in the actual trials.
Each listener was generally tested on all three conditions,
presented in random order, during each 2-h listening session.

B. Results and discussion

Figure 1 presents the individual~symbols! and mean
~lines! results of the four listeners for the ten masker samples
~A–J!. Plotted in the floating panel are the signal thresholds
in the fixed condition. The remaining panels show the thresh-
old differences between the fixed and each of the two ran-
dom conditions ~columns! for the four masker-set sizes
~rows!. The mean threshold differences between the random-
by-trial and fixed condition were consistently positive~left
column!, indicating that uncertainty about which sample was
to be presented on a trial made the signal harder to detect. In
contrast, the threshold differences between the random-by-
interval and fixed condition fluctuated markedly~right col-
umn!. When the set size was ten, the difference was around
30 dB for one sample and near 0 dB for the other sample of
each masker pair. Every listener had at least one negative
difference score, indicating a lower threshold in the random-
by-interval than the fixed condition. It seems unlikely that
this oscillating pattern of difference scores resulted from pe-
culiarities in the influence of uncertainty on particular
masker samples. A more plausible scenario is that the listen-
ers treated one masker sample of a pair in the random-by-
interval condition as being more likely to contain the signal.
This possibility is explored in the second experiment.

FIG. 1. Individual~symbols! and mean~lines! adaptive
results of the four listeners for the ten masker samples
~A–J!. The floating panel shows the signal thresholds
for each masker sample in the fixed condition. The re-
maining panels show the threshold differences for each
masker sample between the random-by-trial and fixed
conditions ~left column! and between the random-by-
interval and fixed conditions~right column! for the four
masker-set sizes~rows!.
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II. EXPERIMENT 2: CONSTANT STIMULI

A. Introduction

Experiment 2 introduces a technique for simultaneously
measuring both signal detectability and masker bias in the
random-by-interval condition. This technique employs the
method of constant stimuli, from which information about
the slopes of the psychometric functions in fixed- and
random-masker conditions may be obtained. Furthermore,
the signal thresholds derived in this experiment are free of
the influence of masker bias. This allows the evaluation of
the contributions of the size of the masker set, of the particu-
lar masker sample, and of the individual listener to the mag-
nitudes of both the random-by-trial and random-by-interval
uncertainty effects.

B. Method

The listeners, stimuli, and conditions were the same as
in experiment 1. The differences between the two experi-
ments were that, here,~1! the signal level was fixed through-
out a block of trials rather than being adjusted adaptively,
and~2! both the observation interval in which the signal was
presented and the masker sample that contained the signal
were recorded with the response on each trial. Using this
method, it was possible to estimate both the listener’s sensi-
tivity to the signal and the extent to which the listener was
biased toward intervals containing particular masker
samples.

The top of Fig. 2 illustrates a representative stimulus-
response matrix from a single fixed pair of masker samples
in the random-by-interval condition. The stimuli are listed
along the top of the matrix aŝx8y&, ^yx8&, ^y8x&, and
^xy8&, where the letter indicates the particular masker
sample, the letter sequence indicates the presentation order
between the two observation intervals, and the prime indi-
cates the signal interval. The responses are listed along the
side of the matrix aŝ1& for ‘‘signal in the first interval’’ or
^2& for ‘‘signal in the second interval.’’

To determine the listener’s sensitivity to the signal in a
particular masker sample independent of bias toward or
against that sample, the responses were pooled over columns
in which the signal was presented in the same observation
interval. Thus the responses were added across thex8y and
y8x @columns~1! and~3!#, and across theyx8 andxy8 @col-
umns~2! and~4!# stimulus patterns. This pooling resulted in
the two-by-two matrix shown at the middle of Fig. 2. The
index of detectability for the signal (ds8) was calculated us-
ing this new matrix by taking the total proportion of correct
responses@in the example, (105184)/36050.53# and look-
ing up thed8 value corresponding to that proportion correct
in a forced-choice table~Green and Swets, 1964; Swets,
1964!.

Similarly, to determine the listener’s preference to select
an interval based on the presence of a particular masker
sample, independent of the presence of the signal, the re-
sponses were combined over columns in which a particular
masker sample~chosen arbitrarily as samplex! was pre-
sented in the same observation interval. Thus, the responses
were added across thex8y and xy8 @columns~1! and ~4!#,
and across theyx8 and y8x @columns~2! and ~3!# stimulus
patterns. This yielded another two-by-two matrix, shown at
the bottom of Fig. 2, from which the masker bias (dm8 ) was
calculated. In some cases, a negatived8 resulted from this
calculation. That merely indicated that the listener favored
masker sampley, rather than masker samplex. All values of
dm8 are reported as positive values.

For the random-by-interval condition, each stimulus
pattern (x8y,yx8,y8x,xy8) was presented a total of 180
times. To obtain measures ofds8 and dm8 that were based
on different data sets, the data for each pattern were div-
ided into two sets of 90 trials each. The 360 responses
(4 patterns390 trials) from the even-numbered blocks
formed one set and those from the odd-numbered blocks
formed the other. Each set, such as the one in Fig. 2, was
used to calculate bothds8 anddm8 . Thusds8 obtained from the
even-numbered trials could be compared todm8 obtained
from the odd-numbered trials, and the reverse. Note that Fig.
2 shows the data from only one of the two sets of responses;
a complete figure for one masker pair~x and y! would in-
clude three parallel matrices containing the other data set.
When there were ten masker samples, five such pairs of ma-
trices were produced.

For the random-by-trial and fixed conditions, the two
possible stimulus patterns (x8x and xx8) were each pre-
sented a total of 180 times. Thusds8 was calculated from a
total of 360 trials. No measure ofdm8 was necessary or pos-
sible.

FIG. 2. Top: A representative stimulus-response matrix from a single fixed
pair of masker samples in the random-by-interval condition.Middle: The
submatrix used to derive the listener’s sensitivity to the signal,ds8 , indepen-
dent of any bias toward or against the masker sample.Bottom: The subma-
trix used to derive the listener’s preference to select an interval based on the
presence of a particular masker sample,dm8 , independent of the presence of
the signal. A negatived8 resulting from this calculation merely indicated
that the listener favored masker sampley rather than masker samplex. All
values ofdm8 are reported as positive values. See text for details on all three
matrices.
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For the two random conditions, the signal was presented
at four different levels denoted210, 0, 110, and120 dB.
For the fixed condition, the signal levels were chosen spe-
cifically for each listener, but typically included the values 0,
25, 210, and220 dB. These levels are all expressed rela-
tive to the signal level at threshold obtained for each listener,
number of masker samples, and particular sample in the
random-by-trial condition in experiment 1. The signal levels
were defined relative to the adaptive random-by-trial thresh-
olds so that the levels used would produce a reasonable
range ofd8 values for each masker sample in each condition,
despite the large differences in the amounts of masking pro-
duced by each masker individually. Breaks were provided
after every 60 trials. Data were collected in three-block sets
in each condition in the order:~1! random-by-interval,~2!
random-by-trial,~3! random-by-interval,~4! fixed. The sec-
ond phase of data collection in the random-by-interval con-
dition was added when it was realized that more trials were
needed to have independent estimates ofds8 anddm8 .

C. Results and discussion

1. Masker bias

The d8 values measured in the random-by-interval con-
dition are plotted in Fig. 3 for each listener~columns! and
each masker-set size~rows!. The even- and odd-numbered
trials produced similar estimates ofds8 , and of dm8 , and
therefore were averaged, yielding one estimate ofds8 and one
of dm8 at each signal level for each pair of masker samples.
Each panel shows the values ofds8 anddm8 averaged over the
sample pairs tested for each set size.1 For example, each
point in the top row of panels represents the mean of five
estimates ofd8, one estimate for each of the five pairs of

masker samples, and each point in the bottom row represents
one estimate ofd8 from the single pair of masker samples
tested.

For all listeners, as expected,ds8 ~filled squares! in-
creased from near 0 to above 1 as the signal level was in-
creased from210 to 120 dB. In contrast, for three of the
four listeners~all but SC!, dm8 ~open squares! frequently de-
creased from around 1 to 0 as the signal level was increased
over the same range. Thus, at low signal levels, the majority
of listeners made their responses based more on the presence
of a particular masker sample than on the presence of the
signal. Individual listeners consistently favored the same
sample of a pair regardless of the masker-set size, but the
favored sample often differed across listeners. When only
one sample of the masker pair had masking components
lower than the signal frequency, listeners JF, WD, and TB all
favored that sample~B over A, F over E!, but those same
three listeners differed in their preferences for the remaining
samples. The magnitude ofdm8 at the signal level of210 dB
did not differ systematically across the masker pairs. For
listener SC,dm8 was essentially constant at about 0 at all
signal levels, indicating that his responses were influenced
almost entirely by the presence of the signal.

In 77% of the cases where there was a bias~24 of 31
instances!, threshold in the fixed condition was higher for the
favored than for the unfavored masker sample. Likewise, in
78% of the cases where the adaptive random-by-interval
threshold was lower than the adaptive random-by-trial or
fixed threshold~25 of 32 instances in Fig. 1!, threshold in the
fixed condition was higher for that masker sample than for
the other sample in the pair. Thus listeners tended to favor
the more effective masker when they had difficulty hearing

FIG. 3. Individual psychometric functions~columns!
for ds8 ~filled squares! anddm8 ~open squares! averaged
across the sample pairs tested for each set size~rows!.
The abscissa shows the signal level relative to the adap-
tively measured random-by-trial threshold.
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the signal. Threshold in fixed conditions is traditionally
thought to be proportional to the amount of masker energy
contained in the peripheral auditory filter centered on the
signal frequency. Perhaps the listeners who were susceptible
to masker bias tended to favor the maskers with the higher
fixed thresholds, because those maskers, with their extra en-
ergy near the signal frequency, sounded more like they con-
tained the signal. It is possible that the three listeners who
showed masker bias made their judgments on such a timbral
aspect of the stimulus, while the remaining unbiased listener
focused on the signal frequency. This interpretation is in ac-
cord with the reports of Neff and her colleagues that indi-
vidual listeners adopt either holistic or analytic listening
strategies when faced with masker uncertainty~Neff et al.,
1993; Neff and Dethlefs, 1995!.

These masker-bias results show that when the detection
task is difficult due to uncertainty, listeners essentially
change the task. Here, rather than responding randomly
when the signal was difficult to detect, listeners instead re-
sponded systematically to particular masker samples. While
that result might be attributed to the signal-like qualities of
some masker samples, there are data showing response bias
even when the randomized variable had no signal-like char-
acteristics. For example, Lee~1994! asked listeners to indi-
cate which of two observation intervals contained the higher
rate of sinusoidal amplitude modulation of a tonal carrier.
When she randomly presented two different carrier frequen-
cies on the two intervals of a trial, one of her two listeners
consistently selected as signal the interval with the higher-
frequency carrier. We also have preliminary results from lis-
teners who were asked to detect the longer of two temporal
intervals each marked by two brief tones. When we ran-

domly marked the temporal intervals by low-frequency tones
in one observation interval and high-frequency tones in the
other, listeners responded systematically to the tone fre-
quency rather than to the longer temporal interval. Particular
tonal frequencies do not inherently sound more signal-like
when the signal is a higher modulation rate or longer tempo-
ral interval. Thus listeners appear to adopt the task of impos-
ing order on the randomized variable when the assigned task
becomes difficult.

2. Psychometric functions

Figure 4 is plotted in the same manner as Fig. 3, but
shows the mean psychometric functions fords8 for the fixed
~filled triangles; top row only!, random-by-trial ~open
circles!, and random-by-interval~filled squares! conditions.1

To derive the signal levels that corresponded to 79% correct
detections from each of the psychometric functions that went
into the mean functions in Fig. 4, the data for each function
(ds8 versus signal level in dB! were fitted with a least-squares
straight line from which the slope and intercept of the func-
tion was determined. Inspection of individual functions
showed that a linear fit was acceptable for estimating the
relative steepness of the functions.

Table II lists the mean slopes of the psychometric func-
tions in the three conditions calculated across the masker
samples in each masker set. Results are shown for the indi-
vidual listeners and their mean. The slope of the psychomet-
ric functions was generally steepest in the random-by-trial
condition, intermediate in the fixed condition, and shallowest
in the random-by-interval condition. The mean psychometric
slope was~1! steeper in the random-by-trial than the random-

FIG. 4. As in Fig. 3, but fords8 in the fixed ~filled
triangles!, random-by-trial~open circles!, and random-
by-interval ~filled squares! conditions.
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by-interval condition for every set size, and in 11 of the 16
individual cases,~2! steeper in the random-by-trial than the
fixed condition for every set size and for 10 of the 16 indi-
vidual cases, and~3! steeper in the fixed than the random-
by-interval condition for all but the set size of 2, and in 11 of
the 16 individual cases. Using molar psychophysics, Neff
and Callaghan~1987! measured the slopes of psychometric
functions ind8/dB units with stimuli and conditions similar
to those tested here. The mean slopes of their four listeners
were in the same general range as the present report at 0.088
in the random-by-trial condition~termed ‘‘fixed’’ by them!
and 0.095 in the random-by-interval condition~termed ‘‘ran-
dom’’ by them!. Two of their four listeners had steeper
slopes in the random-by-trial than the random-by-interval
condition. They did not report results for the fixed condition.
Differences in the psychometric slope across conditions are
usually thought to indicate that different internal nonlinear
transformations of the stimulus scale occur either at periph-
eral or central sites in each condition~Egan, 1965; Laming,
1986; Saberi and Green, 1997!. Such nonlinearities may be
modeled as a power-law transformation of the stimulus scale.
On a logarithmic scale, the exponent becomes the constant of
proportionality, i.e., the slope. Laming has described psycho-
metric slopes from one to eight for visual and auditory tasks
~see also Egan, 1965; Dai, 1995; Saberi and Green, 1997!.

The actual signal SPL estimated to yield 79% correct
detections was calculated by determining the relative signal
level that corresponded to ads8 of 1.15 ~79% correct! from

the fitted functions and then adding that value to the appro-
priate random-by-trial threshold measured adaptively. This
was a straightforward process for the fixed and random-by-
trial conditions, for which there were separate adaptive
thresholds for each masker sample. For the random-by-
interval condition, however, the calculation of the actual sig-
nal SPL was complicated by the fact that each pair of masker
samples produced only oneds8 psychometric function. The
actual signal SPL used in that condition was calculated by
adding the single 79% correct value from theds8 function
separately to each of the two adaptive threshold values of the
two maskers in the pair. This calculation assumes that the
signal threshold in each of the maskers in a pair would have
been increased by the same amount due to random-by-
interval uncertainty had it been possible to measure each one
independently.2 It is doubtful that this assumption is strictly
true. However, the results obtained with it are orderly and
seem more reasonable than the adaptive measurements of the
influence of random-by-interval uncertainty shown in Fig. 1,
for which no correction for bias was applied.

Figure 5 is plotted in the same manner as Fig. 1, but
shows the results obtained from the actual signal SPLs for
79% correct detections derived from theds8 psychometric
functions.1 These results are free of the influence of masker
bias. In contrast to the mean difference scores calculated
from the adaptive thresholds shown in Fig. 1, the mean dif-
ferences between the random-by-interval and fixed condition
~right column! were consistently larger than those between
the random-by-trial and fixed condition~left column!. Thus
uncertainty about which masker was to be presented im-
paired performance, and the magnitude of that impairment
was greater in the random-by-interval than the random-by-
trial condition.

3. Size of the masker set

Figure 6 shows the mean effect of random-by-trial~open
squares! and random-by-interval~filled squares! uncertainty
as a function of the number of different masker samples pre-
sented in each test. Each point represents the mean difference
score calculated across all of the samples tested for each set
size in Fig. 5.1 Thus the left-most points are based on differ-
ence scores from two samples and the right-most points from
ten samples. The error bars indicate6 one standard error of
the mean. Note that because the psychometric slopes some-
times differed among the fixed and random conditions~Table
II !, the calculated magnitudes of the uncertainty effects de-
pends on the percent-correct level chosen for examination.

Two aspects of these data deserve notice. First, perfor-
mance was clearly degraded with only two samples for
random-by-interval uncertainty, and four samples for
random-by-trial uncertainty. The demonstration of clear ef-
fects of uncertainty with only a few masker samples shows
that listeners are very susceptible to the influence of masker
uncertainty, and presumably to other forms of uncertainty as
well. This susceptibility provides additional support for the
idea that everyday situations are better represented by con-
ditions with than without uncertainty. It also shows the fea-
sibility of quasimolecular investigations of the stimulus char-
acteristics that lead to large or small uncertainty effects.

TABLE II. Mean slopes of the psychometric functions in the three condi-
tions calculated across all of the masker samples~n! in each masker set. The
individual listener means, and the grand mean and6 one standard error of
the mean, are listed.

Condition

n Listener Fixed Random-by-trial Random-by-interval

JF 0.048 0.053 0.042
WD 0.062 0.086 0.057

10 TB 0.146 0.101 0.067
SC 0.109 0.141 0.108
Mean 0.091 0.095 0.069
se ~0.004! ~0.004! ~0.004!

JF 0.050 0.045 0.045
WD 0.062 0.131 0.060

6 TB 0.148 0.092 0.093
SC 0.115 0.165 0.117
Mean 0.094 0.108 0.079
se ~0.006! ~0.006! ~0.003!

JF 0.048 0.045 0.043
WD 0.068 0.131 0.062

4 TB 0.155 0.118 0.095
SC 0.117 0.177 0.153
Mean 0.097 0.117 0.088
se ~0.008! ~0.004! ~0.002!

JF 0.048 0.050 0.063
WD 0.068 0.156 0.104

2 TB 0.129 0.090 0.099
SC 0.095 0.119 0.135
Mean 0.085 0.104 0.100
se ~0.006! ~0.000! ~0.000!
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Second, the mean detrimental influence of random-by-
trial uncertainty grew by about 7 dB, and that of random-by-
interval uncertainty by about 11 dB, as the size of the masker
set was increased from two to ten. The difference in the rate
of growth between the two types of uncertainty was due
almost exclusively to performance with a set size of two. For
set sizes of four and greater, random-by-interval uncertainty
was consistently about 9 dB greater than random-by-trial un-
certainty. For both types of uncertainty, the mean growth
reached a plateau for set sizes of four and six, but increased
again for the set size of ten. The magnitude and form of this
growth should be interpreted with caution, because only
samples A and B were tested with the smallest set size.
When only those samples were included in the analysis, both
types of uncertainty grew by about 8 dB, with the same
pattern as for the whole data set, as the set size was increased

from two to ten. Though based on a limited set of masker
samples, the roughly parallel increase in the two types of
uncertainty with set size suggests that listeners may use the
same detection strategy less successfully, or less efficiently,
in the random-by-interval than the random-by-trial condition.

For comparison, the mean adaptive estimates of random-
by-trial uncertainty were on average 1 dB larger than the
constant-stimuli estimates. For set sizes of two, four, six, and
ten, the adaptive values were 3, 6, 7, and 9 dB, and the
constant-stimuli values 1, 5, 5, and 9 dB. The mean adaptive
estimates of random-by-interval uncertainty were on average
4 dB smaller than the constant-stimuli estimates. For set
sizes of two, four, six, and ten, the adaptive values were 5,
10, 8, and 13 dB, and the constant-stimuli values 7, 14, 13,
and 18 dB. To the extent that the mean of quasimolecular
adaptive estimates corresponds to molar measurements in
other experiments, the present results indicate that molar and
molecular estimates are similar for random-by-trial uncer-
tainty, but that molar analyses may underestimate the influ-
ence of random-by-interval uncertainty.

4. Sample-specific influence of masker uncertainty

The influence of uncertainty differed among the masker
samples. As shown in Fig. 5, when the set size was ten, the
mean influence of random-by-trial uncertainty ranged from
21 dB ~sample I! to 14 dB ~sample G! and the mean influ-
ence of random-by-interval uncertainty ranged from 12 dB
~sample C! to 27 dB~sample J!. The mean magnitude of the
uncertainty effect for each masker sample showed a Spear-
man rank correlation ofr s50.65 (p,0.05) between the two
types of uncertainty. Thus the effects of the two types of
uncertainty tended to be both large, or both small, for the
same masker samples.

FIG. 5. Parallel to Fig. 1, but the values were derived
from theds8 psychometric functions, thereby removing
the influence of masker bias from the threshold esti-
mates in the random-by-interval condition. Note that
the ordinate range in the floating panel is greater than in
Fig. 1.

FIG. 6. The mean effect of random-by-trial~open squares! and random-by-
interval ~filled squares! uncertainty as a function of the number of different
masker samples presented in each test. Each point represents the mean dif-
ference score calculated across all of the samples tested for each set size in
Fig. 5. The error bars indicate6 one standard error of the mean.
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There were significant Spearman rank correlations be-
tween the mean magnitude of the random-by-interval uncer-
tainty effect and the frequency difference between the near-
est masker components below and above the signal
frequency (r s50.65, p,0.05, two-tailed test!, and between
the adaptive measure of random-by-trial uncertainty and that
same frequency difference (r s50.64,p,0.05):3 The smaller
the frequency difference, the greater the uncertainty effect.
Both random-by-interval (r s50.55, p,0.10) and adaptive
random-by-trial (r s50.81, p,0.05) uncertainty were also
significantly correlated with the frequency distance to the
masking component nearest to the signal frequency~but not
with the frequency distance to the nearest component exclu-
sively above or below the signal frequency!: The closer the
nearest component, the greater the uncertainty effect. Other
reports have also associated masking components close to
the signal frequency with the production of uncertainty ef-
fects ~Neff and Callaghan, 1987; Lutfi and Doherty, 1994!.
One interpretation of these relationships is that listeners use a
narrow attentional filter matched to a single peripheral filter
in the fixed condition, but use a wider attentional filter whose
output represents the sum of the outputs of multiple separate
peripheral filters in the random conditions~Lutfi, 1993; Neff
et al., 1993!. The increase in the bandwidth of the attentional
filter would lead to an increase in signal threshold. As ob-
served, this threshold increase would be greatest when the
frequency separation of the masking components closest to
the signal frequency was small.

5. Individual differences

Finally, there were systematic differences in the perfor-
mance patterns across individual listeners. For example, lis-
tener JF, who had the largest uncertainty effect in 70% of the
cases in Fig. 5~squares!, also showed the highest threshold
in every fixed condition in Fig. 5~squares!, the shallowest
mean psychometric function in every case~Table II!, and the
most masker bias~her averagedm8 across set sizes at210 dB
from Fig. 3 was 0.99, compared to 0.76 for WD, 0.93 for TB,
and 0.30 for SC!. In contrast, listener SC, who had or tied for
the smallest uncertainty effect in 59% of the cases in Fig. 5
~inverted triangles!, also showed the steepest mean psycho-
metric functions in 58% of all the cases and 88% of the
random cases in Table II, and the least masker bias~right
column of Fig. 3!.

Using molar psychophysics, Neff and her colleagues
have reported remarkably large threshold differences across
listeners in random-masker conditions~Neff et al., 1993;
Neff and Dethlefs, 1995!. Using quasimolecular psychophys-
ics, the present listeners show similarly marked threshold
differences in the random-masker conditions, but also show
large threshold differences in the fixed condition~see float-
ing panels in Figs. 1 and 5!. The threshold differences in the
fixed condition are important because with the quasimolecu-
lar approach the uncertainty effect is measured by subtract-
ing threshold in the fixed- from that in the random-masker
condition. This analysis reveals that the actual uncertainty
effect is sometimes different from that apparently indicated

by the threshold in the random-masker condition. For ex-
ample, listener WD, who had the largest or second largest
uncertainty effect in 89% of the cases in Fig. 5~circles! had
the lowest threshold in 70% of the fixed conditions~Fig. 5;
circles!. Therefore, her actual thresholds in the random-
masker conditions~fixed threshold plus the difference thresh-
old plotted in Fig. 5! were much lower, on average by 26 dB,
than those of listener JF. The actual thresholds of WD in the
random-masker conditions thus give the mistaken impression
that she was not influenced much by uncertainty.

III. SUMMARY

A quasimolecular psychophysical approach was used to
investigate how uncertainty about the frequency content of a
ten-tone masker sample affected the ability to detect a
1000-Hz signal. The masker sample was either fixed
throughout a block of two-interval forced-choice trials~fixed
condition! or was randomized across~random-by-trial condi-
tion! or within ~random-by-interval condition! trials. The re-
sults showed the following.

~1! Masker bias:When the signal level was low and differ-
ent masker samples were presented on the two observa-
tion intervals of a trial, listeners often based their re-
sponses more on the presence of a particular masker
sample than on the presence of the signal~Fig. 3!. Signal
threshold in the fixed condition was higher in the favored
than than the unfavored sample in the majority of cases.
Adaptively measured signal thresholds in the random-
by-interval condition were clearly skewed by this bias
~Fig. 1!. A method was described by which masker bias
can be identified and separated from sensitivity to the
signal ~Fig. 2!.

~2! Psychometric functions:Psychometric functions mea-
sured with the same masker sample were generally
steepest in the random-by-trial condition, intermediate in
the fixed condition, and shallowest in the random-by-
interval condition~Fig. 4, Table II!.

~3! Size of the masker set:Performance was clearly de-
graded with only two masker samples for random-by-
interval uncertainty and four samples for random-by-trial
uncertainty. As the size of the masker set was increased
from two to ten, the mean magnitude of the effect of
both types of uncertainty grew in parallel by an average
of 9 dB ~Fig. 6!.

~4! Sample-specific influence of masker uncertainty:The
magnitudes of both types of uncertainty effects varied by
15 dB across individual masker samples. Signal detec-
tion was most affected by both types of masker uncer-
tainty in samples that had frequency components close to
the signal frequency.

~5! Individual differences:There were systematic differ-
ences in the performance patterns across individual lis-
teners. The two listeners who were the most and least
affected by both types of masker uncertainty also
showed, respectively, the shallowest and steepest psy-
chometric functions, and the most and least masker bias.
Threshold in the random-masker conditions did not reli-
ably reflect which listeners were most influenced by
uncertainty.
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1The data of listener JF in the random-by-interval condition for masker
samples E and F collected with a set size of six are omitted from the mean
values reported for her in Figs. 3 and 4. That is because the psychometric
function fitted to her data for those samples did not yield a signal level for
79% correct detections that was between2100 and1100 dB. To include
her data in the grand means in Figs. 5 and 6 and Table II, the average
difference across samples between the magnitudes of her random-by-
interval uncertainty effects~Figs. 5 and 6! and her psychometric slopes
~Table II! whenn510 andn56 was calculated. That value was then sub-
tracted from her uncertainty effect for samples E and F whenn510 and
used as the estimate of her performance for those samples whenn56.

2A single-interval method would not necessarily solve this problem. At first
glance it may appear that the hit rate in a single-interval task could be
considered the sensitivity to the signal and the false-alarm rate the masker
bias. However, sensitivity to the signal (ds8) in a single-interval task is
calculated from both the hit and false-alarm rates. Furthermore, it would be
difficult to determine the proportion of hits made due to the presence of the
signal versus those made due to a bias toward the masker, or the proportion
of false alarms made due to the tendency to say ‘‘signal’’ versus those
made due to a bias toward the masker.

3For masker samples A and E that had no components below the signal
frequency, the frequency difference was calculated as the frequency of the
nearest component above the signal frequency~minus zero!.
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The effects of signal duration on NoSo and NoSp thresholds
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A two-interval, two-alternative temporal forced-choice procedure was used to measure NoSo and
NoSp masked thresholds with 500-Hz and 4-kHz tonal signals. The duration of the signal was either
10, 20, 40, or 320 ms. The maskers were 200-Hz-wide bands of Gaussian noise centered at the
frequency of the signal and presented continuously. Decreasing the duration of the 500-Hz tonal
signal resulted in a modestincrease~1.5 dB or so! in the masking-level difference~MLD ! measured
between NoSo and NoSp conditions. In contrast, decreasing the duration of the 4-kHz tonal signal
resulted in a substantialdecrease~4.5 dB or so! in the MLD. Comparisons of the data with
thresholds predicted from analyses based on ‘‘windows of temporal integration’’ provided
quantitatively acceptable accounts of the data. The data obtained in the NoSp condition at 4 kHz,
which are novel and were of primary interest, were well-accounted for in a statistical sense.
However, there were small, but systematic, discrepancies between the predictions and the data.
Those discrepancies, although small in magnitude, suggest that binaural temporal integration at high
frequencies, where the envelopes of the stimuli convey the information, may be inherently different
from both monaural temporal integration and binaural temporal integration at low frequencies.
© 1999 Acoustical Society of America.@S0001-4966~99!05203-0#

PACS numbers: 43.66.Dc, 43.66.Pn@DWG#

INTRODUCTION

In 1958, Blodgettet al. reported thresholds for detection
of a 500-Hz tonal signal, masked by continuous broadband
noise, as a function of the duration of the signal. The design
of their study allowed them to determine whether differential
changes in performance occur between stimulus conditions
in which detection is mediated by binaural cues~e.g., NoSp,
NpSo! and stimulus conditions in which detection is medi-
ated by monaural cues~e.g., NoSo, NmSm!. Their principal
finding was that reducing the duration of the signal below
15–20 ms or so produced slightly larger increases in thresh-
old for the ‘‘monaural’’ conditions than for the ‘‘binaural’’
conditions. Green~1966! obtained a similar result using a
broadband masker and a signal frequency of 250 Hz in that
the MLD was larger for a 10-ms-long signal than for a 100-
ms-long signal. Both Blodgettet al.and Green noted that the
larger MLDs obtained at the shorter durations of the signal
are consistent with the assumption that the ‘‘critical band’’
that is operative for binaural conditions is somewhat broader
than that which is operative for monaural conditions. This
interpretation was, no doubt, related to the fact that their
stimuli were gated on and off with rise/decay times of only
0.5 ms. For such stimuli of very short duration, relatively
less signal energy would be lost as a result of spectral ‘‘splat-
ter’’ in the binaural conditions if the critical band were
broader. As a consequence, the binaural ‘‘temporal integra-
tion’’ functions would be slightly more ‘‘shallow’’ as com-
pared to their monaural counterparts.

Data obtained more recently by Kohlrausch~1986,
1990!, who employed signal frequencies between 300 and
800 Hz, essentially replicated Blodgettet al.’s empirical
findings and showed virtually the same differential effects of

duration discussed above. Kohlrausch minimized spectral
splatter by imposing 5-ms, linear rise/decay ramps on his
shortest stimuli, which had a duration of 20 ms. Therefore,
we interpret Kohlrausch’s data as indicating that Blodgett
et al.’s findings may not have been the result of differing
spectral resolution across monaural and binaural processing.
Rather, the observed differences may reflect differing tempo-
ral properties, rather than differing spectral properties, of the
monaural and binaural systems~see Kohlrausch, 1990; Lang-
hans and Kohlrausch, 1992!.

We were especially interested in conducting similar ex-
periments utilizing high-frequency signals in the NoSp con-
figuration. A comparison of such data collected at low and
high frequencies would indicate whether temporal integra-
tion in binaural conditions differs for spectral regions where
the salient binaural information is mediated by theenvelope
~for high signal frequencies! or by the full waveform includ-
ing the fine structure~for low signal frequencies!. In order to
address these issues, we conducted an experiment in which
we measured NoSo and NoSp detection thresholds, as a
function of the duration of the signal, for either low-
frequency~500 Hz! or high-frequency~4 kHz! tonal signals
masked by continuous narrow bands of Gaussian noise. In
order to avoid spectral splatter, our gated signals and con-
tinuous maskers were identically filtered. When the fre-
quency of the signal was 500 Hz, we were able to replicate
Blodgett et al.’s ~1958! and Kohlrausch’s~1990! general
findings. However, when the frequency of the signal was 4
kHz, we obtainedsteepertemporal integration functions in
NoSp as compared to NoSo conditions. This is theopposite
of what was observed for these two conditions at 500 Hz.
This interaction, between the effects of signal frequency and
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monaural versus binaural processing, suggests that differ-
ences in temporal integration data obtained in NoSo vs
NoSp stimulus conditions cannot be explained by appealing
to any single factor or mechanism.

I. EXPERIMENT

A. Procedure

We measured NoSo and NoSp detection thresholds for
500-Hz or 4-kHz tones masked by 200-Hz-wide bands of
Gaussian noise centered at the frequency of the signal. The
noise maskers were generated by digitally filtering broad-
band Gaussian noise~TDT AP2! through a 480-tap finite
impulse response~FIR! filter ~TDT PD1! of the desired cen-
ter frequency and bandwidth. This resulted in bands of noise
having rejection rates in excess of 1700 dB/oct. The maskers
were presented continuously at an overall level of 70 dB
SPL. The tonal signals were also generated digitally, rectan-
gularly gated, and passed through the same 200-Hz-wide FIR
filter used to generate the maskers. This resulted in tonal
signals which had 5-ms rise–decay ramps and equivalent
rectangular durations of 10, 20, 40, and 320 ms.

A bandwidth of 200 Hz was chosen for the filter,
through which all stimuli passed, because that bandwidth
was~1! wide enough to pass all of the energy associated with
our shortest duration~10 ms! signal, ~2! narrow enough to
yield a substantial MLD for a tonal signal having a fre-
quency of 4 kHz, and~3! not much larger than the processing
or critical bandwidth at 500 Hz. Our intent for including the
third constraint was to guard against appreciable ‘‘internal’’
losses of signal energy stemming from the greater splatter of
signal energy that would have occurred had a larger filtering
bandwidth been employed~recall that the masker and signal
were passed through the same bandpass filter!. When the
data are presented, it will be shown that this condition was
fulfilled.

The stimuli were presented in a two-interval, two-
alternative temporal forced-choice procedure. Each trial con-
sisted of a 500-ms warning interval and two observation in-
tervals. A visual display on a computer monitor marked each
interval, began 20 ms prior to when the signal could occur,
and remained on for the duration of the signal in that block
of trials. Observation intervals were separated by 450 ms.
The tonal signal was presented with equala priori probabil-
ity in either the first or second interval. Correct-answer feed-
back was provided via the computer monitor for approxi-
mately 400 ms after the listener responded.

For each listener, four- to seven-point psychometric
functions were measured for each combination of signal fre-
quency, interaural configuration, and duration. Values of
signal-to-noise ratio~S/N! were chosen to ‘‘bracket’’ ad8
value of 0.76~approximately equal to 71% correct!. A mini-
mum of two 80-trial blocks was run for each value of S/N.
Values ofd8 obtained for each S/N were averaged to yield a
‘‘final’’ psychometric function representing performance for
that particular condition and listener. Psychometric functions
were fit using the functional form logd85logm
1k log (S/N) to provide an estimate of threshold (d8
50.76).

Testing began with the NoSp condition at 4 kHz. One of
the four signal durations~10, 20, 40, or 320 ms! was chosen
at random and, for that signal duration, one 80-trial block
was completed for each of the four to seven values of S/N to
be used to construct the psychometric function. The values
of S/N were also chosen in random order. After one 80-trial
block was completed at each S/N, a second 80-trial block
was completed at each S/N using a new random order. This
process was repeated with another signal duration until all
four durations had been tested in this manner. This same
process was carried out for the NoSo condition at 4 kHz,
followed by the NoSo and NoSp conditions at 500 Hz, re-
spectively. Finally, for two of the listeners, all four condi-
tions were visited in reverse order yielding 320 trials (80
34) per point for each psychometric function measured. The
third listener was unable to participate in this further testing,
and his psychometric functions were based on 160 trials per
point. On rare occasions, it was necessary to test additional
values of S/N when it became apparent that the final psycho-
metric function would not bracket ad8 of 0.76.

Stimuli were presented via TDH-39 earphones to three
young adults with no evidence or history of hearing loss.
During the experiments, the listeners were seated within
single-walled IAC sound-attenuating booths. All listeners re-
ceived extensive practice prior to the collection of data.

B. Results and discussion

Figure 1 displays the mean detection thresholds obtained
as a function of signal duration, averaged across the three
listeners. The error bars represent61 standard error of the
mean. The thresholds obtained in the NoSo and NoSp con-
ditions for the 500-Hz and 4-kHz signals are plotted in pan-
els ~a! and ~b!, respectively. The dashed, dotted, and solid
lines represent predicted thresholds and will be discussed
later. The inset in each panel displays the masking-level dif-
ference~MLD ! obtained as a function of the duration of the
signal. As expected, the thresholds obtained with the 500-Hz
signal@panel~a!# increased as the duration of the signal was
decreased from 320 to 10 ms. Linear regression analyses
indicated that the slope of the line relating S/N at threshold
to signal duration was29.6 dB/decade for the NoSo condi-
tion, and28.5 dB/decade for the NoSp condition. As indi-
cated in the inset, this difference in slope resulted in about a
1.5-dB increasein the MLD when the signal duration was
reduced from 320 to 10 ms.

These findings,considered only in terms of the overall
change in the MLDthat occurred as the duration of the signal
was decreased, are similar to those reported by Blodgett
et al. ~1958!. However, thepatterning of our data differs
from the patterning of the data obtained in these earlier stud-
ies. Those investigators, who employed a broadband masker,
obtained increases in the MLD only when the duration of the
signal was less than 15–20 ms or so. The increases in the
MLD they observed were the result of a relative ‘‘steepen-
ing’’ of the slope relating threshold to signal duration for the
NoSo configuration, in comparison to the slope relating
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threshold to signal duration for the NoSp configuration. In
contrast, our data indicate that the MLD increased at an es-
sentially constant rate as the duration of the signal was de-
creased.

The essentially linear increase in the MLD we observed
as the duration of the signal was decreased does not appear
to be amenable to explanations based on loss of signal en-
ergy resulting from spectral splatter in the NoSo condition.
This is because the MLD increased even when the duration
of the signal was decreased from 320 to 40 ms. In order for
there to have been any appreciable loss of signal energy
~which was confined to a 200-Hz band centered at 500 Hz!,
the width of the monaural critical band would have to be less
than 25 Hz~the reciprocal of the 40-ms duration of the sig-
nal!. Clearly, this is not the case.

This is not to say that spectral splatter could not have
affected the MLD obtained with our 10-ms signal. For that
duration, loss of energy resulting from spectral splatter
would occur if the monaural critical band at 500 Hz were
appreciably smaller than 100 Hz. Then, consistent with
Blodgett et al.’s ~1958! argument, the MLD would be ex-
pected to increase if thebinaural critical band were larger
than 100 Hz. However, some recent investigations~e.g.,
Kohlrausch, 1988; Kollmeier and Holube, 1992; van der
Heijden and Trahiotis, 1998; Holubeet al., 1998! indicate

that the width of the critical band that is operative at 500 Hz
for both monaural and binaural processing conditions is
about 80 to 150 Hz wide. The data in panel~a! indicate no
local relative increase in NoSo thresholds for the shortest
signal durations. Therefore, they are consistent with the no-
tion that there is but one size of underlying critical band-
width mediating the processing of stimuli presented in NoSo
and NoSp conditions. Thus, rather than the differential ef-
fects of duration being mediated in an indirect fashion by
spectral factors, our data appear to be consistent with there
being differences intemporalprocessing,per se. This con-
clusion echoes arguments made recently by Kohlrausch
~1990!, who also emphasized the essential equivalence of
monaural and binaural critical bandwidths while discussing
data concerning binaural temporal integration.

Perhaps the differences between Blodgettet al.’s ~1958!
data and ours are somehow related to the fact that they em-
ployed a broadband masking noise whereas we~1! employed
a narrow-band masking noise, and~2! gated the signal
through the same filter used to produce the masker. Indepen-
dent of the differences in the bandwidth of the stimuli in the
two investigations, it seems worthwhile to note that off-
frequency listening wasnot a factor in either experiment.
This is so because~1! Blodgett et al.’s use of a broadband
masker would only have resulted in poorer signal-to-noise
ratios in off-frequency ‘‘channels,’’ and~2! the spectra of
our signals were limited to the nominal bandwidth of our
maskers. These two experiments, therefore, are distinct from
and should be carefully differentiated from related experi-
ments reported by Wightman~1971!. Wightman employed
stimuli which were explicitly chosen to evaluate the inter-
play of spectral splatter and off-frequency listening under
monaural- and binaural-processing conditions.

The data obtained at 4 kHz@panel~b!# are quite different
from those obtained at 500 Hz. While both NoSo and NoSp
thresholds increased as the duration of the signal was de-
creased, linear regression analyses indicated that the slope of
the line relating S/N at threshold to signal duration was27.9
dB/decade for the NoSo condition, and211.3 dB/decade for
the NoSp condition. Consequently, as shown by the inset,
the MLD decreasedby about 4.5 dB as the signal duration
was reduced from 320 to 20 ms. Overall, the striking feature
of the data in Fig. 1 is thatdecreasingthe duration of the
signal results inincreasesin the MLD at 500 Hz andde-
creasesin the MLD at 4 kHz.

Figure 2 displays the data from Fig. 1 ‘‘normalized’’ by
plotting the thresholds obtained in NoSo conditions~open
symbols! and NoSp conditions ~closed symbols! re the
thresholds obtained with a signal duration of 320 ms in that
same condition. This manner of plotting the data makes it
apparent that~1! thresholds in the NoSo condition increase
more slowly with decreases in duration of the signal for
4-kHz tones than for 500-Hz tones, and~2! thresholds in the
NoSp condition increase morequicklywith decreases in du-
ration of the signal for 4-kHz tones than for 500-Hz tones.
As a consequence, the differential changes in the magnitudes
of the MLDs that occur as the duration of the signals is
decreased for 500-Hz vs 4-kHz tones appear to result from
factors affectingboth monaural and binaural processing.

FIG. 1. Threshold S/N~in dB! as a function of the duration of the signal.
Open and closed symbols represent data obtained with the NoSo and NoSp
configurations, respectively, for the 500-Hz@panel ~a!# and 4-kHz @panel
~b!# tonal signals. The data points represent the average across the three
listeners. Error bars represent61 standard error of the mean. The inset
within each panel displays the masking-level difference~MLD ! obtained as
a function of the duration of the signal. The dashed, dotted, and solid lines
represent predicted thresholds derived from the analyses described in the
text.
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II. GENERAL DISCUSSION

A. Analyses of the data

1. NoSo thresholds: Integration of power

Our finding that NoSo thresholds for 4-kHz tonal signals
increased at a slower rate as the duration of the signal was
decreased, as compared to their counterparts at 500 Hz, is
consistent with other studies concerned with temporal inte-
gration when monaural cues mediate performance~e.g.,
Plomp and Bouman, 1959; Watson and Gengel, 1969!. In
fact, our NoSo thresholds at each frequency are well fit by
the form of the function suggested by Plomp and Bouman

y5210 log10~12e2t/t!,

wheret is the duration of the signal,t is the ‘‘time constant’’
andy ~in dB! is the increasein threshold relative to a signal
of infinite duration.

In order to fit our NoSo data, we used the average value
of the time constants found by Plomp and Bouman at 500 Hz
~330 ms! and 4 kHz~250 ms!, respectively. In addition, in
accordance with their findings, we assumed that 2000 ms
represented an effectively ‘‘infinite’’ duration for the integra-
tion of auditory information. Finally, we found the appropri-
ate offset in dB that minimized the least-squared error. The
fitted functions are shown in panel~a! of Fig. 1 by the dashed
lines connecting the open squares~NoSo thresholds at 500
Hz! and in panel~b! of Fig. 1 by the dashed lines connecting
the open triangles~NoSo thresholds at 4 kHz!. More than
99% of the variance in our NoSo data was accounted for by
the predicted values.

We also compared our data to those published recently
by Oxenham~1998!. He measured monaural thresholds for
detection of a 6-kHz tonal signal temporally centered within
a 500-ms masker, as a function of the duration of the signal
and the bandwidth of the masker. Plotting our data together
with Oxenham’s revealed that our thresholds paralleled those
he obtained for masker bandwidths of 300, 600, and 1200
Hz. Our data do not display the ‘‘flattening’’ of the function
relating threshold to signal duration that Oxenham observed
when he employed masking bandwidths of 120 Hz or less.
For those small bandwidths, Oxenham suggested that the de-

tection of short signals could be mediated by changes in the
‘‘modulation spectrum’’ produced by the addition of the sig-
nal to the noise. Therefore, to the extent that the slope relat-
ing threshold to signal duration is diagnostic, our data, like
the data obtained by Oxenham for his larger bandwidths, do
not appear to require consideration of the modulation spec-
trum for their interpretation. Thus, overall, it appears that the
patterning of the data obtained under NoSo conditions con-
forms well to that observed by others in prior studies. Con-
sequently, those data provide a valid reference for estimating
the masking-level difference at 500 Hz and 4 kHz.

2. NoSp thresholds: A trading relation between Dr
and duration

We now turn our attention to the data obtained in the
NoSp conditions, which are of primary interest. In order to
interpret those data, we began by assuming that the thresh-
olds obtained in this study at 500 Hz reflected a ‘‘trading’’
relation between the duration of the Sp signal and the
amount of decorrelation~Dr! of the diotic masking noise
required at threshold. That type of reciprocal relation be-
tween duration andDr was found recently by Bernstein and
Trahiotis ~1997!, who measured correlation discrimination
and NoSp detection. The earlier study differed from the
present one in that both signals and maskers were gated and
were of equal duration save for short masker ‘‘fringes’’ at
the onset and the offset of the stimuli. An important conse-
quence of employing gated signals and maskers of essen-
tially equal duration, while varying the duration of the
stimuli, is that signal-to-noise ratio is virtually unaffected by
the length of any ‘‘window of integration’’ presumed to be
involved in the processing of the stimuli. Put differently, for
the stimuli in the earlier study, regardless of the length of the
window of integration, signal-to-noise ratio would not vary
with duration.

Our first analysis of the NoSp data obtained in the
present study with acontinuousmasker was predicated on
the assumption that changes in threshold result from a trad-
ing relation betweenDr and duration~rather than from any
‘‘window-related’’ changes in signal-to-noise ratio!. Specifi-
cally, we employed the form of the function suggested by
Plomp and Bouman~1959! to relateDr to the duration of the
signal. This type of analysis is tantamount to assuming that
the listeners based their decisions exclusively on information
available during the presentation of the signal. A second,
independent analysis of the current data that does include
window-related effects will be presented later.

In order to account for the NoSp thresholds obtained
at 500 Hz, we first transformed them to measures ofDr
using the equationDr512@(12S/N)/(11S/N)# ~see
Durlachet al., 1986!, wherer refers to the normalized cor-
relation of the NoSp waveform. Then, we fit the data em-
ploying the Plomp and Bouman equation while using
10 logDr as the dependent variable. The time constant asso-
ciated with this fit was 273 ms. Transformations of the fits to
the data back to S/N~in dB! are plotted in Fig. 1 as the
dashed line connecting the solid squares. The use ofDr as
the underlying dependent variable yields an excellent fit to

FIG. 2. ‘‘Normalized’’ threshold as a function of the duration of the signal.
The thresholds obtained in the NoSo conditions~open symbols! and NoSp
conditions~closed symbols! are plotted re the thresholds obtained with a
signal duration of 320 ms in that same condition.
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the data, and accounts for more than 99% of their variation
with duration.

Accounting for the NoSp thresholds at 4 kHz turned out
to be a much more complicated~and illuminating! endeavor.
In order to fit the data in a manner parallel to that employed
at 500 Hz, thresholds, in S/N, were again transformed to
values ofDr. Now, however,Dr reflected changes in the
normalized correlation of theenvelopeof the NoSp wave-
form ~van de Par and Kohlrausch, 1995; Bernstein and Tra-
hiotis, 1996a!. This proved to be problematic. As can be seen
from the data in panel~b! of Fig. 1, the S/N required to reach
threshold in the 4-kHz, NoSp condition was near or above 0
dB for signal durations of 20 and 10 ms, respectively. This
outcome appears to be incompatible with our basic assump-
tion ~used successfully to account for 500-Hz thresholds!
that detection thresholds reflect a ‘‘trading relation’’ between
Dr and the duration of the signal. The incompatibility stems
from the fact that, for a tonal signal in Gaussian noise, the
envelope-basedDr is a nonmonotonicfunction of S/N and
Dr is maximalfor S/N in the vicinity of 0 dB~van de Par and
Kohlrausch, 1995; Bernstein and Trahiotis, 1996a!. In addi-
tion, Dr decreases monotonically and, essentially, symmetri-
cally with either increases or decreases of S/N about that
point. Because this is so, the increases in S/N above 0 dB
that were required as the duration of the signal was decreased
from 20 to 10 ms are not interpretable as increases inDr.
Therefore, given the actual S/N values required to reach
threshold as a function of duration, the assumption that the
listeners base their decisions solely on changes of interaural
correlation of the envelope that are inversely related to du-
ration is untenable.

One interpretation of this outcome is that the listeners
could have based their decisions, at least in part, on some cue
other thanDr. In fact, after noting that the NoSp thresholds
obtained with the 10- and 20-ms-long signals at 4 kHz were
only 2 dB or so below their NoSo counterparts, we realized
that the listeners’ performance in the NoSp condition may
have been mediated by acombinationof monaural and bin-
aural cues. In order to test this hypothesis, we computed the
S/N required to reach threshold, at each signal duration, un-
der the assumption that thed8 values representing detectabil-
ity under monaural (dmon8 ) and binaural (dbin8 ) conditions
combined independently to yield ‘‘dcomb8 ’’ ~i.e., dcomb8
5Admon82 1dbin82! values associated with the thresholds that we
actually measured.

For a particular duration of the signal, an iterative pro-
cess was begun by choosing a starting value of S/N. The next
step was to find the value ofdmon8 corresponding to that start-
ing value of S/N. This was accomplished by simply interpo-
lating along a psychometric function fitted to the NoSo data
from all three listeners at that duration. To illustrate the pro-
cedure, let us assume the duration of the signal to be 20 ms
and the value of S/N to be 0.2 dB, the actual threshold S/N
predicted from the procedure. By using this value, no further
iterations are necessary. The value ofdmon8 corresponding to
this S/N, obtained from the psychometric function, was 0.49.

In order to obtaindbin8 let us assume that the 7.5-dB
MLD obtained at a duration of 320 ms means that the NoSp
thresholds for that duration reflect, essentially, the use of

only binaural cues. Next, theobtainedthreshold S/N at this
duration ~214.6! is transformed to its corresponding
envelope-basedDr, which is 0.032. Then, beginning with
this value ofDr, we use temporal integration functions of the
form specified by Plomp and Bouman~1959! in order to
estimate the values ofDr that would be required to reach
threshold at the shorter signal durationsif only binaural cues
were operative. For this example, we use a time constant of
450 ms in the Plomp and Bouman equation because that
value, when used in the manner being described, yields the
best overall fit to the NoSp detection thresholds as a function
of duration.

From the temporal integration function, we find that the
Dr required to reach threshold~71% correct,d850.76! for
the 20-ms-long Sp signal serving as our exemplar is 0.38.
Consequently, our analysis reveals that if only binaural cues
were operative, aDr of 0.38 would correspond tod8
50.76.

Next, the actual envelope-basedDr produced by our
exemplar S/N of 0.2 dB, which is 0.27, is used, along with
the predictedDr and the slope of the psychometric function
relatingd8 to Dr, in order to derive thedbin8 that corresponds
to aDr of 0.27. The slope of the psychometric function used
is the slope of the empirical psychometric function relating
d8 to S/N ~Dr! at a duration of 320 ms. That is, we assume
that the slopes of the psychometric functions relatingd8 to
Dr, but not their intercepts, are independent of duration. That
assumption is made in lieu of knowledge concerning whether
and to what degree NoSp thresholds for short-duration
stimuli are ‘‘contaminated’’ by the listeners’ use of monaural
cues, which is precisely the goal of the analysis. We find that
dbin8 , for our example, is 0.58. Finally, using this value of
dbin8 and the value ofdmon8 ~0.49!, which was discussed above,
we computedcomb8 ~i.e.,Admon82 1dbin82! to be 0.76, the value of
d8 corresponding to threshold performance in our experi-
ment. No further iteration is necessary because, for purposes
of this explanation, we used the value of predicted S/N that
we knew yields our targeted level of performance (d8
50.76).

Using the illustrated approach iteratively for data ob-
tained at each duration, it was possible to estimate the degree
to which actual performance depended upon binaural cues,
monaural cues, or their combination. It is important to un-
derstand that the predicted thresholds were derived princi-
pally from relations within the empirical data. The only
‘‘free parameter’’ utilized was the Plomp and Bouman-
derived time constant used to define the ‘‘binaural’’ temporal
integration function. Thus, the Plomp and Bouman-derived
time constant was used as a means toward an end, and the
value of the time constant,per se, was not paramount.

The solid line in panel~b! of Fig. 1 represents thresholds
predicted using the combination-of-cues procedure described
above. The value of the time constant utilized was 450 ms.
Predictions made using time constants differing by a factor
of two or so resulted in predicted thresholds differing by
only about 1 dB. Therefore, the predictions are quite robust.

The predicted thresholds are close to those obtained
~solid triangles! and account for more than 94% of the vari-
ability in the data. Nevertheless, the fact that the obtained
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threshold is almost 3 dBbelow the predicted threshold at a
signal duration of 10 ms, in our judgment, is important and
casts doubt on the adequacy of the underlying assumptions.1

In an effort to improve the fit to the NoSp thresholds at
4 kHz, we explored several modifications of the manner by
which predictions were made. They included~1! relaxing the
assumption thatdmon8 anddbin8 add independently by making
predictions while varying their angle of vectorial addition,
~2! recomputing values ofDr after subjecting the stimuli to
half-wave, square-law rectification and low-pass filtering
~Bernstein and Trahiotis, 1996b!, and~3! recomputing values
of Dr after adding interaurally uncorrelated noise which
served to change the shape of the function relating S/N to
Dr. None of these modifications removed the overestimation
of NoSp thresholds for the 10-ms-long signal. Therefore, at
this time, we are unable to account satisfactorily for the data
obtained at 4 kHz in the NoSp condition under the general
assumptions that~1! listeners base their decisions onDr
computed during the presentation of the signal,~2! there ex-
ists a ‘‘trading relation’’ betweenDr and the duration of the
signal, and~3! performance is mediated by a combination of
binaural and monaural cues.2

3. NoSo and NoS p thresholds: A fixed-duration
temporal window

A second, independent analysis of the data was under-
taken in an attempt to provide a better account of the data.
The purpose of this analysis was to determine whether all of
the thresholds could be accounted for by assuming that the
listeners process the stimuli while utilizing a temporal win-
dow of suitable andfixed duration. Under this assumption,
the increases in threshold that occur as the duration of the
signal is decreased stem from inherent decreases in signal-
to-noise ratio that result from integrating masker power be-
fore and after the presentation of the signal.3

Our strategy was to determine how well the data could
be fit without utilizing complicated functions having several
parameters. Thus, we attempted to account for the data with
a double-sided, symmetric, exponential temporal window.
We found that more than 99% of the variance in the data
obtained in the NoSo conditions was accounted for by an
exponential window a having a time constant of 494 ms for
the thresholds obtained at 500 Hz, and by an exponential
window having a time constant of 103 ms for the NoSo
thresholds obtained at 4 kHz. Those predicted thresholds are
represented in Fig. 1 by the dotted lines connecting the open
squares@panel~a!# and the dotted lines connecting the open
triangles@panel ~b!#, respectively. Note that the predictions
of NoSo thresholds from this analysis coincide almost ex-
actly with the predictions obtained in the first analysis.

We found that more than 99% of the variance in the
NoSp thresholds at 500 Hz could be accounted for by an
exponential window having a time constant of 143 ms. The
predicted thresholds are represented by the dotted line con-
necting the closed squares@panel ~a!#. Once more, the pre-
dicted thresholds from this analysis coincide almost exactly
with the predicted thresholds obtained in the first analysis.

By far the most interesting, and perhaps the most impor-
tant, aspect of this analysis became apparent when we at-

tempted to account for the NoSp thresholds obtained at 4
kHz with our approach using a fixed-duration temporal win-
dow. We found that 98% of the variance in the data could be
accounted for by a temporal window having a time constant
of 700 ms. The predictions are shown by the dotted line,
which statistically and visually provides an adequate account
of the data~closed triangles!.

Once again, however, we feel compelled to question the
validity of the fitted function. The indication that there is a
problem is that the slope of the line representing the fitted
function is slightly more shallowthan the slope of211.3
dB/decade that characterizes the best-fit straight line through
the data. In fact,no reasonable window applied to changes in
signal-to-noise ratio and having a finite time constant could
yield predictions having a slope steeper than210 dB/decade
~i.e., we exclude windows constructed such that some part of
the temporal portion of the stimulus containing the signal is
weighted to a lesser extent than the portion which contains
only the masker!. Therefore, despite the fact that a statisti-
cally acceptable fit was attained for the NoSp thresholds at 4
kHz, we are not yet willing to accept the notion that rises in
threshold with decreases in signal duration can be explained
on the basis of decreases in the effective signal-to-noise ratio
within a finite window. We prefer to defer judgment until
more high-frequency, binaural temporal integration data be-
come available through experiments conducted by us and
others using a variety of stimulus conditions.

One other issue deserves consideration. We believe, on
logical grounds, that the listeners’ decisions were not based
on a combination of monaural and binaural cues at the output
of the fixed temporal windows assumed in our second analy-
sis. If such a combination of monaural and binaural cues
were used, then one would expect the slope of the best-fit
line connecting the NoSp thresholds at 4 kHz to beshal-
lower than210 dB/decade. That expectation follows from
the fact that a slope of210 dB/decade describes perfor-
mance under the assumption that a constant amount of the
binaural cue~within our analysis, effective signal-to-noise
ratio! mediates performance at each duration. Now, if the
listener were to use monaural cues at the shortest durations
where the levels of the signals at threshold could support
monaural detection, then thresholds should belower than
those expected on the basis of only binaural information. As
a result, the slope of the best-fit line connecting the data
points under those assumptions would be shallower than
210 dB/decade. As noted above, the slope of the best-fit line
through the data is211.3 dB/oct. Therefore, we believe that
the data cannot be explained by the listeners’ use of a com-
bination of monaural and binaural cues in conjunction with
an underlying fixed-duration temporal window.

In conclusion, it appears that temporal processing for
binaural detection must be accounted for differently for high-
frequency and low-frequency stimuli. These differences in
temporal processing should be distinguished from differ-
ences in temporal processing for monaural and binaural de-
tection as discussed by Kohlrausch~1986, 1990! and as ob-
served in this study.
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B. Other considerations

At this time, it is unclear whether, or to what extent, the
frequency-related differences we found in binaural detection
are a result of different aspects of the waveform that convey
the binaural information at low and high frequencies. They
could also result from differences in processing within~cen-
tral! mechanisms that mediate binaural interaction at low and
high frequencies or, perhaps, from other temporal-processing
phenomena, such as ‘‘binaural sluggishness.’’ Of course, all
three types of possibilities are not mutually exclusive.

Binaural sluggishness is commonly accounted for in
terms of temporal windows whose time constants appear to
be dependent upon the particular binaural cue being pro-
cessed~interaural temporal disparities or interaural intensi-
tive disparities! and/or the spectral locus of the stimuli~e.g.,
Grantham and Wightman, 1978, 1979; Grantham, 1984;
Stern and Bachorski, 1983; Bernstein and Trahiotis, 1992!.
In fact, we believe that the temporal-integration windows we
have assumed in the analysis of the NoSp data obtained in
this experiment are conceptually indistinguishable from the
binaural temporal windows derived in experiments using
maskers having interaural parameters that changed dynami-
cally ~e.g., Kollmeier and Gilkey, 1990; Holubeet al., 1998;
Culling and Summerfield, 1998!. In order to understand this,
note that the addition of an Sp signal to a diotic masker
produces changes in the interaural parameters of the com-
pound stimulus. Those changes are the binaural ‘‘cues’’ that
mediate detection. Now, as the duration of the signal is de-
creased such that it becomes less than the nominal duration
of the window itself, the magnitude of the binaural cues at
the output of the temporal window must also decrease. Con-
sequently, the temporal windows assumed to be operating
across the diverse tasks of interest appear to be functionally
and conceptually equivalent.

Our suspicion is that differences in the magnitudes of
the binaural ‘‘time constants’’ measured across the various
tasks may reflect the influence of uncontrolled ‘‘confound-
ing’’ factors that preclude direct measurement of the putative
temporal window that describes the temporal resolution of
the binaural system. Essentially the same view was recently
discussed by Holubeet al. ~1998! in the context of experi-
ments designed to measure auditory-filter bandwidths and
time constants in monaural- and binaural-listening condi-
tions. Those authors raised the possibility that measures of
the ability of the binaural system to integrate information
across time could be inextricably influenced by binaural
sluggishness,per se, as well as by the spectral/temporal
properties of the stimuli themselves. These important theo-
retical issues do not detract from the principal finding in this
experiment that the integration of auditory information
across time depends uponboth the center frequency of the
stimuli and whether monaural cues or binaural cues are be-
ing processed.
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A signal detection analysis of auditory-frequency discrimination
in the rat
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The frequency-discrimination behavior of rats in a simple go/no-go task was analyzed using the
theory of signal detection. Discrimination acuity was studied and the receiver operating
characteristic~ROC! was generated in subjects by varying the reinforcement schedule and signal
probability. The detectability indicesd8, A8, and sensitivity index~SI! and response-bias indicesB9
and responsivity index~RI! were used to describe behavior.A8 gave the most suitable psychometric
functions while RI best described response-bias behavior. Weber ratios were 6.25%60.23% at 5
kHz in three subjects. The best method to obtain the ROC was to vary the probability with which
subjects were reinforced. The ROC in two subjects demonstrated classical forms; in another subject,
the function was asymmetric to the extent that detectability was not independent of response bias.
Subjects altered their decision criterion in reporting a signal from trial to trial depending on previous
trial events. On any given trial, subjects made a decision in one of several ‘‘decision states.’’
Variables that influenced decision states included previous reinforcement and timeouts. The data
indicate that timeouts may not be a useful feature in go/no-go tasks. The identification of
multiple-decision states within a single behavioral session is a convenient method to generate the
ROC without expressly manipulating experimental conditions. ©1999 Acoustical Society of
America.@S0001-4966~99!01802-0#

PACS numbers: 43.66.Fe, 43.66.Gf, 43.66.Yw@RVS#

INTRODUCTION

Since the late 1950s and early 1960s, the theory of sig-
nal detection~SDT, Green and Swets, 1966! has won an
important place in the psychological literature. During this
period, SDT has successfully been used to model the process
of decision making in psychoacoustic studies in human be-
ings. In general, SDT techniques that have been used in hu-
mans have, in comparison to the methods of classical psy-
chophysics, more adequately described the performance of
subjects in auditory psychophysical tasks. The theory itself
has broad application; it is not only concerned with sensory
and perceptual processes, but also with recall and recognition
memory and discrimination learning~Swets, 1996!.

Judging from the literature though, the applicability of
SDT to animal behavior has been very unevenly explored.
Researchers in memory have adapted the theory to good ef-
fect in animal models~see Banks, 1970; Whiteet al., 1996!;
so also have experimenters in psychopharmacology~e.g.,
Katz, 1988; Sahgal, 1987!. Surprisingly, however, SDT is
seldom invoked in studies which should be considered as a
natural application of the theory: the study of animal
sensory-discrimination ability, especially those involving the
auditory system. For instance, investigators have continued
to use the methods of classical threshold theory in preference
to SDT for investigating auditory-discrimination acuity, de-
spite the evidence that has been adduced to demonstrate its
inadequacy~Swets, 1996!. One important reason for this is
that standard SDT techniques are time consuming and diffi-
cult to apply in animal psychophysics~Long, 1994; Burdick,
1979!. Nonetheless, a few discrimination acuity studies in
animal subjects have been done using SDT methodology,
and their authors have been unanimous in their recognition

of the potential usefulness of the method~Blough, 1967;
Clopton, 1972; Hack, 1963; Marston, 1996; Terman, 1970!.

The present study seeks to examine further the applica-
bility of signal-detection analysis to animal auditory-
discrimination behavior. Specifically, it seeks to characterize
the frequency-discrimination behavior of the white rat, and
to study some procedural variables that effect it, using
signal-detection methods and a simple yes–no operant pro-
cedure that is easy to implement.

A. The theory of signal detection

Discrimination studies usually require subjects to distin-
guish between two stimuli S1 and S2 that typically differ
on only one stimulus dimension—for example, tones of dif-
ferent frequencies. In such experiments, in a given stimulus
presentation or trial, any one of four responses is possible:
‘‘yes’’ to S1 ~hit!; ‘‘yes’’ to S2 ~false alarm!; and their
behavioral complements: ‘‘no’’ to S1 ~miss!; ‘‘no’’ to S 2
~correct rejection!. SDT essentially seeks to model the deci-
sion processes behind making such discriminations and is
based on statistical decision theory developed in the 1950s
~Petersonet al., 1954; Green and Swets, 1966!. Briefly, SDT
suggests that the presentation of a stimulus causes a sensory
state which has a Gaussian distribution; two similar stimuli
~S1 and S2! have overlapping distributions~of equal vari-
ance! whose means are separated by an amount proportional
to the ‘‘detectability’’ of the S1 ~signal! from the S2. Due
to the overlap of sensory states caused by the two stimuli, a
subject can sometimes be unsure if a stimulus is S1or S2.
SDT theorizes that a subject discriminating S1 from S2
does so by basing decisions on a~subjective! response crite-
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rion that can depend on experimental conditions; sensations
exceeding this criterion are reported as S1 and those below,
as S2. According to this model, even though the signal re-
mains unchanged, different data points~@x,y#5@false-
alarm probability, hit probability#! can be obtained across
experimental sessions if the location of the observer’s re-
sponse criterion is made to vary. When hit probabilities are
plotted against false-alarm probabilities, these data describe a
characteristic curve~the receiver operating characteristic, or
ROC! whose form is dictated by the underlying distribution
~see Fig. 4 for example ROCs!. The ROC thus represents an
isosensivity condition with all points on the curve represent-
ing the same signal detectability without regard to the par-
ticular conditions under which observations are made. The
specific location of a point on an ROC is taken as the ‘‘re-
sponse bias’’ and reflects the location of the response crite-
rion. Signals of different strengths produce different ROCs
that are parameterized by its detectability.

If the ROCs predicted by SDT provide a reasonably
good fit to experimental data, we can say that the model is
consistent with discrimination behavior. An easy way to
evaluate this fit is to plot hit- and false-alarm probabilities on
probability scales~i.e., on coordinate scales that linearly
space the corresponding normal deviates, orz score!. Theo-
retical ROC curves become straight lines of unit slope when
plotted on such scales. Data that are not linear cannot be in
accord with the normal distribution assumption, while a non-
unit slope implies unequal variance; such data can more eas-
ily be explained by assuming other underlying distributions
instead of the Gaussian distribution hypothesized by classical
SDT. Experimentally, the ROC may be obtained by attempt-
ing to sufficiently alter the response bias of an observer
across experimental sessions. Several factors can influence
response bias: these include the cost vs benefit of a decision
and the relative frequency with which the S1 occurs. Inter-
nal factors such as motivation and innate drive to make a
particular response can play a confounding role, especially in
animal subjects, for which it can be difficult to control. Al-
though the theoretical ROC may be an idealization of real-
world discrimination behavior, the data, at least in humans,
do show many of its characteristics and have been obtained
in many situations~see Swets, 1996!; the data usually plot
linear on double probability scales, although the equal-
variance assumption is often not supported. In animals, the
business of obtaining complete ROC curves by manipulating
response bias seems to be much more difficult, although
ROC curves have been obtained in the pigeon, monkey,
goldfish, and rat as well~Blough, 1967; Clopton, 1972;
Hack, 1963; Marston, 1996!.

The fact that both signal sensitivity and response bias
are separately reflected in ROC curves provides a means to
measure signal detectability uncontaminated by experimental
conditions. Over the last few decades, a number of behav-
ioral indices have been suggested that provide an indication
of the detectability of a stimulus as well as the degree of
response bias~see Swets, 1996!. The original measure of
detectability proposed was the parametric indexd8, which
represents the distance between the means of the Gaussian
S1 and S2 distribution in standard-deviation units. The cor-

responding bias measure,b, is the ratio of the ordinates of
the two distributions at the point of the subject’s~hypoth-
esized! decision criterion. These values can be calculated
from a table of normal distributions~Green and Swets,
1966!. However, empirical data do not support some of the
more restrictive assumptions regarding the nature of the un-
derlying distributions behind the ROC; thus, it may some-
times be preferable to use nonparametric indices to measure
behavior. Such indices are based on the geometry of the
ROC and are available in mathematical form; for example, a
commonly used measure of detectability is the indexA8,
which represents the area under the ROC~Pollack and Nor-
man, 1964; Grier, 1971!. A similar detectability measure is
the ‘‘sensitivity index’’ ~SI! ~Frey and Colliver, 1973!. Cor-
responding measures for response bias areB9 ~Hodos, 1970;
Grier, 1971! and the ‘‘responsivity index’’~RI! ~Frey and
Colliver, 1973!. It should be noted that all behavioral indices
are derivable from the hit- and false-alarm probabilities of a
single experimental session because, in fact, they assume the
existence of the ROC in all subjects. It follows that the
knowledge of the complete ROC is not essential for measur-
ing detectability, although it is of benefit if specific underly-
ing distributions need to be modeled or if knowledge of the
best-fitted function is desired.

Discrimination studies using SDT in animal subjects
usually employ discrete yes–no trial operant procedures in
which a subject is required to decide which of two alterna-
tives is presented@a rating procedure has been used in pi-
geons and a variant of the yes–no method in rats~Blough,
1967; Marston, 1996!#. An ideal yes–no procedure might
incorporate a ‘‘two lever’’ paradigm in which responses to
S1 and S2 are different, with a response on one lever taken
as yes while a response on the other lever is taken as no. In
this paradigm, the consequences of responses can be made
equal: hits and correct rejections are both rewarded, while
misses and false alarms are punished. Since responses to S1
and S2 are the same, and their consequences symmetrical,
this paradigm might help to minimize response bias. The
procedure seems to provide good stimulus control and it may
be relatively easy to manipulate response bias to obtain the
ROC—as has been done, for example, in monkeys~Clopton,
1972!. Unfortunately, however, this sort of task requires long
training times~Burdick, 1979!. A simpler paradigm is one
that incorporates a go/no-go structure in which subjects learn
to make a ‘‘go’’ response to S1 and withhold response to
S2. Usually, only the go response to S1 is rewarded while
a false alarm is punished with a timeout; a miss or a correct
rejection has no consequences. In this report, we employed
this straightforward task to deem its effectiveness for a
signal-detection study of frequency-discrimination behavior
in the rat.

I. METHOD

A. Subjects

Eight female albino wistar rats~subjects RN14–RN16;
RN21–RN25! obtained from Charles River Co. served in the
study. At the start of training, subjects RN21 to RN25 were
experimentally naive young adults each 250–300 g in
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weight, while subjects RN14/15/16 had been previously
trained in a modified go/no-go procedure for the study of
frequency-difference limens~Talwar and Gerstein, 1998!.
The rats were housed in pairs, in Plexiglas cages~20
310310 in.!, and were maintained in a 12-h artificial-light
cycle with behavioral data being gathered during the dark
cycle. Subjects had free access to food but water access was
restricted. Water rewards were available in the operant
chamber. At the end of the day, subjects had ten min free
access to water to make up any acute water deficits. Subjects
were trained/tested daily. Under this regimen, our rats main-
tained 80%–90% of theirad libitum weight. The care and
use of animals in this study conformed to the NIH Guide for
Care and Use of Laboratory Animals~revised 1987!.

B. Apparatus

The operant chamber was a sound-transparent cage sus-
pended from the ceiling of a double-walled anechoic, sound-
attenuated room~IAC, Bronx, NY!. The walls of the operant
cage~12310310 in.! were constructed with slim metal bars
~1/16-in.! with a 1/2-in. wire-mesh floor and ceiling~wire
diameter 1/32 in.!. At the center of one wall of the cage, 4 in.
above the floor, was affixed a nosing hole with a photoelec-
tric sensor. Below the nosing hole, a metal spout and small
trough delivered water reinforcement; a solenoid valve con-
trolled its delivery. Sound stimuli were presented from a
loudspeaker placed above the nosing hole making an angle
of 60 deg with the cage floor. On the left wall, at its center,
a lever was affixed 2 in. from the floor.

All behavioral events were supervised by a PC inter-
faced to the acoustical and behavioral manipulanda through
an appropriate I-O card~National Instruments, lab PC1! and
behavioral interface~Coulbourn, universal environment in-
terface!. Timing, amplitude, and frequency of auditory
stimuli were under software control. Continuous sine waves
from a voltage variable system~VVS model 404, ,1%
THD! oscillator were shaped to have a rise and fall time of 5
ms. The frequency of the generated pure tones were moni-
tored by a Hewlett Packard electronic counter~#5512 A!, fed
into a Crown D-75 power amplifier, an attenuator, and then
into the loudspeaker~Realistic #40-1377!. All sound stimuli
were delivered at the sound-pressure level 50 dBre: 0.0002
dynes/cm2.

C. Calibration

Test-cage sound calibration was carried out with a 1/4-
in. Bruel & Kjaer condenser microphone using a l-kHz,
94-dB sound-pressure level pistonphone~B&K ! pure-tone
source signal as a reference sound source. The loudspeaker’s
frequency response was flat between 5 to 40 kHz, with the
range of intensities remaining within64 dB when tested at
the sound-pressure level 50 dB. Sound-pressure levels were
measured at four different positions around the region of the
observing lever and nosing hole, with sound amplification set
to deliver tones at the sound-pressure level 50 dB when mea-
sured at the observing lever. The range of dB differences at 5

kHz remained less than62 dB within this region. To make
certain that no intensity cues adulterated the frequency-
discrimination task, small increments in frequencies were
made around 5 kHz with the microphone positioned at the
observing lever. These frequency increments contained in-
creases of 1% to 20% from 5 kHz. No significant intensity
difference with any small incremental change of frequency
was detected—the observed 1-dB maximum change that we
detected was well below intensity-difference limens reported
for the albino rat~around 2–4 dB; Hack, 1971; Sykaet al.,
1996!. No standing waves were detected in the test cage, and
the area of the cage within which the rat moved approxi-
mated a free field. These calibrations were repeated often
over the experimental period.

D. Psychophysical procedure: Testing

Subjects pressed an observing lever and were presented
with a pair of pure tones. Tone duration was 1 s and tone
interval was 100 ms. A single trial consisted either of tones
of matching frequency~the S2! or nonmatching frequency
~S1!. Both S2 tones were presented at test frequency, while
the second tone in S1 contained an increment in frequency
(D f ) from the test frequency.~In this report, all frequency
increments are expressed in % difference from the test fre-
quency. A ‘‘signal’’ refers to a change in frequency, i.e.,
S1.! The data we report here are from subjects tested at 5
kHz. Subjects were trained to make a nosing response to S1
and withhold responses to S2. A hit was a response to S1
within 2 s after the start of the second tone and was rein-
forced with 0.1-ml water. A false alarm was a response to
S2 within the same time interval; this was punished by in-
activating the lever for 8–12 s. A miss of S1 or a correct
rejection of S2 had no consequences and the next trial could
be immediately activated. Any response that occurred before
0.2 s after the start of the second tone was aborted: the same
trial was then repeated on the next lever activation. Subjects
under stimulus control had near-zero abort rates.

Testing was organized in blocks of trials~sessions!. A
light within the nosing hole indicated the start, and end, of a
session. Sessions were suitably spaced apart in time during
the day so that subjects were not satiated before working
through five to eight sessions. Our experiments were mainly
concerned with three procedural variables—signal strength,
signal probability, and reinforcement schedule—all of which
remained constant within a session but were sometimes sys-
tematically altered across sessions. Specifically, the variables
that we altered were:~i! the comparison frequencyD f ; ~ii !
the a priori probability of S1 on a given trial,P@S1#: ~iii !
the probability of a reward given that the subject scored a hit,
p@r uh#. The details of these alterations are made explicit
below along with each experiment that we performed.
Within a session, trials were presented in~pseudo! random
computer-generated sequence. The number of trials in a ses-
sion varied according to the aim of the experiment. The ini-
tial trials in a session~usually 20! were ‘‘warm-up’’ trials to
enable subjects to get accustomed to the prevailing experi-
mental parameters.
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E. Training

Naive subjects were shaped to ‘‘poke’’ into the nosing
hole to obtain a water reward in the first session. After this,
the conditioned stimulus was introduced which consisted of
pure tones of alternating frequencies 5 and 10 kHz (D f
5100%). Tone duration was 1 s and tone interval 100 ms,
delivered at the sound-pressure level 50 dB. The stimulus
came on randomly after 10–20 s of silence and continued
until a nosing response terminated the signal; this response
was reinforced. Responses in the stimulus interval were pun-
ished by resetting the time interval before the next presenta-
tion. Within two to three sessions, the nosing response came
under stimulus control. At this stage, the subjects experi-
enced in frequency discrimination joined the training sched-
ule. An observing lever was introduced into the cage, which
subjects learned to press to start a trial. Thereafter, training
sessions were identical to test sessions except that S2 trials
were repeated~correction trials! when false alarms occurred.
During training, all sessions consisted of 100 trials presented
at random withP@S1#50.5 and p@r uh#51. Training at
D f 5100% continued until the detectability measureA8 ~see
Sec. I F! was greater than 0.95. The experienced subjects
achieved this performance level within a week; the naive
subjects took around 2–3 weeks to achieve this performance
level. Thereafter, theD f was reduced in steps. Rarely—
following extended sessions at difficultD f ’s—the number of
aborted trials increased in a session; this signified loss of
stimulus control. When this happened, the subject was im-
mediately retrained at an easy task (D f 520%) with correc-
tion trials and usually recovered within a session. While sub-
jects learned the basic task within a week, performance was
seen to improve over the long term, a phenomenon that
seems to be common in frequency discrimination~Talwar
and Gerstein, 1998!. Subjects were considered fully trained
whenA8 values atD f 54% did not show~visual! improve-
ment over seven sessions. Total training time for naive sub-
jects was around 5 weeks, often with multiple sessions
within a day. Even so, for the purpose of obtaining ROC
curves, this training time was somewhat insufficient since the
frequency of outliers was relatively high. The data we report
in experiments 1 and 2~below! of this study were obtained
from subjects who were each trained for a total of at least
2–3 months. After this time, behavior was more stable al-
though outliers were still encountered occasionally~around
one every 10–12 sessions!.

F. Analysis of behavior

Events on every trial were recorded and hit rates and
false-alarm rates were calculated for all sessions. The hit rate
~defined as the conditional probability of a go response given
an S1 trial! was the ratio: number of hits in a session/
number of S1 trials in a session. Similarly, the false-alarm
rate, or the conditional probability of a go response given
S2, was the ratio: number of false alarms in a session/
number of S2 trials in a session. When sessions contained
correction trials, data from these trials were not considered
~Jenkins, 1965!. Similarly, data from the warm-up trials at
the start of every session were also not considered.

To analyze performance, we used the parametric detect-
ability index d8 ~Green and Swets, 1966! and the nonpara-
metric detectability indicesA8 ~Grier, 1971; Pollack and
Norman, 1964! and SI ~Frey and Colliver, 1973!. To mea-
sure response bias, we considered the nonparametric re-
sponse bias indicesB9 ~Grier, 1971; Hodos, 1970! and RI
~Frey and Colliver, 1973!. The computation formulas for the
relevant indices, whereh5hit rate andf5false-alarm rate,
are

d85z~ f !2z~h!,

wherez~ .! is thez score or the normal deviate,

~1!

A851/21@~h2 f !~11h2 f !#/@4h~12 f !#, ~2!

B95@h~12h!2 f ~12 f !#/@h~12h!1 f ~12 f !#, ~3!

SI5@h2 f #/@2~h1 f !2~h1 f !2#, ~4!

RI5@h1 f 21#/@12~h2 f !2#. ~5!

Detectability~d8, A8, and SI! and response bias~B9 and
RI! were calculated from the hit- and false-alarm rates of
relevant sessions. Frequency-discrimination acuity was in-
vestigated based on the detectability of eachD f signal ~see
experiment 1!. To obtain the ROC, experimental conditions
were varied across sessions with constantD f . Hit rates were
plotted against false-alarm rates so that each session pro-
duced one data point; these data were then fit by the average
detectability of the data. Specifically, the predicted isosensi-
tivity curve from the averaged8(A8/SI) measure of the data
was calculated by solving thed8(A8/SI) equation@Eqs.~1!,
~2!, ~3!# for h and plotting the function in thef interval @0 1#
~see experiment 2!.

II. EXPERIMENT

A. Experiment 1: Frequency discrimination acuity

1. Procedure

We investigated frequency-discrimination ability in sub-
jects RN14/15/16. The subjects were tested at 5 kHz and
their performance specifically evaluated atD f signals of
20%, 15%, 10%, 8%, 6%, 4%, 2%, and 1%~their perfor-
mance atD f 5100% was already known by the end of the
training period!. We defined sessions withD f >8% as
‘‘easy’’ sessions. Sessions withD f ’s,8% were considered
‘‘difficult.’’ The day began with a randomly chosen easy
session with 30 warm-up trials. Thereafter, random difficult
sessions alternated with easy sessions with 20 warm-up trials
in each session. Each session consisted of 100 trials under
the conditionsP@S1#50.5 and p@r uh#50.5. A relatively
low p@r uh# was used so that subjects would work longer.
Occasionally, some sessions atD f 50% ~three sessions in
each subject! were also run, to rule out guessing strategies or
the presence of cues. Performance was at chance; thus, if the
pseudorandom trial-sequence structure we used provided
clues about the probability of the next trial being S1, our
subjects did not seem to take any advantage of them~cf.
Jenkins, 1965; Terman, 1970!. After a suitable amount of
data were collected from the three subjects, we examined the
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performance of RN14 and RN15 in sessions in which thea
priori probability of S1 on a trial was lowered to
P@S1#50.2. In these sessions, 20 S1 trials were randomly
interspersed among 80 S2 trials.

For each hit/false-alarm rate pair, we calculated values
for the three detectability indicesd8, A8, and SI. Psychomet-
ric functions were obtained by plotting detectability against
frequency difference. We attempted to determine the empiri-
cal utility of d8, A8, and SI as detectability measures in
frequency discrimination. To do this, the data underwent a
routine analysis of variance andF ratios were calculated for
each detectability measure. For our purpose, the most satis-
factory measure would minimize within-group~error! vari-
ance and hence maximize the correspondingF ratios. Spe-
cifically, F ratios were calculated from detectability
measures at allD f ’s excludingD f 51%. This was because
the rats’ performance atD f 51% was often at chance level,
i.e., A8 around 0.5. We found that the different indices dif-
ferentially stabilized variances at different performance lev-
els; taking into account chance performance could give a
misleading impression of the relative strength of the indices
when judged byF ratios.

2. Results

In the Appendix, we have entered the raw data from six
sessions in all three subjects RN14/15/16 fromD f 5100% to
1%, at 5 kHz. The specific experimental conditions under
which they were obtained are also listed. From these data we
report the subjects’ frequency-discrimination performance.

Figure 1 presents the psychometric functions based on
the detectability indexA8 in all subjects. The left half of the
figure @graphs 1~a!–~c!# shows the psychometric functions of
subjects under the signal-probability conditionP@S1#
50.5. Figure 1~d! and~e! show the functions obtained when
subjects RN14/15 worked in the conditionP@S1#50.2. Sig-
nal strength, on the abscissa, is depicted using a linear scale
~performance atD f 5100% andD f 50% is not shown!. As
can be seen in the figure, the psychometric functions take the
general form of the classical ogive~on a log scale they plot
linear!. While the functions across the two signal-probability
conditions generally follow the same curve, in individual
subjects the difference is clear: the data were generally less
variable in the low signal-probability conditionP@S1#
50.2; consequently, the functions are smoother. To under-
line this, we note an example statistic: in both subjects RN
14/15, meanA8 values atD f 56% had a coefficient of vari-
ability ~standard deviation/mean! less than 0.06 withP@S
1#50.5 and less than 0.04 in sessions withP@S1#50.2.

The data from our subjects showed that signal
detectability—as measured byA8—remained constant
~.0.95! for all frequency differences fromD f 5100% to
D f 520%. As the psychometric functions in Fig. 1 depict, as
D f was made less than 20%, detectability decreased gradu-
ally; in general, we found close to chance-level performance
at D f 51% (A850.5) even in the best-performing subject.
However, at D f 52%, frequency-discrimination perfor-
mance was usually greater than chance in all subjects, indi-
cating that rats can sometimes detect this weak signal at 5
kHz. In Table I we list theF ratios obtained from all the

psychometric functions in the three subjects usingd8, A8,
and SI. From the table it can be seen that, among the three
indices, the indexA8 generally gave the largestF ratios—
although the difference compared to SI was little. In com-
parison, however, the indexd8 consistently produced the
lowest F ratios. This relationship byF ratios is reflected in
the geometrical form of the psychometric functions based on
the different indices. For example, in Fig. 2~a! and ~b!, we
plot a psychometric function based on SI andd8 instead of
A8. The data used to generate the functions in Fig. 2 are the
same as that used for Fig. 1~e! i.e., subject RN15 when
P@S1#50.2!. A visual comparison of the form of the func-
tions based on the three different indices can thus be made.
We defined the ‘‘best’’ frequency-discrimination function as

FIG. 1. DetectabilityA8 as a function of frequency difference in subjects
RN14/15/16.~a!–~c! Show performance of subjects whena priori signal
probability (P@S1#) was 0.5, while ~d! and ~e! show performance of
RN14/15 with P@S1#50.2. Subjects were tested at 5 kHz and each data
point is the mean of six test sessions. Bars represent s.d.

TABLE I. F ratios for the psychometric functions measured in subjects
RN14/15/16 in different signal probability,P@S1#, conditions. The under-
lying raw hit/false-alarm-rate data is available in Table AI.

Subject/condition A8 SI d8

RN14; P@S1#50.2 178.5 156.5 36.5
RN14; P@S1#50.5 59.74 49.87 25.68
RN15; P@S1#50.2 373.3 287.5 48.5
RN15; P@S1#50.5 83.91 84.17 41.84
RN16; P@S1#50.5 101.7 97.84 44.81

1788 1788J. Acoust. Soc. Am., Vol. 105, No. 3, March 1999 S. K. Talwar and G. L. Gerstein: Signal detection analysis



the function that took the form of the classical ogive in that
it was well rounded and had a steep tangent around
threshold-frequency changes~4% to 8%!. Based on these
geometric criteria, we found that the detectability measure
A8 generally delivered the best functions. The functions us-
ing SI were similar to those usingA8, although they tended
to be a little less rounded and steep around threshold. In
contrast, the functions fathered byd8 were much flatter, and
around threshold-frequency changes the slopes were shallow
~although the slopes at largeD f ’s were correspondingly
greater!. A factor related to the different forms of the psy-
chometric function is the differential effects on data variabil-
ity at different signal strengths by each index. The data gen-
erally showed thatA8 was the most variable atD f <6% ~or
signal detectability less thanA850.8!. At small D f ’s ~1%
and 2%!, where the detectability of the signal was near
chance level~A850.5; SI50!, the index SI stabilized the
data to a greater extent thanA8 ~the standard-deviation bars
in Fig. 2 at smallD f show this effect!. The indexd8 had
similar effects relative toA8: for D f ’s<8% ~or signals that
registered asd8,2! the index d8 greatly stabilized data,
while for largerD f ’s the variability was correspondingly in-
creased.

The psychometric functions in Figs. 1 and 2 can be used
to measure frequency difference thresholds or limens~DL! in
the rat. By convention, the frequency DL of classical psy-
chophysics is based on hit rates of 0.5. At the same time,
however, for the frequency DL to be a meaningful measure
across studies, false-alarm rates are required to be low. For
example, a false-alarm rate of around 0.05 is usually consid-
ered satisfactory. This threshold performance level~h50.5;
f 50.05! corresponds to a signal detectability ofA8>0.85
@from Eq.~2!#. To measure frequency DLs based onA8 mea-
sures, we used the psychometric function of subjects
RN14/15 withP@S1#50.2 and subject RN16 withP@S1#
50.5 as data. The frequency differences corresponding to
A850.85 in these functions were 6.5%, 6.2%, and 6.05%,
respectively. Thus, the frequency DL, as Weber ratios~dif-
ference limen/test frequency! for white rats, on the basis of
these data, is 6.25%60.23% at 5 kHz.

Although the psychometric functions in Figs. 1 and 2
give an idea of the manner in which signal detectability de-
creases with decreasing-frequency difference, they do not
give any idea of the way in which bias may be affected. The
effect of decreasing-frequency difference on both detectabil-

ity and bias can be demonstrated in a hit-rate versus alarm-
rate plot shown in Fig. 3~a!. In the figure, we show data
obtained from subjects RN14 and RN15; each data point
represents 600 trials under the conditionsP@S1#50.5 and
P@r uh#50.5. At D f 5100%, the points start out in the top-
left quadrant of the graph and make their way toward the
main diagonal with decreasing-frequency difference. The
negative diagonal can be taken as being indicative of neutral,
or zero, response bias towards a go response when the sub-
ject is unsure about the status of a signal. Points that tend to
drift to the top-right corner are indicative of a bias toward
making a go response. Under the particular experimental pa-
rameters in which the data were obtained, data points always
remained above the negative diagonal in the unit square de-
fined by hit rate and false-alarm rate; as the task became
harder, the data points tended to move further away from the
negative diagonal. If we define response bias in this
manner—i.e., the bias demonstrated by a subject toward
making a go response under ambiguous signal conditions—it
is clear, then, that subjects were biased toward making the go
response at all signal strengths and that this tendency in-
creased, to some extent, as the signal got weaker.

In Fig. 3~b! we examine the suitability of the response-
bias measuresB9 and RI to express the above idea of re-
sponse bias. The data are from subject RN14. Both indices
~B9 and RI! are plotted against decreasing-frequency differ-
ences. The response-bias index~RI! shows that response bias

FIG. 2. Psychometric functions using the indices SI andd8 instead ofA8 in
the subject RN15 in the condition ofP@S1#50.2. For comparison, Fig. 1~e!
shows the same data using the indexA8.

FIG. 3. Effect on response bias with decreasing signal strength.~a! Plot of
the progression of hit- and false-alarm rates in subjects RN14/15 as fre-
quency difference is decreased from 100% to 1%. Each data point represents
600 trials. ~b! Plot of the response bias as measured by RI andB9 as a
function of frequency difference in subject RN14.
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increases as frequency difference becomes smaller; this ap-
propriately quantifies the idea, obtained from Fig. 2~a!, of
increased response bias on the part of a subject as the dis-
crimination task becomes harder. Response bias as measured
by the indexB9 also indicates that subjects demonstrate a
relatively high response bias at large frequency differences.
However, the indexB9 suggests that response bias actually
decreasesas frequency differences become smaller@in Fig.
3~b!, the right handB9 scale is inverted because more nega-
tive values forB9 represent a greater bias toward making a
go response#. This is not in accord with the idea of response
bias conveyed by Fig. 2~a!. Thus, for our purpose, we found
that the index RI is better suited thanB9 to express response
bias.

B. Experiment 2: Generating ROC curves

1. Procedure

In the three subjects RN21, RN22, and RN23, we at-
tempted to generate complete ROC curves by varying ex-
perimental conditions. We focused on independently ma-
nipulating the two variablesP@r uh# ~the probability of
reinforcing a hit!, andP@S1# ~thea priori probability of S1
on a trial! using two different experimental procedures:

~i! The reinforcement schedule was varied by systemati-
cally changing the value ofp@r uh# while P@S1# re-
mained fixed at 0.5 in sessions of 100 trials.D f re-
mained constant across sessions until sufficient data
were obtained to make a firm statement about the
form of the ROC at that signal strength. The perfor-
mance of RN21 was investigated atD f ’s of 10%, 6%,
and 4%; RN22 and RN23 had sessions atD f ’s of
10% and 6%.P@r uh# was varied in the range 0 to 1
taking on values of 0, 0.1, 0.2, 0.5, and 1. We defined
P@r uh#>0.5 as high-reinforcement sessions and
P@r uh#,0.5 as low-reinforcement sessions. The first
session of the day had high reinforcement; in subse-
quent sessions the density of reinforcements alter-
nated between high and low. Occasionally, two to
three sessions were run consecutively in which
P@r uh# was low.

~ii ! Subjects RN22 and RN23 were then shifted to ses-
sions across which we variedP@S1#. Subjects RN22
was tested atD f ’s of 10% and 6% while RN23 was
tested atD f 510%. In these sessions all hits were
reinforced, i.e.,P@r uh#51. P@S1# took on values of
0.5, 0.2, and 0.1. The total number of trials varied
with P@S1#. WhenP@S1# was 0.5, each session had
50 S1 and 50 S2 trials. WhenP@S1# was 0.2, 50
S1 trials and 250 S2 trials were presented within a
session. WhenP@S1# was as low as 0.1, however,
we presented only 25 S1 trials vs 250 S2 trials
within a session. Initially,P@S1# was varied ran-
domly across sessions within a day. Thereafter,
P@S1# was held constant for all sessions in a day and
was changed across days.

The data from the above procedures were plotted in the
ROC plane defined by hit- and false-alarm rates. For any

given experimental manipulation, we fitted the data points
with one of the three sensitivity measuresA8, SI, or d8 de-
pending on which index gave the best fit~although we gen-
erally found that there was not much difference between
them!. For all data points obtained for a given frequency
difference, the average sensitivity measure was calculated
and the isosensitivity curve predicted by this average mea-
sure was superimposed on the data~see Sec. I F!. Statistical
goodness of fit was not expressly evaluated; rather we relied
on a visual inspection of the data to estimate it.

2. Results

We found that varying the reinforcement schedule
(P@r uh#) was more effective than varying the likelihood of a
signal (P@S1#) for generating ROC curves. In Fig. 4 we
plot hit rates vs false-alarm rates obtained in subject RN21
whenP@r uh# was varied in@0 1# and acrossD f ’s of 4%, 6%,
and 10%. As the figure shows, the ROCs described by the
locus of the data points at eachD f are close to the classical
form described in the literature~Green and Swets, 1966!.
The data are reasonably symmetrical around the negative di-
agonal; they are fit by the curve predicted by meanA8 values
of data points at eachD f . The ROCs at eachD f are distinct
and are parameterized by signal strength. Visual inspection
shows that meanA8 provides a good fit to the data at all
D f ’s, the index SI also appeared to be as suitable asA8. The
index d8 provided a good fit atD f ’s of 6% and 8%; atD f
510%, however, it did not fit the data quite as well asA8 or
SI. ~ROCs predicted by meand8 are slightly more upwardly
convex than the curves ofA8. The curves of SI are interme-
diate between those ofd8 and A8; in the context of data
noise, if the data are symmetrical, these differences may not
matter practically! The inset of Fig. 4 shows the data from
RN21 plotted in binormal coordinates. Statistically, a linear

FIG. 4. ROC functions in subject RN21 generated by varying the probabil-
ity of reinforcement of a hit. The data are fitted by the indexA8. The subject
was tested at 5 kHz with frequency differences of 10%, 6%, and 4%. Each
data point is based on 100 trials. The inset shows the same data plotted in
binormal coordinates.
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fit to the data is justified~coefficient of linear correlation,p
,0.01! at all D f ’s. The slope of the ROC atD f 56% is
1.08; atD f 58%, 1.15; and atD f 510%, 1.3.

In general, response bias in a session was proportional to
the associatedP@r uh# reinforcement condition. Response
bias was maximum whenp@r uh#51. The data points from
these sessions formed the extreme upper part of the ROC
curve—that is, hit rates were maximized at the expense of
false alarms. Sessions withP@r uh#50.5, however, only had
a marginal effect in reducing response bias; in general sub-
jects continued to respond relatively liberally. Switching
from P@r uh#51.0 to P@r uh#<0.2 usually would result in a
relatively large shift in response bias, and subjects would
respond more conservatively in that data points usually oc-
cupied the lower-central regions of the curve. Nonetheless,
many sessions, even atP@r uh#50.1, gave data that extended
into the upper reaches of the ROC. We found that the best
way to reliably obtain sufficient data points on the extreme-
lower part of the curve was to add sessions in extinction, i.e.,
sessions in which subjects were never rewarded (P@r uh#
50).

In Fig. 5~a! we show the ROC plots obtained in subject
RN22 atD f ’s of 6% and 10%. The characteristics are similar
to the ROCs obtained in RN21, although the data are some-
what noisier. These data were equally well fit by all three
indices,A8, SI, andd8. In the figure, we used the index SI to
fit the data. When plotted in binormal coordinates, as is done
in the inset of the figure, the data maps onto straight lines;
the slope atD f 56% is 1.26 while the slope atD f 510% is
1.39.

In contrast to the classical form of the ROC in subjects
RN21 and RN22, the data we obtained from RN23 were
nowhere as symmetrical. In Fig. 5~b! we show data obtained
from RN23 atD f 56%. A large number of data points were
obtained to conclusively make a statement about the form of
the function. As can be inferred from the spread of data
points in the figure, the best-fit curve for these data is a curve
that is grossly asymmetrical, with the bend in the curve oc-
curring after the negative diagonal is crossed. Superimposed
on the data points in Fig. 5~b! is the curve predicted by the
meand8 values of the data; the fit provided byd8 was the
closest approximation to a satisfactory fit.A8 gave the worst
fit, while the index SI provided a fit intermediate to the
curves of meand8 and A8. Clearly, for these data, none of
the indices were suitable. It is apparent from the figure that
signal detectability was greater when the subject responded
liberally ~high-response bias! than when the subject re-
sponded conservatively~low-response bias!. This means that
signal detectability in this subject—as measured byd8, A8,
or SI—was not completely independent of response bias.
Nevertheless, as we show in the inset of the figure, thez
transforms of the points can still be justifiably fit by a
straight line, although the slopes were high in comparison
with the other subjects~slope51.66!. The data atD f 510%
in this subject was also as asymmetrical, but is not shown in
Fig. 5~b! because of several overlapping data points. Thez
transform of these data also gave a straight line~slope 1.81!.
Despite the exaggerated slopes in subject RN23, then, the
characteristic of increasing slope with increasing frequency

difference was maintained across all subjects.
We had less success in obtaining complete ROC curves

when we varied the likelihood that S1 would appear on a
given trial (P@S1#). An example, from subject RN22, is
shown in Fig. 6. As can be seen, the data only describes
partial curves; meand8 gave the best fit. Within this partial
data range, response bias was generally proportional to
P@S1# values. We found that aP@S1# of 0.5 was more
than enough to guarantee high responsivity. However, it
proved difficult to manipulate the subjects’ response bias so
that they would report conservatively enough to provide data
points on the lower leg of the curve. LoweringP@S1# to 0.2
and 0.1 often decreased response bias to a fair extent, but the
effect was not always consistent. The inconsistency may be
related to the levels of thirst motivation in the subjects dur-
ing a particular session; this could have had a confounding
effect on P@S1#. For example, a thirsty subject tended to

FIG. 5. ROCs in subjects RN22/23 obtained by varying reinforcement
schedules. Data from RN22@~a!# are from sessions at frequency differences
of 6% and 10%; data from RN23@~b!# are from sessions with 6% frequency
difference. The data from RN22 are fitted by SI, whiled8 is used to fit data
from RN23. The insets show the same data plotted in binormal coordinates.
Subjects were tested at 5 kHz. Each data point represents 100 trials.
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display high responsivity even during lowP@S1#. The same
subject at other times would respond more conservatively in
the presence of the same lowP@S1#. Nonetheless, we point
out that we never obtained data that mirrored a sufficiently
conservative response bias, even when subjects did not ap-
pear to be that thirsty~sometimes they stopped working!. We
also attempted to control for levels of motivation by varying
P@S1# across a time frame of days, instead of changing
them at random within daily sessions. This did not make a
difference and we concluded that the effect of varying
P@S1# was not strong enough to alter response bias suffi-
ciently. In the inset of Fig. 6, the data are plotted on normal
coordinates. As can be seen, the slopes of the ROC lines,
once again, increase with increasing signal detectability~spe-
cifically, slope at 6%D f 51.16, at 10%D f 51.26!.

C. Experiment 3: Analyzing the effects of
reinforcement

Our results showed that reinforcement schedules can
have a strong effect on a rat’s response strategy in frequency
discrimination. Therefore, we next examined the local effects
of reinforcement on the rat’s behavior within a session. Our
aim was to derive an explanation for the efficacy of rein-
forcement schedules in generating the ROC. As a first step,
we examined a subject’s behavior on a given trial and tried
to relate it to the presence~or absence! of reinforcement on
the previous trial. For example, on a previous trial a subject
may have been reinforced if it responded in the presence of
S1, i.e., a hit. On the present trial, a subject can then be
hypothesized to be making a decision in a ‘‘state’’ of previ-
ous reinforcement. Other possibilities on the previous trial
are a miss, false alarm, or correct rejection. These represent a
current state of previous nonreinforcement. We can, hence,
list the possible events on any given current trial as: S1
given previous reinforcement~S1urf!; S2 given previous re-
inforcement~S2urf!; S1 given previous nonreinforcement

~S1unr!; S2 given previous nonreinforcement~S2unr!. We
computed the probability of a go response under each of
these conditions; that is, we evaluated the two pairs,
P@RS1urf# and P@RS2urf#; P@RS1unr# and P@RS2unr#,
whereR indicates the go response. It is easily seen that these
quantities represent the hit- and false-alarm rates under two
different hypothesized decision states that the subjects may
be considered to be operating under: the presence or absence
of previous reinforcement.

We illustrate by means of Fig. 7~a!, which represents an
arbitrary strip of data from 15 sessions (D f 510%) in a sub-
ject ~RN22! in which all hits were rewarded (P@r uh#51).
The probability of a go response in the above four different
conditions is plotted against the sessions from which they
were taken. As Fig. 7~a! shows, the probability of a go re-
sponse to S1 ~or hit rates! following a previous reinforce-
ment was higher than when following no previous reinforce-

FIG. 6. The ROC generated in subject RN22 by varying thea priori signal
probability of S1 from 0.5 to 0.1. The subject was tested at 5 kHz with
frequency differences of 6% and 10%. Each data point represents at least
100 trials.

FIG. 7. The upper half~a! shows the probability of responding to S1 and
S2 in the two decisions states of antecedent reinforcement~rf! and absence
of reinforcement~nr!. Data are from subject RN22 across 15 sessions with at
least 100 trials per session. The lower half~b! graphs signal detectability as
well as response bias in the two decision states using the indicesA8 and RI,
respectively.
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ment; that is, P@RS1urf#.P@RS1unr#. Similarly, the
probability of a go response to S2 ~or false-alarm rates!
were much higher when previous trials were reinforced than
when they were not, that isP@RS2urf#@P@RS2unr#. The
difference in false-alarm rates between the two states was
statistically significant~t test,p,0.01!. Since hit and false-
alarm probabilities were clearly different across the two hy-
pothesized decision states linked to previous reinforcement
history, the question arose whether signal detectability was
different across them. Figure 7~b! plots the sequence of de-
tectability (A8) and response bias~RI! values for the case of
antecedent reinforcement and nonreinforcement for the data
shown in Fig. 7~a! There was no significant difference be-
tweenA8 values in the two states, as can be inferred from the
figure; there was, however, a considerable difference in the
response bias as measured by RI Response bias was clearly
higher on trials following previous reinforcement than on
trials following previous nonreinforcement~due either to
previous miss, false alarm, or correct rejection!. We exam-
ined a total of 20 such data strips across subjects at random.
Fourteen of them showed a clear difference in response bias
between the two states. At the same time, only two of these
data strips showed thatA8 was, along with response bias,
also different between the two states (p,0.01). @This was
probably due to the ceiling effect onP@RS1urf#; this can be
seen in Fig. 7~a!.# On the basis of these data, we concluded
that high-response-bias states were associated with previous
reinforcement, while low-response-bias states were associ-
ated with previous nonreinforcement. Signal detectability, on
the other hand, was independent of previous events.

The above result seemed to suggest that previous rein-
forcement history directly influenced decision behavior
across trials. To identify possible confounding events, we
looked at data from sessions in which only some hits were
rewarded. In these data, several hypothetical decision states
were defined based on the events of the previous trial. These
states were:~i! previous hit with reinforcement~rf1!, ~ii !
previous hit without reinforcement~rf2!, ~iii ! previous false
alarm ~fa!, ~iv! previous correct rejection~rj!, ~v! previous
miss ~ms!. Under the hypothesis that these five decision
states exist within the paradigm, we calculated hit rates and
false-alarm rates for each of them. Thus, we isolated five
pairs of hit- and false-alarm rates corresponding to the
five decision states under which they were obtained:
P@RS1urf1# and P@RS2urf1#; P@RS1urf2# and
P@RS2urf2#; P@RS1ufa# and P@RS2ufa#; P@RS1urj# and
P@RS2urj#; P@RS1ums# and P@RS2ums#. If reinforcement
played a strong role in modifying local behavior, we rea-
soned that this would be specifically reflected in the differ-
ences in response bias between the states of previous hit with
reinforcement and previous hit with nonreinforcement. Con-
founding factors, if present, would show in response-bias
differences relative to the other three states that were also
associated with nonreinforcement~false alarm, correct rejec-
tion, miss!. Data for this analysis were sessions with
P@r uh#50.5 andP@S1#50.5 ~fixed P@S1# to control for
possible effects of varying signal probabilities!. Sessions
were pooled together by subject and byD f ’s to make several
data files. For a satisfactory analysis, we required that each

of the above five points~hit/false-alarm rate pairs! isolated
from the data represented at least 100 trials. Since the least
number of trials was usually associated with a previous miss,
the number of misses essentially dictated which data files
were available for analysis. A total of 14 data files from
subjects RN 14/15/16/24/25 fit these criteria, the smallest of
which had a total of 1400 trials. These files represented ses-
sions during the training period of subjects after the task was
learned, but performance at smallD f ’s had not yet peaked.

Our findings were fairly consistent across all subjects
and were somewhat unexpected. To show the results, we use,
as an example, the data file from subject RN14 withD f
56% and which consisted of 1500 trials. Figure 8~a! is a
plot of the five data points~hit rate vs false-alarm rates!
obtained by assuming the existence of five decision states.
As can be seen, the five points are well-spread out and de-
scribe a smooth curve that is symmetrical—a classical ROC

FIG. 8. ~a! Plot of the hit rates against false-alarm rates in the five defined
decision states: hit with reinforcement~rf1!, hit without reinforcement
~rf2!, false alarms~fa!, correct rejection~rj!, and miss~ms!. Subject was
RN14 with sessionP@r uh# andP@S1# both at 0.5. The data points are fitted
by mean SI to give the ROC of the subject. The inset of the figure plots the
points in binormal coordinates.~b! Plot of the signal detectability (A8) and
response bias~RI! in the five different decision states. Subject was tested at
5 kHz atD f 56%.
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plot. The data is fitted with a curve predicted by mean SI of
the data points~SI fit these data best, although the difference
from d8/A8 is marginal!. Mean detectability in terms ofA8
of these data points was nearly identical to the detectability
calculated from the overall hit/false-alarm rate in the entire
data (A850.76). In the inset of Fig. 8~a! we plot the data
points in binormal coordinates; a straight line is fitted with
slope 0.89. In Fig. 8~b!, we compare signal detectability~A8!
and response bias~RI! in the five hypothesized states. As can
be seen, detectability remained constant across the five deci-
sion states while response bias was very different. Response
bias was high after a previously reinforced hit~rf1! and was
significantly lower following a hit that was not reinforced
~rf2!. This fact indicates that reinforcement played a strong
role in altering decision behavior across trials. Surprisingly,
however, response bias following a false alarm~fa! was
much higher than the response bias following a nonrein-
forced hit; in fact, in this subject, response bias following a
false alarm was even greater than response bias after rein-
forced hits. This finding is unexpected, since both false
alarms and nonreinforced hits were, by definition, unre-
warded. We concluded that, while nonreinforcement of a re-
sponse can lower response bias on the next trial, some fac-
tor~s! in false-alarm trials override the effect of
nonreinforcement. Figure 8~b! further shows that the subject
responded relatively conservatively following a previous
correct rejection, while the most conservative response strat-
egy was following a previous miss. The five data points that
define the ROC in Fig. 8~a! correspond to these different
response bias or decision states. From these data, we con-
cluded that certain response-bias levels on current trials are,
at the least, correlated with specific events on previous trials.

In Fig. 9 we show ROCs obtained in subjects RN15/
16/24 using the same analysis~data from RN15/24 is fitted
with meand8, RN16 with meanA8!. The insets of the fig-
ures show detectability as well as response bias across the
five decision states. The slopes on double-probability plots of
the data from RN15/16/24 are 1.23, 1.13, and 1.22, respec-
tively. Although they were some minor variations across the
data from different subjects—mainly related to the exact
spread of data points over the ROC—within a particular in-
dividual, decision behavior was highly similar across all
D f ’s. Table II shows the response bias~RI! values across
decision states in each data file we analyzed; RI values are
listed by subject andD f . A ~one-way! analysis of variance of
these data showed that response bias was significantly differ-
ent between the five decision states~F580.13, p,0.001!.
Figure 10 sums the differences in responses bias across all
decision states in all data files. As the figure indicates—and
what was borne out by statisticalt tests (p,0.001)—three
significantly different response-bias states could be clearly
identified over the entire data set~in the case of subject
RN14, all five states were significantly different!. In general,
subjects responded most liberally in the state of previous
reinforced hit and previous false alarm; i.e., they made deci-
sions reflecting high-response bias. They responded rela-
tively conservatively in the states of previous nonreinforced

hit and correct rejection~although previous correct rejection
tended to be lower!. The most conservative response strategy
or lowest response bias was recorded in trials that followed a
miss. Thus, by sorting data based on decision states reflect-
ing different response-bias levels, a sufficient spread of data
points~Figs. 8 and 9! were available to plot a complete ROC
curve from within a single body of data without the need for
deliberate manipulation of experimental conditions.

FIG. 9. Response bias in the five decision states in subjects RN15/16/24. As
in Fig. 8, hit rates were plotted against false-alarm rates in the different
decision states to give the ROC in all three subjects. Data in~a! are fitted
with A8, while ~b! and ~c! are fitted withd8. The insets of the figure show
signal detectability (A8) and response bias~RI! in the five different decision
states. Subjects RN15/16/24 were tested at 5 kHz at frequency differences of
6%, 8%, and 10%, respectively.
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III. DISCUSSION

In this study, we carried out an SDT analysis of fre-
quency discrimination in the white rat using a simple go/
no-go paradigm. Specifically, we investigated frequency acu-
ity, the form of the ROC, and analyzed the effects of
reinforcement on behavior. The main advantage of SDT for
discrimination-acuity studies like auditory-frequency dis-
crimination is that it provides independent indices for signal
detectability as well as response bias. A less pragmatic, al-
though crucial benefit of the theory, is that it provides a
testable hypothetical framework within which animal cogni-
tion can be suitably investigated. While a few investigators
~see the Introduction! have previously urged larger applica-
tion of SDT to animal-discrimination behavior, it is clear, at
least judging from the amount of discrimination-acuity stud-
ies that use threshold measures instead of SDT, that the tech-
nique is underutilized.

The point is often made that the use of signal-detection
methods for investigating discrimination acuity in animals is
inconvenient and time consuming~Long, 1994!. This is true
when we consider relatively sophisticated procedures like
2-lever paradigms which are routinely employed in studies in
psychopharmacology and memory. In acuity studies like fre-
quency discrimination that involve small differences in the
quality of a stimulus, the use of such procedures are likely to
result in very long training times~see Burdick, 1979!. How-
ever, our study suggests that even a simple, easily learned,
yes–no procedure may be able to sustain a detailed SDT
study. With the use of this procedure, we were able to obtain
reasonably well-defined ROCs in three subjects by manipu-
lating the rats’ external environment, as well as several
ROCs by a method that identified different response-bias
states within sessions. Thus, our study showed that the SDT
model is consistent with frequency-discrimination behavior
in the rat.

A. Signal detectability

To measure frequency-discrimination performance, we
considered the parametric indexd8 ~Green and Swets, 1966!
and the nonparametric detectability indicesA8 and SI~Grier,
1971; Frey and Colliver, 1973!. An analysis of variance of
the data showed that theF ratios for theA8 measure were
slightly greater than those for SI and considerably larger than
those for d8. The use ofA8 led to smooth psychometric
functions that expressed the typical characteristics of an
ogive. These functions were very similar to intensity-
discrimination functions in rats also obtained using signal-
detection methods~Terman, 1970!. The functions by SI were
almost as good as those ofA8, while d8 generally led to
less-rounded functions. For our purpose, then,A8 best ex-
pressed the functional relationship between signal detectabil-
ity and signal strength. It may be difficult to generalize from
this, especially given the fact that the data is from a limited
number of subjects and the study was not specifically de-
signed to compare the usefulness of detectability measures.
However, we point out that Frey and Colliver~1973! also
reached a similar conclusion using data obtained from dis-
crimination studies in other species.

The index A8 showed that subjects performed nearly
perfectly for all frequency differences larger than 20%. For
differences less than 20%, detectability decreased gradually.
The A8 measure indicated that the rat’s auditory system can
resolve frequency differences as small as 2%, since perfor-
mance at this level was usually greater than chance. At all
frequency differences,A8 proved to be a stable and accurate
measure of frequency discrimination with coefficients of
variation less than 0.06. Stability was further improved when
the probability of S1 on a trial was decreased; in addition,
discrimination seemed to be a little better. This finding is
odd; a possible explanation, though, is the ‘‘ceiling’’ effect
for A8, which can corrupt data when hit rates are close to 1:
when false-alarm rates are relatively high, the hit rates are
bound by the ceiling and a worse detectability measure might
result. In the standard conditions of our experiment, we fixed
P@r uh# at 0.5 to reduce this effect~also for the more prag-

TABLE II. Measurements of response bias~RI! across five possible deci-
sion or criterion states identified within a session. rf15previous reinforced
hit; fa5previous false alarm; rf25previous nonreinforced hit; rj5previous
correct rejection; ms5previous miss.

Subject/D f rf1 fa rf2 rj ms

RN14;D f 54 0.530 0.510 0.095 0.005 20.281
RN14;D f 56 0.622 0.715 0.296 0.024 20.447
RN14;D f 58 0.589 0.530 0.036 20.148 20.525
RN14;D f 510 0.603 0.571 20.011 20.082 20.157
RN15;D f 54 0.441 0.507 0.395 0.030 0.013
RN15;D f 56 0.454 0.603 0.360 0.097 20.274
RN15;D f 58 0.560 0.467 20.217 0.155 20.513
RN16;D f 56 0.595 0.662 0.148 0.111 20.046
RN18;D f 58 0.451 0.509 20.019 20.080 20.423
RN16;D f 510 0.597 0.640 0.215 0.108 20.021
RN25;D f 520 0.495 0.508 0.010 0.078 20.139
RN24;D f 510 0.577 0.507 20.154 0.188 20.406
RN25;D f 520 0.536 0.537 0.311 0.124 20.096
RN25;D f 512 0.565 0.543 0.217 0.083 0.133

FIG. 10. Response bias~RI! across the five decision states rf1, fa, rf2, rj,
and ms, over all data in five subjects. The notches at the sides of the boxes
in the plot represent the 95%-confidence interval of the mean. The horizon-
tal lines within the boxes signify the median while the ‘‘whiskers’’ of the
boxes represent the range of the data.
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matic reason of increasing the number of trials in a day!.
Nevertheless, withP@S1#50.5, hit rates were still some-
times close to 1. Lowering signal probability toP@S1#
50.2 decreased this tendency and could account for the im-
proved stability~as well as the slight improvement!.

Although SDT has invalidated the theoretical concept of
the difference limen~DL! as a measure of discrimination
acuity, the frequency DL may still be useful as an empirical
measure: a large database of frequency DLs already exists
which serves to place any new animal study in context. In
this regard SDT provides a useful method to measure fre-
quency DLs based on a threshold definition ofA850.85; this
performance level is equivalent to the conventional threshold
in classical psychophysics: viz, hit rates of 0.5~and false-
alarm rates of 0.05 since low false-alarm rates are necessary
for the DL to be a meaningful measure!. Another factor that
makesA50.85 a suitable definition of threshold is that the
indicesd8, A8, and SI differentially stabilized data at differ-
ent signal strengths. The variability inA8, for example, was
considerably reduced for detectabilities larger thanA850.8.
This seems to be in general agreement with the ‘‘sweet
point’’ for threshold measurements in humans in two-
alternative, forced-choice procedures sinceA8 is equivalent
to %-correct response in the 2AFC procedure~Green, 1990;
Swets, 1996!. By this threshold definition, then, we mea-
sured a frequency DL of 6.25%60.23% at 5 kHz in the
white rat; these measurements are in the same range as that
measured by Sykaet al. ~1996! using conventional threshold
methods and the same go/no-go paradigm in hooded rats.
The advantage of using signal-detection methods in fre-
quency DL measurements is one of convenience and accu-
racy; it eliminates the need to keep false-alarm rates to a
minimum, a factor that is not always easy to ensure. More-
over, the use of signal-detection methods sets the investiga-
tor free from the need to maintain strict experimental con-
stancy across sessions to ensure data stability.

B. Response bias

In a discrimination task, response bias is best interpreted
as the tendency of a subject to make a particular response
under ambiguous signal conditions; thus, it reflects the sub-
jects’ decision strategy. The indices that we studied to mea-
sure the degree of response bias were the nonparametric
measuresB9 and RI ~Hodos, 1970; Grier, 1971; Frey and
Colliver, 1973!. Of these, RI was the more satisfactory mea-
sure. The go/no-go procedure that we used was asymmetrical
in that only one physical response was required and the con-
sequences of a response was not equal. Under these condi-
tions, it was not surprising to find that rats exhibited a rela-
tively strong response bias toward a go response whenever
signal status was doubtful—at least under the standard ex-
perimental conditions that we defined. BothB9 and RI
showed that in easy discrimination tasks, subjects are biased
towards making a go response. Presumably, the decision to
make a go response under ambiguous signal conditions is not
tempered by the cost vs benefit of the situation. As frequency
differences become smaller, and the task becomes harder, the
index RI shows that the general level of responsivity in-
creases, i.e., subjects become more biased to making a go

response. Nevertheless, the amount of this increase is not as
much as might be expected given the nature of the paradigm.
Some auditory studies, despite the use of two-lever tasks,
have found in rats a similar amount of bias developing with
decreasing signal strength~Irwin and Terman, 1970; Terman,
1970!. The indexB9, on the other hand, did not support a
conclusion that is in accord with a ‘‘common sense’’ idea of
response bias. This is a consequence of the fact that at low-
signal sensitivity~i.e., when hit rate5false-alarm rate!, B9 is
incapable of differentiating between very conservative and
very liberal response criterion~see Suboski, 1967; Frey and
Colliver, 1973!.

C. ROC curves in frequency discrimination

The indexA8, being equivalent to area under the ROC
curve, rests on the assumption that, in fact, such an empirical
function exists. Moreover, forA8 to be invariant across ex-
perimental conditions, the ROC must, at least, remain within
certain bounds~Pollack and Norman, 1964!. In this study, to
generate empirical ROC curves, we varied experimental con-
ditions by changing the probability of reinforcement as well
as thea priori probability of the signal. Since rats generally
show a high-response bias, obtaining data points reflecting
liberal response strategies was easy; the chief requirement in
generating complete ROC curves was to manipulate response
bias so that data points would reflect sufficiently conserva-
tive decision strategies. In signal-detection terms, we ma-
nipulated the decision criterion of subjects to alter their re-
sponse bias from liberal to conservative.

The most effective method to manipulate response bias
was to alter the reinforcement probability of a hit. This
method was more effective than simply lowering the relative
frequency at which S1 was presented. By altering the fre-
quency with which S1 appeared, we were not able to obtain
complete ROC curves; even at very low S1 signal probabil-
ity subjects did not respond conservatively enough to give
data points on the lower half of the curve. The range of the
data points we obtained was similar to that obtained by Hack
~1963! in rats using a similar method. Generally, subjects
decreased their response bias at low-signal probabilities;
even so, subject motivation seemed to play a role in this and
the effect was not always reliable. In contrast to this method,
however, altering the reinforcement schedule had a stronger
effect in decreasing overall responsivity. Subjects tended to
be more conservative in reporting S1 if they happened not
to be often rewarded for it. In general, for reward probabili-
ties greater than around 0.5, responsivity remained high.
When the probability of reward decreased to 0.1–0.2, re-
sponsivity declined. Nonetheless, the only way to achieve
data points that reflected a sufficiently conservative response
strategy and produced data points on the lower extremity of
the ROC curve was to include behavioral sessions in which
subjects were never rewarded. In learning terms, this repre-
sents behavior in extinction. By this manipulation we were
able to obtain the complete ROC curve.

The form of the ROC in two of our subjects, RN21 and
RN22, was an upwardly convex function generally sym-
metrical about the negative diagonal. In the literature this
form is classical. Of course, many functions can be fit
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through a limited number of data points; here we tried to
provide enough to make a stronger statement about the form.
In general, all three indicesd8, A8, and SI provided adequate
fits for the data obtained from these subjects; sufficiently so
that they served as suitable sensitivity indices across all ex-
perimental conditions and frequency differences. Given the
similarity in the forms of the functions predicted by the three
indices, and taking into account the inherent noise in the
data, it is difficult to make a clear overall choice of one over
the other; there were instances in the study when one of the
indices, in turn, provided a slightly better fit than the others.
In contrast to the functions obtained in subjects RN21/22, the
ROC in subject RN23 was grossly asymmetrical; the bend in
the curve was skewed toward the top-right corner of the
ROC plot. The meanA8 ~or meand8/SI for that matter! of
the data consistently underestimated signal detectability
when response bias was high and overestimated it when it
was low. In other words, when the subject responded very
conservatively, its performance was not as good as when it
responded liberally; detectability, thus, was not completely
independent of response bias. For this subject, then, all three
indicesd8, A8, and SI failed to be good measures of detect-
ability. It is sometimes easy to lose sight of the fact that
detectability indices directly measure thebehaviorof an ani-
mal and not the sensory ability of the auditory system. The
assumption we work under is that the behavior of an animal
in operant tasks is the direct expressionsolely of sensory
ability. If we assume that sensitivity is, in fact, independent
of response bias, the data from subject RN23 suggests—to
the extent that the commonly used SDT indices are appro-
priate detectability measures—that there may sometimes ex-
ist a gap between the sensory capability of the rat and its
actual behavior, at least in a go/no-go task within the con-
fines of a laboratory. Another behavioral interpretation of
these data, however, is that the go/no-go task may sometimes
provide less than ideal stimulus control when the probability
of reinforcement is low. Alternatively, there remains the pos-
sibility that this skewed ROC is a legitimate expression of
sensory ability in this subject—in which case, different indi-
ces are needed to measure detectability.

In many cases, it may be beneficial to assume certain
underlying S1 and S2 distributions~other than Gaussian!
that predict the ROC forms actually observed experimen-
tally. From these assumptions it may be possible to develop
parametric measures for signal detectability; after all, such
measures are more powerful than nonparametric ones. For
symmetric ROC data, it is appropriate to model the underly-
ing S1 and S2 distributions as Gaussian distributions with
equal variance. Such a model predicts straight lines of unity
slope on probability scales. Equal variances for the S1 and
S2 distribution is reflected on probability scales as a family
of parallel lines~Green and Swets, 1966!. An appropriate
index in this case is the parametric measured8, which indi-
cates the distance between the hypothesized S1 and S2 dis-
tributions. Our data, when plotted in binormal coordinates,
invariably satisfied statistical requirements for a straight-line
fit. However, the curves we obtained did not result in parallel
lines of unity slope. As frequency difference increased, the
ROC lines, in addition to shifting upward, also tended to

increase in slope. This feature, common to all of our sub-
jects, seems to be unusual for frequency discrimination in
rats, since data from other signal detection studies often
seem to demonstrate slopes that decreased with signal
strength~Swets, 1996!. In subjects RN21/22 at small fre-
quency differences~4% to 6%!, the lines demonstrated
slopes around unity; at larger frequency differences the
slopes remained less than 1.5. In these subjects, at least at
threshold-frequency differences,d8 by itself can be consid-
ered a suitable parametric index and the equal-variance
Gaussian model is valid for frequency discrimination. A
model that can account for the increase in slopes with signal
strength is one that assumes two Gaussian distributions with
the variance of the S1 distribution decreasingas its mean
increases. It might be beneficial to apply such methods to
ROC forms that are as asymmetrical as the data from RN23.
If necessary, other distributions~e.g., gamma and exponen-
tial distributions! can also be assumed to develop the appro-
priate indices~e.g., Clopton, 1972; Swets, 1996!. In sum-
mary, our observations of frequency-discrimination behavior
in rats suggest that the detectability index that best fits the
form of the ROC functions may need to be chosen on the
basis of individual subjects.

D. Decision making in frequency discrimination

The ROCs we generated were obtained by long-term
systematic manipulation of experimental conditions. As
such, despite the use of an easily learned go/no-go proce-
dure, the experiment was laborious. A long training period
was required to reduce outliers for obtaining good ROCs
Further, our results indicate that different methods of altering
response bias may not be not equally effective in animal
subjects.

In this study, we developed a convenient method to ob-
tain complete and relatively clean ROCs which involved a
straightforward analysis of a single body of data. The experi-
mental requirements for the method are simply that animal
subjects are trained in go/no-go sessions in which only some
hits are rewarded—without the necessity of systematically
altering conditions, and without the need for extended train-
ing. The method is based on the observation that reinforce-
ment schedules are effective in manipulating response bias in
animal subjects@similar observations have been made for
pigeons in discrimination tasks~Nevin, 1965, 1967!#. We
found that a subject whose response was reinforced on a
given trial was more likely to respond to the next trial~under
ambiguous signal conditions! than if it had previously expe-
rienced an absence of reinforcement. In other words, rats
demonstrated higher-response bias on trials immediately fol-
lowing previous reinforcement than on trials following pre-
vious nonreinforcement. However, the condition of nonrein-
forcement is associated with the events nonreinforced hits,
false alarms, correct rejections, and misses. To filter out pos-
sible confounding variables, we classified trials according to
each event on previous trials. A signal-detection analysis of
these data showed that past events of reinforced hits, unrein-
forced hits, false alarms, correct rejections, and misses, were
all associated with relatively different response-bias levels
on current trials. Signal detectability, on the other hand, was
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independent of past-event history. Thus, rats can be said to
operate in several different decision states linked to previous-
event history; the response-bias levels of these decision
states span the range from liberal to conservative. Given a
sufficient number of trials within the data, and by sorting
trials on the basis of past events, a sufficient spread of five
data points is obtained which makes it possible to completely
define the ROC of a subject. The curves we obtained by this
method shared all the characteristics of ROCs otherwise ob-
tained by the more traditional methods we employed; they
were symmetrical and were very well fitted by the meanA8
~d8, SI! value of the data points. The detectability of the
signal by meanA8 ~d8, SI! was identical to the detectability
otherwise calculated from the entire data file from which the
data points were isolated. Since SDT interprets a shift in
response bias as a shift in the decision criterion of a subject,
the implication of these data is that the rat’s decision crite-
rion can shift rapidly across trials in a frequency-
discrimination task. The overall response bias that is calcu-
lated, from the hit- and false-alarm rates in a behavioral
session, merely represents the ‘‘average’’ response bias a
subject demonstrates across all trials.

In general, across all subjects, we found that the five
decision states we defined reflect at least three significantly
different response-bias~RB! levels: a high-RB state associ-
ated with previous reinforced hit and previous false alarm; a
lower-RB state associated with previous nonreinforced hit
and correct rejection; a lowest-RB state associated with pre-
vious miss. Naturally, the fact that these associations exist
does not, by itself, imply a causal relationship between spe-
cific events and subsequent decision strategies in frequency
discrimination. However, the fact that RB following nonre-
inforced hits was significantly lower than RB following re-
inforced hits indicates that the relationship between nonrein-
forced response and subsequent low RB is one of cause–
effect rather than mere correlation. Nevertheless, it is clear
that other factors exist that confound this effect. This is ap-
parent from the fact that while our subjects responded very
liberally on trials following false-alarm responses, they were
significantly less likely to respond following nonreinforced
correct responses. From the rats’ point of view there is,a
priori , no difference between the two trials: in both condi-
tions the rat is not rewarded for a response to what it believes
is a signal~behavioral theory makes the necessary assump-
tion that a trained subject only responds to a ‘‘likely’’ sig-
nal!. It is worth noting, therefore, that, as far as the rat is
concerned, false-alarm trials differ from nonreinforced-hit
trials only in the fact that a timeous period follows a false-
alarm response. A reasonable conclusion, then, is that the
presence of a timeout period following a response dimin-
ished the likelihood that a rat would withhold the next re-
sponse to an ambiguous signal. The implication of this is
clear: timeouts—at least in the way they were used in this
study—are of questionable use in go/no-go paradigms. In
procedures that seek to limit liberal responding, they may, in
fact, be contraindicated. More generally, on the basis of our
data, it seems that timeoutsdo notserve to punish responses
in the absence of the S1 ~the very reason for their use in
psychophysical experiments!; if anything, they reinforce the

rats’ normal inclinations~we note that during timeouts, our
rats appeared to wait out the period; sometimes they pressed
the observation lever in anticipation!. It is possible that the
lowering of RB following nonreinforced hits is a short-term
phenomenon and that response bias reverts to its ‘‘normal’’
high levels ~shared by reinforced hits! during the timeout
period. The high RB levels associated with previous false
alarms explains the difficulty we experienced in obtaining
sufficiently conservative response strategies in the go/no-go
task. This was especially seen in the experiments in which
signal probability,P@S1#, was varied. Sessions with low
P@S1#, by definition, had many more S2 trials and, conse-
quently, more false alarms; this may have offset an otherwise
bias-lowering effect that lowP@S1# may have had. Further,
all hits were reinforced in the varyingP@S1# experiments so
that there were no nonreinforced hits to help in lowering
response bias. From the foregoing observations, the predic-
tion is that the rat will show more conservative response
strategies in go/no-go procedures in which timeouts are not
incorporated. This may be advantageous. With suitable com-
binations of procedural variables like reinforcement sched-
ule, signal probability, and~probably! timeouts, it is possible
that the simple go/no-go procedure can be made more effec-
tive in animal psychoacoustics.

It is more difficult to account for the fact that while RB
was not significantly different between the states of previous
nonreinforced hit or a correct rejection~although correct re-
jection tended to be lower!, the response bias following pre-
vious miss was significantly lower. Correct rejection and
miss both represent the same behavioral event in that a sub-
ject makes a decision that S2 was presented and withholds
response; consequences are the same for either event. This
finding, however, can be accounted for if we note that a
previous miss is not necessarily in a causal relationship with
low RB on current trials. In the process of making several
discriminations, a ‘‘miss,’’ by definition, most often occurs
when RB—for whatever reason—is the lowest. Thus, a pre-
vious miss and subsequent low RB are simply associated by
nature of their temporal proximity while the rat happens to
be in a temporarily low RB state. The factors underlying this
low-RB state need to be further identified; at present this
behavior seems complex. In summary, we might model the
normal decision strategy of the rat in frequency discrimina-
tion as reflecting a high response-bias state; occasionally, as
a consequence of unrewarded hits, the response bias is tem-
porarily reduced. Timeouts, if present, serve to obscure the
temporary reductions in response bias. Other factors may be
superimposed on these fluctuations of response bias causing
trends, so that sometimes misses as well as correct rejections
occur normally.

IV. CONCLUSIONS

The straightforward go/no-go task we used to investigate
frequency discrimination in the rat was an adequate vehicle-
for a signal-detection study of behavior. The frequency-
difference limen we measured using SDT methods was
6.25% in three subjects; this value is around the same that
has previously been measured in rats for the same paradigm.
Rats demonstrated a relatively strong bias toward making a
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go response in ambiguous signal conditions; nonetheless,
this tendency can be manipulated by altering experimental
conditions. For the data we gathered, the indexA8 was, by
and large, the most suitable measure of frequency-
discrimination acuity. Response bias, on the other hand, was
effectively tracked by the index RI. ROC curves were gen-
erated by varying reinforcement schedules and signal prob-
ability; the manipulation of reinforcement schedules proved
to be a stronger influence on the rats’ behavior. For data
points in the ROC plane, there was little to choose between
the indicesd8, A8, and SI while fitting ROC functions.
When the ROC data were plotted in binormal coordinates,
straight lines were obtained whose slopes increased with in-
creasing signal strengths. Despite this common ROC feature,
the data indicate that ROC forms are not consistent between
subjects. In one subject~out of three!, none of the detectabil-
ity indices we tested proved adequate across experimental
conditions.

By classifying trials on the basis of previous trial history
of events, we found that while the decision criterion our rats
adopted to report a signal varied widely from trial to trial,
signal detectability remained unaffected. On any given trial,
the rat could be said to be operating in one of several differ-

ent decision states. A given decision state can be predicted
by events on past trials. Previous reinforcement history and,
possibly, timeouts are among factors that influence decision
behavior. The finding of multiple decision states within a
session provided a means to generate the ROC from the data
of a single session. For animal subjects, the identification of
multiple decision or criterion states in which they may oper-
ate represents a significant advantage for convenience and
methodology in obtaining ROC functions. Further, the
signal-detection analysis that we applied to analyze the local
effect of reinforcement may be potentially useful for other
behavioral studies; the more general method could be useful
as a tool to investigate the behavioral effects of any proce-
dural variable.

APPENDIX

Below in Table AI is listed the raw data from six ses-
sions in subjects RN 14/15/16 after a period of at least 2
months of frequency-discrimination training. Subjects were
tested at 5 kHz.

TABLE AI. Hit rates ~h! and false-alarm rates~f! in three subjects under different signal-probability conditions.

Subject/
condition

D f 5100% D f 520% D f 515% D f 510% D f 58% D f 56% D f 54% D f 52% D f 51%

h f h f h f h f h f h f h f h f h f

RN14 1.00 0.08 1.00 0.13 0.90 0.05 0.90 0.21 0.90 0.17 0.80 0.50 0.75 0.50 0.70 0.59 0.60 0.58
P@S1#50.2 0.95 0.03 0.95 0.12 0.95 0.12 0.85 0.06 0.80 0.21 0.95 0.62 0.80 0.59 0.60 0.49 0.65 0.67

1.00 0.06 1.00 0.05 1.00 0.13 1.00 0.21 0.85 0.29 0.80 0.40 0.65 0.32 0.60 0.52 0.55 0.50
0.95 0.08 1.00 0.11 0.90 0.14 0.95 0.28 1.00 0.35 0.95 0.75 0.70 0.41 0.70 0.61 0.55 0.48
1.00 0.09 0.95 0.05 1.00 0.27 0.80 0.17 0.85 0.28 0.85 0.32 0.85 0.50 0.70 0.55 0.55 0.59
1.00 0.02 1.00 0.07 0.90 0.12 1.00 0.33 0.95 0.34 0.95 0.63 0.90 0.77 0.90 0.84 0.70 0.60

RN14 0.98 0.12 0.96 0.10 0.98 0.30 0.94 0.32 0.98 0.42 1.00 0.88 0.92 0.82 0.84 0.76 0.62 0.70
P@S1#50.5 0.98 0.10 0.98 0.14 0.98 0.14 1.00 0.50 0.92 0.52 0.96 0.74 1.00 0.92 0.86 0.76 0.76 0.70

1.00 0.12 1.00 0.30 1.00 0.18 0.92 0.28 0.94 0.22 0.96 0.74 0.94 0.66 0.94 0.90 0.76 0.74
0.96 0.14 1.00 0.02 0.86 0.08 0.94 0.52 0.88 0.40 0.78 0.52 0.72 0.38 0.72 0.64 0.92 0.90
1.00 0.06 1.00 0.24 0.96 0.26 0.98 0.24 0.82 0.34 1.00 0.84 0.92 0.86 0.88 0.86 0.88 0.82
1.00 0.02 0.98 0.06 0.90 0.30 0.84 0.24 1.00 0.52 0.76 0.20 0.82 0.76 0.76 0.70 0.74 0.78

RN15 1.00 0.02 1.00 0.04 0.95 0.08 1.00 0.26 0.95 0.32 0.80 0.25 0.70 0.42 0.90 0.86 0.80 0.86
P@S1#50.2 0.95 0.03 1.00 0.10 1.00 0.15 0.95 0.25 0.95 0.30 0.95 0.44 0.75 0.54 0.70 0.65 0.70 0.67

1.00 0.07 0.95 0.05 1.00 0.19 0.85 0.10 1.00 0.33 0.85 0.36 0.90 0.59 0.85 0.80 0.80 0.83
1.00 0.05 0.95 0.03 1.00 0.13 0.95 0.27 1.00 0.36 0.90 0.29 0.70 0.45 0.65 0.54 0.60 0.65
1.00 0.01 1.00 0.09 0.90 0.06 1.00 0.19 0.90 0.33 0.85 0.36 0.85 0.60 0.85 0.78 0.70 0.68
1.00 0.06 0.95 0.06 0.95 0.19 0.95 0.14 0.95 0.26 0.80 0.31 0.80 0.59 0.70 0.64 0.80 0.70

RN15 0.98 0.02 0.92 0.10 0.94 0.18 1.00 0.50 1.00 0.72 0.92 0.52 0.86 0.74 0.86 0.84 0.66 0.72
P@S1#50.5 1.00 0.04 1.00 0.06 1.00 0.24 0.92 0.10 0.88 0.26 0.76 0.12 0.84 0.64 0.68 0.56 0.88 0.86

0.98 0.06 1.00 0.04 0.96 0.04 0.96 0.24 0.96 0.38 1.00 0.80 1.00 0.86 0.82 0.78 0.76 0.64
0.98 0.08 0.96 0.04 0.96 0.18 0.88 0.30 0.94 0.24 0.76 0.30 0.94 0.60 0.62 0.60 0.62 0.60
1.00 0.02 0.96 0.04 1.00 0.32 0.94 0.22 0.94 0.28 0.98 0.50 0.74 0.46 0.84 0.70 0.70 0.66
1.00 0.04 0.98 0.04 0.92 0.04 1.00 0.46 1.00 0.52 0.84 0.52 0.80 0.56 0.74 0.74 0.82 0.86

RN16 1.00 0.04 1.00 0.10 1.00 0.30 0.86 0.28 0.88 0.10 0.98 0.20 0.88 0.56 0.64 0.48 0.66 0.76
P@S1#50.5 1.00 0.10 0.98 0.08 1.00 0.04 1.00 0.50 0.98 0.32 0.92 0.34 0.86 0.66 0.88 0.72 0.64 0.70

0.98 0.04 0.98 0.02 0.90 0.04 0.86 0.24 0.94 0.08 0.78 0.26 0.92 0.76 0.90 0.82 0.78 0.72
0.98 0.06 0.96 0.10 0.98 0.06 0.94 0.38 1.00 0.26 0.94 0.42 0.78 0.50 0.74 0.60 0.62 0.56
0.98 0.02 0.98 0.02 0.92 0.12 0.96 0.18 0.92 0.28 0.98 0.72 0.68 0.22 0.76 0.64 0.62 0.58
1.00 0.04 0.98 0.08 0.98 0.12 0.96 0.18 0.98 0.30 0.80 0.20 0.92 0.70 0.84 0.76 0.72 0.66
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Importance of temporal-envelope cues in consonant recognition
René van der Horst,a) A. Rens Leeuw, and Wouter A. Dreschler
Clinical and Experimental Audiology, D2, University of Amsterdam, Meibergdreef 9, 1105 AZ Amsterdam,
The Netherlands
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The role of different modulation frequencies in the speech envelope were studied by means of the
manipulation of vowel–consonant–vowel~VCV! syllables. The envelope of the signal was
extracted from the speech and the fine-structure was replaced by speech-shaped noise. The temporal
envelopes in every critical band of the speech signal were notch filtered in order to assess the
relative importance of different modulation frequency regions between 0 and 20 Hz. For this
purpose notch filters around three center frequencies~8, 12, and 16 Hz! with three different notch
widths~4-, 8-, and 12-Hz wide! were used. These stimuli were used in a consonant-recognition task
in which ten normal-hearing subjects participated, and their results were analyzed in terms of
recognition scores. More qualitative information was obtained with a multidimensional scaling
method~INDSCAL! and sequential information analysis~SINFA!. Consonant recognition is very
robust for the removal of certain modulation frequency areas. Only when a wide notch around 8 Hz
is applied does the speech signal become heavily degraded. As expected, the voicing information is
lost, while there are different effects on plosiveness and nasality. Even the smallest filtering has a
substantial effect on the transfer of the plosiveness feature, while on the other hand, filtering out
only the low-modulation frequencies has a substantial effect on the transfer of nasality cues.
© 1999 Acoustical Society of America.@S0001-4966~99!00302-1#

PACS numbers: 43.66.Mk, 43.71.Es@JWH#

INTRODUCTION

Speech intelligibility can be related to the temporal en-
velope of the acoustical speech signal~Houtgast and
Steeneken, 1985!. When analyzing the temporal domain of a
speech signal, Rosen~1992! classified the temporal structure
of speech into three categories of speech cues: envelope
cues, periodicity cues, and temporal fine-structural cues. This
classification is based on the time-scale of the dominant tem-
poral structure in each category. Envelope cues consist of the
frequencies 2 to 50 Hz, and are able to transmit the following
phonetic and prosodic information: segment duration, rise–
fall time ~which can convey consonantal manner informa-
tion!, the presence or absence of voicing, syllabification, and
stress.

Periodicity cues—containing the frequencies from 50 to
500 Hz—signal the strength and frequency of vocal fold vi-
brations, and therefore can convey phonetic information
about consonant voicing and manner, as well as prosodic
information about intonation and stress.

Temporal fine-structure. The periodicity of the temporal
fine-structure ranges from 600 Hz to 10 kHz, and conveys
information about the spectral distribution of energy of the
speech signal. These cues are essentially the same as the
spectral envelope structure, which cues consonant place and
vowel quality.

A. Information contained in the speech envelope

Van Tasellet al. ~1987! found that consonants can be
recognized to some extent by the wideband speech envelope
alone. In these experiments, they used noise signals modu-

lated with the temporal envelope of the wideband speech
signal to be certain that the only phonetic information trans-
ferred is that contained in the speech temporal envelope. In
this way, a score of 22-percent-transferred information was
reached when the bandwidth of the temporal envelope was
reduced to contain only the modulation frequencies up to 20
Hz. The transferred information in the 200-Hz and 2000-Hz
conditions was 29% and 35%, respectively.

Another approach was followed by Drullmanet al.
~1994!. They first filtered the speech signal in frequency
bands, and kept the original speech carrier. The frequency
bands had a width of a quarter of an octave, half an octave,
or one octave. They reduced the information in each tempo-
ral envelope by low-pass filtering, and modulated the carrier
of each original speech band with this filtered envelope, in
order to leave the temporal fine-structure intact. In this way,
they were able to assess the relative importance of the fast
and slow envelope variations. It was concluded that the en-
velope modulations above 16 Hz could be filtered out with-
out reducing the speech intelligibility. But if all temporal
variations were filtered out, the speech reception fell to a
score of about 20 percent for consonant recognition. So, cues
other than temporal envelope can account for about only
20% of a speech intelligibility score.

An important observation of this study was that the fre-
quency width of the processing bands had an influence on
intelligibility. For frequency bands wider than a quarter of an
octave, higher scores were measured, and it was argued that
subjects were able to resolve spectral information within
each processing band and use that in the speech-recognition
task. The envelope of a wideband signal is the sum of mul-
tiple narrow-band envelopes~i.e., the envelopes in every
critical band!. The auditory system can make use of multiplea!Electronic mail: R.vanderHorst@amc.uva.nl
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envelopes within such a wideband signal. Therefore, filtering
out the envelope modulations of a wideband signal does not
guarantee that the narrow-band envelopes are filtered in the
same way.

Shannonet al. ~1995! combined aspects of the stimuli of
Van Tasellet al. ~1987! and Drullmanet al. ~1994!. They
used noise as the carrier, but extracted the envelope from the
speech signal in one to four processing bands. The number of
processing bands was an experimental variable. Consonant
recognition increased from about 50% when using only one
processing band, to 90 percent when using four bands. When
envelope fluctuations were low-pass filtered at 16 Hz, which
differed significantly from the other conditions~low-pass fil-
tered at 50, 160, and 500 Hz!, the consonant-recognition
scores started at somewhat less than 40 percent for one pro-
cessing band and increased to about 80% with four process-
ing bands.

To summarize, when reviewing the conditions as used
by Van Tasellet al. ~1987!, one can conclude that the enve-
lope signal not only contained the envelope cues as defined
by Rosen~1992!, but also the periodicity cues~200-Hz con-
dition! and even the cues of the spectral fine-structure
~2000-Hz condition!. Only the 20-Hz condition contained the
envelope cues alone; this condition shows the relative impor-
tance of envelope information as extracted from a wideband
speech signal. But this method uses a wideband envelope,
and one cannot guarantee that any manipulation applied on
this wideband envelope is equally applied on the envelopes
in every critical band. With the method of Drullmanet al.
~1994! the envelopes were down-sampled to 244 Hz, so the
bandwidths of the envelopes could be up to 122 Hz, this
affects the envelopes extracted from filter bands wider than
244 Hz. It ensures that the envelope signals contain almost
only the envelope cues. But Drullmanet al. ~1994! left the
spectral fine-structure of the speech signal intact; thus, their
stimuli contained temporal fine-structural cues as well as
temporal envelope cues. Shannonet al. ~1995! used noise as
the carrier, so the spectral fine-structure of the speech signal
was lost, but the processing bands were very broad in com-
parison with the critical bandwidth. They extracted the enve-
lopes by half-wave rectification and low-pass filtering with
16, 50, 160, and 500 Hz as cut-off frequencies. So, in the
160- and 500-Hz conditions, the periodicity cues were still
present.

Therefore, we designed a new experiment in which the
influence ofonly the narrow-band temporal envelopes on the
recognition of consonants was measured.

B. Temporal envelope manipulation

In order to degrade the temporal information in every
critical band, the speech signal was transformed into a
temporal–spectral envelope representation. Therefore, the
stimuli were passed through a filter bank consisting of band-
pass filters with bandwidths equal to the critical bandwidth
of the human auditory system~Glasberg and Moore, 1990!.

From each band of the speech signal, the temporal en-
velope was derived by means of a Hilbert transformation.
Our hypothesis is that the temporal envelope in every critical

band represents the way the auditory system analyzes the
envelope information of speech sounds.

In this spectral–temporal representation, the temporal
information was degraded by filtering each envelope. In or-
der to remove all fine-spectral information from the stimulus,
the resulting envelope was modulated on narrow-band
noises, so all information about the speech carrier has been
lost. These narrow-band noises were created by using a noise
with a long-term spectrum equal to speech and feeding this
signal through the aforementioned filter bank. The different
processing bands were summed to compose the final stimu-
lus.

In this way, we hope to assess the importance of the
narrow-band temporal envelopes alone on the intelligibility
of a speech signal, and assess the relative importance of dif-
ferent modulation frequencies of this narrow-band temporal
envelope.

I. METHOD

A. Signal processing scheme

1. Analysis and synthesis

The following were the signal-processing steps used to
construct the stimuli:

Filter bank. The speech signal was split up in the fre-
quency domain in 26 different frequency bands, center-
frequencies ranging from 150 to 5350 Hz. The filters were
triangular shaped, their center-frequencies and bandwidths
are described in Table I. The filters were implemented as
time-aligned, linear-phase, finite impulse response filters.

Envelope detector. An envelope detector was imple-
mented by means of the Hilbert transformation, using the
analytic signal. Because the filtered speech signal is a real,
causal, and band limited signal@Fi(t) in Fig. 1#, the Hilbert
transform can be used to find the appropriate imaginary part
@Xi(t) in Fig. 1# of the analytic signal.

The signalSi(t) is thought of as an analytic signal

Si~ t !5Ri~ t !1 jXi~ t !, ~1!

Ri~ t !5Fi~ t !, ~2!

Xi~ t !5H$Ri~ t !%, ~3!

whereH $•% denotes the Hilbert transform.

TABLE I. Center-frequencies and equivalent rectangular bandwidths of the
band filters used.

Fc BW Fc BW

150 41 1306 166
193 46 1480 184
241 51 1674 205
294 56 1890 229
354 63 2131 255
420 70 2399 284
494 78 2697 315
576 87 3030 352
667 97 3400 392
769 108 3812 436
882 120 4271 486

1008 134 4782 541
1149 149 5352 602
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The magnitude of the complex signal, at any given moment,
can be seen as a measure of the instantaneous envelope, and
the angle as a measure of the instantaneous frequency of the
speech signal. Thus, when using the Hilbert transform~H!,
the envelope signal@Ei(t) in Fig. 1# would be

Ei~ t !5uFi~ t !1 jH$Fi~ t !%u, ~4!

whereFi(t) denotes the filtered-speech band.
Modulation and summation. The manipulated enve-

lopes were multiplied with narrow-band noise carriers@Ni(t)
in Fig. 1#, which were obtained by filtering a wideband noise
with a long-term spectrum equal to speech@N(t)#, with the
same filter bank as described above. The different frequency
bands were summed to become the stimulus signal.

2. Manipulation of temporal information

The envelope signals were manipulated~filtered! to con-
tain only certain modulation frequencies. When the envelope
is low-pass filtered, one removes the transients in the enve-
lope contour. When the envelope is high-pass filtered, one
removes the global or coarse envelope variations.

In our study, the envelope is notch-band filtered in order
to suppress the temporal-envelope information in a band of
modulation frequencies.

Manipulations of the carrier also took place. Just as in
the experiments from Van Tasellet al. ~1987! and Shannon
et al. ~1995!, the information contained in the spectral fine-
structure of the signal was reduced by replacing the speech
carrier with noise. In this manner, one can be sure that the
subject is unable to use the information contained in the
temporal fine-structure, which is the same as the instanta-
neous spectral envelope, and can only make use of the infor-
mation as it occurs in the temporal envelope.

B. Experimental design

An experimental variable was the amount of temporal-
envelope information contained in the stimulus. There were
ten different experimental conditions of band-rejection filter-
ing:

~i! no filtering as the control condition to assess the in-
fluence of the signal processing on the consonant rec-
ognition, and also be able to relate the data with the
experiments of Drullmanet al. ~1994!, Van Tasell
et al. ~1987!, and Shannonet al. ~1995!.

~ii ! nine conditions of envelope notch filtering, around
three different center frequencies and with three dif-
ferent notch widths. The center-frequencies used were

8, 12, and 16 Hz; the notch widths were 4-, 8-, and
12-Hz wide.~See Table II.!

In this way, one can assess the relative importance of the
different sources of speech information under testing, i.e.,
temporal-envelope information and spectral fine-structural
information.

As an example of the signals, the envelope representa-
tion of the VCV syllable /~"~/ is plotted in Fig. 2~a!. This set
of envelopes represents the speech signals as they were ex-
tracted from the original speech recording. These envelopes
were used to construct the stimulus in the reference condi-
tion. As an example of notch filtering, the narrow-band en-
velopes from the LW condition are plotted in Fig. 2~b!.
These envelopes were used to construct the stimuli by modu-
lating a set of narrow-band noises. The resulting waveforms
of the /~"~/ stimulus in the reference- and the LW condition
are plotted in Fig. 2~c! and ~d!, respectively.

C. Procedure

Vowel–consonant–vowel syllables~VCV! were used to
measure consonant recognition. The stimuli consisted of 18
Dutch consonants in three different vowel contexts~/~/, /{/,
/É/!, resulting in a list of 54 different VCV stimuli. The con-
sonants used were five plosives:~/"/, /$/, /!/, /#/, /%/!, 6 fri-
catives: ~/)/, /k/, /2/, /b/, /3/, /6/!, 2 nasals:~/&/, /'/!, three
semivowels:~/(/, /4/!, and~/(/, /'/, /*/!.

The speech material was a female voice recorded on
digital audio tape~DAT!. One token of each VCV word was
sampled with a computer at 16-kHz sampling frequency in
order to be manipulated. The stimuli were created off-line
according to the signal-processing scheme described in the
above section. The stimuli were equalized to have an equal
rms level, converted to a 16-bit format, and stored on hard
disk.

These stimuli were presented to the subjects monaurally
via an audiometer Interacoustics AC5 and a TDH39P head-
phone at a level of 70 dB SP. On the computer display, 18
buttons were presented with all possible consonant responses
labeled. The subject ‘‘pressed’’ the response buttons with a
mouse. Consonant recognition was measured by counting the
number of correctly identified consonants in an 18-
alternative, forced-choice procedure.

Every subject was first made comfortable with the ex-
perimental task and the possible response categories by be-

FIG. 1. Signal scheme of the digital-signal processing per frequency band
for the creation of the stimuli.

TABLE II. Center-frequencies and notch widths of the envelope filters used.

nr Fc BW Condition

0 ¯ 0 reference~R!
1 8 4 low–narrow~LN!
2 8 8 low–medium~LM !
3 8 12 low–wide~LW!

4 12 4 center–narrow~CN!
5 12 8 center–medium~CM!
6 12 12 center–wide~CW!

7 16 4 high–narrow~HN!
8 16 8 high–medium~HM!
9 16 12 high–wide~HW!
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ing presented two lists of stimuli of the reference condition
in a random order, with feedback of the presented consonant
when the subject responded incorrectly. To avoid order ef-
fects of the conditions, every subject was presented a differ-
ent sequence of conditions according to a digram-balanced
Latin square~Wagenaar, 1969!. In every experimental con-
dition, two lists~108 stimuli! were presented to the subject in
a random order. In the measurements, only correct/incorrect
feedback was returned by means of green/red light on the
computer display.

D. Subjects

Ten subjects with hearing thresholds better than 20 dB
HL for frequencies from 125 Hz to 8 kHz were tested in a
soundproof booth. The subjects were between 18 and 40
years old, and were paid. Three of the subjects had some
experience with psychophysical experiments.

II. RESULTS

A. Number of correct consonant identifications

The proportions of correct responses in test and retest
for all subjects are plotted in Fig. 3 as a function of the notch

width of the envelope filtering and with the center-frequency
of the notch as a parameter. The influence of the signal pro-
cessing can be seen in the result of the reference condition;
the average of all subjects in this condition is 71%. The
results of all other conditions are lower than the reference
condition. Furthermore, the following trends can be seen:

~i! higher center frequencies of the notch give a higher
score.

~ii ! wider notch widths result in either no effect~high-
and middle-center frequencies! or a large detrimental
effect ~low center frequencies! on the score.

An analysis of variance on the scores using the three
factors of subjects, conditions, and test/retest gives the levels
of statistical significance as depicted in Table III. It reveals
that the subjects’ scores were significantly different, the con-
ditions gave significantly different results, and there was a
significant learning effect between test and retest. Also, the
interaction between subjects and conditions is significant.
This means that different subjects had significantly different
scoring patterns over the conditions. Furthermore, the inter-
action between subjects and repetitions is significant. So, dif-
ferent subjects had significantly different learning effects.

FIG. 2. Envelope representations of the stimulus /~"~/ in the reference condition~a! and the LW condition~b!. These are plotted similar to spectrograms:
larger amplitude is depicted as darker gray. These envelope sets were used to modulate the narrow-band noises; the waveforms of the resulting stimuli are
plotted in ~c! and ~d!, respectively.
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The interaction between conditions and test/retest is not sig-
nificant.

The Wilcoxon signed-rank test was performed on all
pairs of conditions in order to assess the significance of the
differences between the conditions. Allp values significant
on a 0.01 level are tabulated in Table IV. Condition R, the
reference condition, scores significantly higher than all other
conditions except condition HW. Condition LM scores sig-
nificantly lower than the high center-frequency conditions
HN, HM, HW, and the condition CN, but not differently
from conditions CM and CW. Condition LW scores signifi-
cantly lower than all other conditions.

When looking per center frequency, one can see that
there is no significant effect of a larger notch width around
the high- and middle center frequencies~conditions HN,
HM, HW, and conditions CN, CM, CW, respectively!. For
the low center frequency, there is only the aforementioned
condition LW that differs from conditions LN and LM. Be-
tween conditions LN and LM there is no significant differ-
ence. When looking per notch width, one can see that the
conditions with the widest notch widths~LW, CW, and HW!
all differ significantly among themselves. But for the other
notch widths, there is only a significant difference between
the scores from the high- and the low center frequencies
~conditions LN vs HN and conditions LM vs HM, respec-
tively!.

B. Confusion between consonants

Confusion matrices were analyzed by means of multidi-
mensional scaling and sequential information analysis.

1. Multidimensional scaling

The asymmetric confusion matrices had to be converted
to symmetric similarity matrices in order to be analyzed by
INDSCA ~Carroll and Chang, 1970!. This was accomplished
by means of a procedure suggested by Houtgast and used by
Klein et al. ~1970!. In this procedure, the cells of the simi-
larity matrix, s( i , j ), are calculated not only from the four
confusion elementsc( i , j ), c( j ,i ), c( i ,i ), and c( j , j ), but
from the total correspondence between the response distribu-
tions for the stimulii and j. Mathematically

s~ i , j !5s~ j ,i !5
1

2* S (
k51

n

~c~ i ,k!1c~ j ,k!!

2 (
k51

n

uc~ i ,k!2c~ j ,k!u D , ~5!

in which the dissimilarity of the response distributions,
(k51

n uc( i ,k)2c( j ,k)u, is subtracted from the total number of
valid responses on the stimulii and j, (k51

n
„c( i ,k)

1c( j ,k)….
The results of INDSCAL analysis in two dimensions are

plotted in Fig. 4.
In the stimulus space, the first perceptual dimension is

always positive for the plosive phonemes, and always nega-
tive for the fricative phonemes. The nasals and semivowels
are somewhat in-between. So, the first dimension seems to
make a separation between ‘‘plosiveness’’ and ‘‘fricative-
ness’’ of the phonemes. Looking at the second perceptual
dimension, one can see the nasals and semivowels having a
positive value, and the fricatives having a negative value
with the /2/ phoneme at the extreme. The plosives have both
positive ~/"/, /!/! and negative values~/$/, /#/! for their sec-
ond dimension. Therefore, it seems that the second dimen-
sion is related to the amount of low-frequency energy in the
phoneme, because nasals and plosives like /"/ and /!/ are
known to have a large amount of low-frequency energy, es-
pecially when compared with /2/ and /b/, which consist of
almost only high-frequency energy.

FIG. 3. Results of the consonant-intelligibility test as a function of the
notch-width of the envelope filtering. The center frequency of the notch
filtering is a parameter. Results for all subjects (N510) and test and retest
are averaged. Standard error of the mean is plotted as an error bar.

TABLE III. Analysis of variance on the scores. Dimensions in the design
are subjects, conditions, and repetition. The highest interaction is taken as an
error estimate.

Design Fprob

subjects p,0.001
conditions p,0.001
subjects3conditions p,0.001
repetitions p,0.001
subjects3repetitions p,0.005
conditions3repetitions p50.29

TABLE IV. One-tailed probabilities from the Wilcoxon signed-rank test
performed on all pairs of conditions. Only significant values are displayed
(P,0.01). For clarity, largerP values are substituted with a dot~•!. The
conditions are labeled with the abbreviations as used in Table II.

LN LM LW CN CM CW HN HM HW

R 0.001 0.001 0.001 0.005 0.001 0.001 0.005 0.006•
LN • 0.001 • • • 0.003 • •

LM 0.001 0.001 • • 0.001 0.001 0.001
LW 0.001 0.001 0.001 0.001 0.001 0.001

CN • • • • •

CM • 0.005 • •

CW 0.002 • 0.005
HN • •

HM •
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In the so-called subject space, each experimental condi-
tion is plotted according to the weight of the perceptual di-
mensions defined in the stimulus space. So, it can be re-
garded as a ‘‘condition space.’’ The quarter of a circle
represents points for which 100% of the variance is ex-
plained. Obviously this is not the case, but for each condi-
tion, about 78% to 87% of the variance can be explained in
two dimensions, even for the most difficult condition@LW in
Fig. 4~b!#. For the reference condition R, both dimensions
appear to be about equally important. The same is true for
the conditions HN and HM@see Fig. 4~b!#. These conditions
are characterized by the fact that all modulation frequencies
up to at least 12 Hz are present. When the middle frequencies
~8–12 Hz! are filtered out~conditions LN, CN, CM, CW,
and HW!, the weighting of the first dimension increases at
the expense of the weighting of the second dimension. Thus,
the ability to discriminate on the basis of the second percep-
tual dimension is reduced. So, filtering out modulation fre-
quencies between 8–12 Hz blurs the distinction between
high-frequency energy phonemes and low-frequency energy
phonemes. If the lowest modulation frequencies~below 6
Hz! are filtered out~LM and LW!, the opposite effect ap-
pears: The weighting of the second dimension increases at
the expense of the weighting of the first dimension. Thus, the
ability to discriminate on the basis of the first perceptual
dimension is reduced. So, filtering out modulation frequen-
cies below 6 Hz blurs the distinction between plosiveness
cues and fricativeness cues.

2. Sequential information analysis

Sequential information analysis~Wang and Bilger,
1973! was applied for each experimental condition to assess
the amount of information transfer from stimulus to response
for a set of the most relevant phonetic features. In these
analyses,1 the sequence in which the information transmis-

sion per phonetic feature is analyzed influences the outcome.
In eight out of ten conditions, the order of analysis as applied
by the program was frication, plosiveness, place, nasality,
and voicing. For reasons of comparison between experimen-
tal conditions, the order of analysis in the other two condi-
tions was forced to be the same.

The total amount of transferred information is plotted in
Fig. 5~a!, and the information-transfer function for the pho-
netic features are plotted in the Fig. 5~b!–~f!, respectively.
The maximum amount of transferred information for 18
equally often presented stimuli is 4.17.

In general, the patterns in the total transferred informa-
tion and the information transfer for the phonetic features are
very similar to the pattern found for a simple tally of conso-
nants correctly identified~Fig. 3!, that is,

~i! the reference condition has the highest value,
~ii ! the values for the high- and middle center frequencies

do not differ much from this value and,
~iii ! are also not much dependent on the notch width
~iv! only the values for the low center frequencies are

strongly dependent on the notch width, and
~v! only the LW ~low center frequency, wide notch

width! condition differs strongly from the other val-
ues.

There are a few deviations from this general pattern:

~i! the values for the transfer of the voicing feature are all
very low ~,0.2!, which follows directly from the re-
moval of the periodicity cues,

~ii ! for plosiveness, there is a large difference between the
reference condition and the high- and middle center
frequency conditions,

~iii ! for nasality, there is a large difference between all low
center-frequency conditions and the high- and middle
center frequency conditions,

FIG. 4. The object and subject space of the INDSCAL analysis in two dimensions, related to the position of the stimuli and the weighting of perceptual
information across conditions, respectively. ‘‘sj’’ is used as a symbol for the phoneme /b/.
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~iv! for nasality, the middle center frequency conditions
seem as dependent on notch width as the low center
frequency conditions.

In order to assess the influence of replacing the speech
carrier by noise on the individual phonetic features, the un-
conditional measures of information transfer were calculated
for each of the features. In this way, the influence of the
signal processing on the information transfer of each pho-

netic feature can be assessed independently. When looking at
the amount of information transfer for the reference condi-
tions in Table V, it can be seen that this particular analysis–
resynthesis method has a different impact on the transfer of
the different phonetic features. While the frication and plo-
sive cues are almost completely transferred~0.84 and 0.83,
respectively!, just two-thirds ~0.64! of the place cues and
only half ~0.49! of the nasality cues get through, and more

FIG. 5. Results from the SINFA analysis plotted against the notch-width and with the center frequency as parameter. In~a!, the total amount of transferred
information is displayed. Information-transfer functions for the features frication, plosiveness, place, nasality, and voicing are plotted in~b!–~f!, respectively.
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than 60% of the voicing information gets lost in the process-
ing.

III. DISCUSSION

The goal of these experiments was to assess the relative
importance of different regions of modulation frequencies
for consonant recognition in speech signals containing only
narrow-band envelope cues. Therefore, the speech signal was
transformed in such a representation that it was possible to
filter out different modulation frequencies in the region be-
tween 2 and 20 Hz. As can be seen in Fig. 3, the recognition
of consonants is very robust for filtering of the narrow-band
envelopes, and only large notch filtering around 8 Hz~con-
dition LW! gives a substantial degradation of the score.

The results from Fig. 3 seem to suggest that a notch of a
certain width is more detrimental to the score when it is
around a lower center frequency; therefore, the results were
also plotted with a logarithmic scale of notch width in Fig. 6.

When plotted in this way, it seems that the scores are
directly dependent on the notch width expressed in octaves.

The lengths of the speech sounds were in the range of
0.5–0.7 s. Therefore, when filtering very low-modulation
frequencies, one tends to smear the signal beyond its own
length, resulting in a substantial lengthening of the signal
and a gradual fading in and out of the signal@see also Fig.
2~b!#. So, the envelope cues gets ‘‘blurred’’ and the stimuli
are hardly perceived as VCV syllables. This blurring is in-

herent to the filtering of very low frequencies but can also be
considered an artifact of the signal processing.

The amount of smearing is directly related to the lower
edge of the notch, and therefore the recognition scores were
also plotted against this value~see Fig. 7!. This plot is very
similar to Fig. 6, and consequently does not give a better
understanding of the results with respect to the underlying
processes responsible for this degradation.

The relative amount of information transmitted in the
reference condition is 0.69. This is three times as much as
the relative amount of transmitted information as reported by
Van Tasellet al. ~1987! in their 20-Hz condition. This dif-
ference can only be explained by the fact that in this experi-
ment, 26 narrow-band envelopes were used as the carriers of
the information, thus conveying dynamic spectral-shape in-
formation.

The amount of medial consonant recognition as reported
by Drullmanet al. ~1994! was around 90% in their reference
condition and about 85% in their 16-Hz low-pass condition.
In our experiment, only 71% of the consonants were cor-
rectly recognized by the subjects. This difference can only be
accounted for by the lack of periodicity- and temporal fine-
structure cues that were removed from the stimuli in this
experiment.

The consonant-recognition scores in the experiment of
Shannonet al. ~1995! were almost 90 percent in the condi-
tion with four processing bands. In our experiment there
were more processing bands, and thus more information. But
the extra envelopes did not add more usable information for
the subjects; it even degraded the recognition scores in com-
parison with the results from Shannonet al. ~1995!. The
largest difference between the outcome of Shannonet al.
~1995! and our results is in the information received on voic-
ing. They found that temporal information in only two pro-
cessing bands can transfer 90% of the voicing cues. In our
experiment, only 39% of the voicing cues were transferred in
our reference condition.

One aim of this experiment was to assess the importance
of different modulation frequencies, but due to the choice of

FIG. 6. Results of the consonant-intelligibility test as a function of the
notch-width of the envelope filtering expressed as octaves. Results for all
subjects (N510) and test and retest are averaged. Standard error of the
mean is plotted as an error bar.

FIG. 7. Results of the consonant-intelligibility test as a function of the lower
edge-frequency of the notch of the envelope filtering expressed as the
2 log 2(f l). Results for all subjects (N510) and test and retest are aver-
aged. Standard error of the mean is plotted as an error bar.

TABLE V. Amount of information transfer for each phonetic feature in the
reference condition, assessed independently.

Feature Information transfer

frication 0.841
plosive 0.833
place 0.641
nasality 0.488
voicing 0.387
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filtering out modulations and, therefore, the inherent smear-
ing in the low–wide condition, one cannot conclude deci-
sively whether the low scores in that condition are caused by
the large importance of the low-modulation frequencies or
by this smearing effect.

Figure 6 suggests that the width of the notch, and there-
fore the amount of envelope information that is filtered out,
can serve as an explanation for the results. On the other
hand, Fig. 7 suggests that the lower edge frequency of the
notch, and therefore the amount of smearing, is responsible
for the degradation of the recognition scores. Because the
trends in these figures are very similar, one cannot favor one
explanation over the other based on this experimental data.

IV. CONCLUSIONS

~1! Consonant recognition seems very robust for notch fil-
tering the narrow-band envelope representation.

~2! Only large notch filtering~condition low-wide! gives a
substantial degradation of consonant recognition.

~3! The perception of the modulations in speech sounds is
better described with a logarithmic frequency scale of
modulation rate than with a linear scale.

~4! There are two explanations that describe the experimen-
tal results equally well. On the one hand, the amount of
the modulation spectrum still present in the stimuli is
directly proportional with the scores. This can be con-
cluded from the fact that the amount of remaining modu-
lation spectrum is inversely proportional to the width of
the notch as expressed in octaves. On the other hand, the
amount of temporal smearing is inversely proportional
with the score. This follows from the fact that the tem-
poral smearing is inversely proportional to the lowest
edge-frequency of the notch filter.

~5! More information in the form of more narrow-band en-
velopes does not result in higher scores.

~6! The use of a high number of processing bands, as used in
this study, has a detrimental effect on the transfer of
voicing cues.
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Sound localization in noise in normal-hearing listenersa)
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The ability to localize a click train in the frontal–horizontal plane was measured in quiet and in the
presence of a white-noise masker. The experiment tested the effects of signal frequency,
signal-to-noise ratio~S/N!, and masker location. Clicks were low-pass filtered at 11 kHz in the
broadband condition, low-pass filtered at 1.6 kHz in the low-pass condition, and bandpass filtered
between 1.6 and 11 kHz in the high-pass condition. The masker was presented at either290, 0, or
190 deg azimuth. Six signal-to-noise ratios were used, ranging from29 to 118 dB. Results
obtained with four normal-hearing listeners show that~1! for all masker locations and filtering
conditions, localization accuracy remains unaffected by noise until 0–6 dB S/N and decreases at
more adverse signal-to-noise ratios,~2! for all filtering conditions and at low signal-to-noise ratios,
the effect of noise is greater when noise is presented at690 deg azimuth than at 0 deg azimuth,~3!
the effect of noise is similar for all filtering conditions when noise is presented at 0 deg azimuth, and
~4! when noise is presented at690 deg azimuth, the effect of noise is similar for the broadband and
high-pass conditions, but greater for the low-pass condition. These results suggest that the low- and
high-frequency cues used to localize sounds are equally affected when noise is presented at 0 deg
azimuth. However, low-frequency cues are less resistant to noise than high-frequency cues when
noise is presented at690 deg azimuth. When both low- and high-frequency cues are available,
listeners base their decision on the cues providing the most accurate estimation of the direction of
the sound source~high-frequency cues!. Parallel measures of click detectability suggest that the
poorer localization accuracy observed when noise is at690 deg azimuth may be caused by a
reduction in the detectability of the signal at the ear ipsilateral to the noise. ©1999 Acoustical
Society of America.@S0001-4966~99!00303-3#

PACS numbers: 43.66.Qp, 43.66.Pn@DWG#

INTRODUCTION

The ability to judge the direction of a sound source has
been studied both under headphones~lateralization studies!
and in the free field~localization studies!. The effect of noise
on the ability to lateralize sound sources has been frequently
examined~e.g., Houtgast and Plomp, 1968; Robinson and
Egan, 1974; Yost, 1975; Cohen, 1981; Gaskell and Henning,
1981; Ito et al., 1982; Sternet al., 1983!. In contrast, there
has been little research on the localization of sound sources
in noise ~Jacobsen, 1976; Abel and Hay, 1996; Good and
Gilkey, 1996!, and so it remains unclear whether the pro-
cesses used by listeners to localize sound sources in quiet are
also used to localize sound sources in noisy environments~a
more typical situation!.

The ability to localize a sound is dependent on three
acoustic cues: Interaural time differences~ITD! at low fre-
quencies, interaural level differences~ILD ! and spectral cues
at high frequencies. Timing information carried by the enve-
lopes of high-frequency stimuli can also be used by the bin-
aural system to localize a sound source. Following the ‘‘du-
plex’’ theory originally developed by Lord Rayleigh~1907!,
Kistler and Wightman~1992! argued that in listeners with
normal hearing, localization judgments in the frontal–

horizontal plane are primarily based on an analysis of ITD
and ILD cues. They also showed that, in the horizontal plane,
low-frequency ITDs are the dominant cues for localization of
broadband sounds, while ILDs and spectral shape are the
dominant cues for localizing high-frequency sounds.

In the context of the duplex theory, it is generally as-
sumed that a listener’s consistency or resolution in localizing
sound sources is related to the ability to detect small changes
in interaural differences~Mills, 1958, 1960!. Measurements
of just noticeable differences~jnd’s! in the presence of inter-
fering noise have been reported for temporal fine structure
ITD cues~e.g., Houtgast and Plomp, 1968; Cohen, 1981; Ito
et al., 1982; Sternet al., 1983! and for ILD cues~Stern
et al., 1983!. These studies showed that when noise is pre-
sented diotically, both ITD and ILD jnd’s exhibit similar
dependencies on signal-to-noise ratio, with ITD and ILD
jnd’s becoming larger as signal-to-noise ratio decreases.
Moreover, both ITD and ILD jnd’s are worse when the noise
is interaurally out of phase than when it is presented dioti-
cally. In other words, the interaural condition which favors
signal detection@or largest masking-level difference~MLD !,
Hirsh ~1948!# results in poor lateralization~e.g., Cohen,
1981; Sternet al., 1983!. Other investigations indicated that
the mechanism sensitive to interaural-envelope time differ-
ences is significantly more susceptible to noise than the
mechanism sensitive to ITDs in the fine structure of the sig-
nals ~Yost, 1975; Gaskell and Henning, 1981!. Moreover, it

a!Parts of this work were presented at the 133rd meeting of the Acoustical
Society of America~Lorenzi et al., 1997!.

b!Electronic mail: Stuart@ihr.gla.ac.uk
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has been argued that ITDs in the envelopes of high-
frequency sounds do not contribute significantly to localiza-
tion performance~Middlebrooks and Green, 1990!. This sug-
gests that envelope cues are not likely to play a role in sound
localization in noise, and that the dominant cues used for
localizing sounds, i.e., fine structure ITD cues and ILD and
spectral shape cues, are equally affected by an interfering
noise. The degree to which these results can be generalized
to free-field situations is, however, necessarily limited as lat-
eralization studies do not take into account the effects of~i!
head and pinna diffraction, and~ii ! head movements. The
results above were based on ITD and ILD jnd’s measured for
baseline ITD and ILD of 0. These data do not, therefore,
provide any information about the extent to which the pro-
cessing of each cue would be affected by noise as the sound
source moves to the spatial periphery.

The effects of signal-to-noise ratio, masker location and
signal sensation level on localization performance in the free
field were extensively studied by Good and Gilkey~1996!
and Goodet al. ~1997!. In a series of experiments, they mea-
sured the ability to localize a broadband click train in the
frontal–horizontal plane, in quiet and in the presence of an
interfering broadband noise. Head movements of listeners
were restricted. Their results showed that localization judg-
ments performed when the noise is presented straight ahead
~at 0 deg azimuth! are more accurate than those performed
when the noise is to the left or to the right~at 290 and190
deg azimuth, respectively!. When noise is presented straight
ahead, localization accuracy decreases nearly monotonically
as the signal-to-noise ratio is lowered. However, localization
accuracy is not greatly affected by the noise until the signal-
to-noise ratio drops to the detection threshold~here, detec-
tion threshold is measured for the case when the signal and
the noise are presented from the same speaker directly in
front of the listener!. Their results also showed that judg-
ments are shifted towards the masker location when the
signal-to-noise ratio is lowered. In another series of experi-
ments, Goodet al. ~1997! measured the ability to detect the
click-train signal in quiet and in the presence of noise. They
used these free-field detection data to determine the sets of
conditions in the localization experiments where the signals
were at approximately equal sensation levels. This allowed
them to compare localization accuracy at different spatial
locations without the confounding effects of changes in de-
tectability. Their results showed that, in most conditions, lo-
calization accuracy increases with the signal sensation level
~ranging from24 to 18 dB SL!. However, reasonably good
localization accuracy was observed for signals in the frontal
hemisphere which were only a few decibels above detection
threshold.

The effect of signal frequency on localization accuracy
in the free field was investigated by Jacobsen~1976!, Perrott
~1984!, and Abel and Hay~1996!. Jacobsen~1976! used a
discrimination task which assessed the just-noticeable shift
in the position of a sound source: i.e., the minimum audible
angle ~MAA !. Measurements of the horizontal-plane MAA
were reported for a sinusoidal signal masked by a broadband
noise and presented at 0 deg azimuth. This study showed
that, as long as the level of the signal is 10–15 dB above its

masked threshold, the MAA is no greater than when there is
no masking noise~,3 deg!. However, when the signal is
presented at a low sensation level~3 dB!, the MAA increases
to over 6 deg when the signal frequency is 3 kHz, but re-
mains at about 3 deg when the signal frequency is 0.5 kHz.
Perrott ~1984! measured the smallest detectable angular
separation between two temporally overlapping tones of dif-
ferent frequencies presented to two different loudspeakers in
the frontal–horizontal plane. His results indicate that spatial
acuity deteriorates when a target sound and a masking sound
are presented simultaneously and when they are close in fre-
quency. In a similar manner to Good and Gilkey~1996!,
Abel and Hay ~1996! used a source-identification task in
which the ability to localize a narrow band of noise centered
at 0.5 or 4 kHz was measured in the presence of a continuous
white noise producing a homogeneous sound field. The sig-
nals and the masking noise were played at 80 and 65 dB
SPL, respectively, and the experiment was conducted in a
semireverberant room. Head movements of listeners were
restricted. The ability to localize the 0.5-kHz signal was af-
fected by the noise masker, especially for frontal and sides
conditions. In comparison, the ability to localize the 4-kHz
signal was not affected by the noise masker.

Although lateralization studies have shown that fine
structure ITD and ILD cues are equally resistant to noise
when stimuli are presented under headphones~e.g., Stern
et al., 1983!, the extent to which these results can be gener-
alized to free-field situations remains unclear. The results of
the localization studies performed by Jacobsen~1976! and
Abel and Hay~1996! suggest that ITD and ILD and spectral
shape cues are not equally affected by the presence of noise.
However, the results of these studies are apparently contra-
dictory, with greater disruption for high frequencies in Ja-
cobsen~1976! and the converse~greater effects for low fre-
quencies! in Abel and Hay~1996!.

This discrepancy may be due to differences in the ex-
perimental paradigms used by these authors; a discrimination
paradigm on the one hand, and an identification paradigm on
the other. Further investigation of the processes underlying
sound localization in noise is therefore warranted. The
present study aims to assess the relative susceptibility to
noise of low-frequency ITD cues and high-frequency ILD
and spectral cues in the free field using the sound-source
identification paradigm described by Good and Gilkey
~1996!. In a first set of experiments, we measured the ability
of normal-hearing listeners to localize a click-train signal in
the frontal–horizontal plane, in quiet and in noise. The click-
train signal was subjected to selective filtering which forced
listeners to localize the click train using predominantly low-
frequency ITD cues or high-frequency ILD and spectral
cues. In each condition, the effects of signal-to-noise ratio
and masker location on localization performance were tested.
A second set of experiments investigated the relation be-
tween localization performance and the detectability of the
signal as a function of signal azimuth and masker location.
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I. METHOD

A. Listeners

Three male listeners~CH, PA, and TO! and one female
listener ~CA! participated in the experiment. Listeners
ranged in age from 23 to 33 years. They had no reported
hearing impairments, and measured hearing-threshold levels
not exceeding 15 dB at any of the frequencies of 0.25, 0.5, 1,
2, 4, and 8 kHz.

B. Apparatus and stimuli

Sound-localization ability was assessed by means of a
1.25-m-radius hemisphere placed in a sound-treated chamber
~3 m long, 3 m wide, 2 m high!. Eleven speakers were
mounted on the inner surface of the hemisphere, at 0 deg
elevation along the horizontal plane. Speakers were 18 deg
apart in each plane at azimuths ranging from290 to 190
deg. The surface of the hemisphere was covered with foam
so as to attenuate reflections. Speakers were full range~150
Hz–20 kHz!. All SPLs were measured at the listener’s head
position. The loudspeakers were RS type 433-309 with flat
frequency response~11 dB! between 0.15–20 kHz. The gain
of each speaker was balanced so that levels emanating from
each speaker were within 1.5 dB SPL for frequencies 100 Hz
to 1 kHz. Listeners sat in the~theoretical! center of the full
sphere, 1.25 m from each speaker, facing the speaker at 0
deg azimuth and 0 deg elevation. The speakers were visible
and numbered. A personal computer and software controlled
signal presentation. Listeners responded using a response
box with a matrix of buttons configured like the speaker
matrix. Listeners were informed that the experiment investi-
gated only localization ability in the frontal–horizontal
plane. Because of this instruction, listeners never volunteered
that the signal came from behind.

The signal and masker were similar to those used by
Good and Gilkey~1996!. They were generated digitally at a
sampling rate of 44.1 kHz. The signal was a train of 23-ms
pulses, which were repeated at a rate of 100 Hz. The pulse
train had a duration of 300 ms and was shaped with 25-ms
cosine onset and offset ramps. The pulse train was low-pass
filtered digitally at 11 kHz in the ‘‘broadband’’ condition,
low-pass filtered at 1.6 kHz in the ‘‘low-pass’’ condition,
and bandpass filtered between 1.6 and 11 kHz in the ‘‘high-
pass’’ condition. All the rejection slopes were 96 dB per
octave. The resulting pulse train was attenuated digitally and
presented through one channel of a 16-bit digital-to-analog
converter at a sampling rate of 44.1 kHz. The overall level of
the signal was fixed to 70 dB SPL~rms!.

The masker was a 900-ms white noise shaped with
25-ms cosine onset and offset ramps. It was low-pass filtered
digitally at 14 kHz ~96 dB per octave rejection slope!.
Twenty different samples of filtered noise were generated
and a random one was chosen for each trial. The masker was
attenuated digitally and presented through a separate channel
of the 16-bit digital-to-analog converter used to play the sig-
nal. Six noise levels were used: 52, 58, 64, 70, 76, and 79 dB
SPL. The signal-to-noise ratio thus ranged from29 to 118
dB. The masker was presented at either290, 0, or190 deg
azimuth. The signal and masker were switched to the appro-

priate speakers. The switching hardware also added signal
and masker when they were spatially coincident. The signal
was temporally centered within the masker.

As the speakers were mounted on a rigid structure and
the room environment was not anechoic, there exists the pos-
sibility that the acoustic properties of the room and experi-
mental rig combination might disrupt the ILD, spectral
shape, and ITD cues that are required for sound-source iden-
tification in the frontal–horizontal plane. Therefore, a series
of experiments was performed using KEMAR recordings to
assess the extent to which that might have occurred. White
noise, broadband click trains, low-pass click trains, and high-
pass click trains were presented from each loudspeaker in
turn and recorded on a DAT device from the two Zwislocki
couplers on the KEMAR manikin. To investigate ILD cues,
the difference between the spectra at the two couplers was
computed in 1/3-octave bands as a function of frequency and
compared to the averaged data of Shaw~1975!. The results
showed agreement to within63 dB for all speaker angles
between690 deg. Assessment of ITD cues proceeded in two
stages. Initially, the reverberation time@T60# for each stimu-
lus and for each speaker angle was derived. These ranged
from 0.16 to 0.26 s and exhibited no dependence on fre-
quency or angular orientation. However, reverberation times
provide an incomplete representation of the extent to which
ITD cues might be preserved. The recordings were therefore
bandpass filtered at discrete frequencies and a cross correlo-
gram as a function of frequency computed. From each cross
correlogram, the maximum value of the function was identi-
fied and the ITD which provided that maximum was re-
corded. Comparison was then made with the data of Kuhn
~1977!, who provided values for ITD as a function of fre-
quency and angular orientation. Our recordings align with
those of Kuhn~1977! to within 0.09 ms and the values of our
peak cross-correlation range from 0.72 to 0.79 for angles of
690 deg compared to 0.81 to 0.86 for 0 deg azimuth. Thus,
the ITD and ILD cues which can be used for localization in
the frontal–horizontal plane are sufficiently preserved in our
experimental situation. Although these measures address the
‘‘steady-state’’ situations and hence are relevant to the noise
signal, they do not completely characterize the transient click
stimulus used as the target. Measures of the reverberant ech-
oes to a single token of the click show that, in the time
period 5–20 ms after such a stimulus, these echoes were at
least 18 dB reduced from the original for the wideband, low-
pass, and high-pass clicks. Thus, for the signal-to-noise ra-
tios employed in the experiment and the values for which
listeners’ errors become material, the extraneous cues which
might have led to a percept of a stimulus orientation outside
the frontal–horizontal plane~elevation or front/rear confu-
sion! were not likely to be audible. No such percept was
reported by listeners.

C. Procedure

1. Localization

Listeners were asked which of the 11 numbered speak-
ers was the most likely source of the target sound presented
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in each experimental trial. They were asked to look straight
ahead and to hold their heads and eyes steady during a stimu-
lus presentation.

An experimental session consisted of three separate lis-
tening sessions, one for each of the three masker locations
~290, 0, or190 deg azimuth!. A listening session comprised
40 experimental runs. Within a run, there were 77 trials, one
presentation of the 11 speakers at each of the seven noise
levels~including the ‘‘in quiet’’ condition! in random order.
Within a run, successive target sounds were varied at random
through61 dB from the nominal level to minimize any~re-
sidual! absolute level cues associated with a particular
speaker which might be used for source identification. The
intertrial interval was fixed at 1.5 s. No feedback was given
during the run. To eliminate the effects of training, the order
of experimental sessions was randomized between listeners.
In addition, ten training runs were provided at the beginning
of each experimental session.

2. Detection

In a second set of experiments, the audibility of the sig-
nal was assessed by measuring the sensitivity (d8) of each
listener using a blocked procedure for four combinations of
the signal~S! and the masking noise~N! locations, referred
to as N0S0, N0S90, N90S90, and N90S290. Figure 1 illustrates
these four experimental conditions: The masking noise was
either presented straight ahead~top panels! or at the side
~bottom panels!, and signal and masker were either spatially
coincident~left panels! or maximally separated~right pan-
els!. The detection measurements utilized the stimuli~click
trains and masking noises! and the signal-to-noise ratios used
in the localization measurements. This is likely to be more
informative than a single measure of detection threshold. In
each condition and for each listener, we measured five-point
psychometric functions, using a single interval yes/no task,

based on 50 trials per point. The gated noise masker was
present in each trial. The signal was present in 50% of the
trials. The silent interval between trials was 1.5 s. The five
most adverse signal-to-noise ratios used in the localization
experiments were involved in the detection experiment. Lis-
teners received no training or feedback during this experi-
ment.

D. Data analysis

Various statistics have been used to quantify localization
performance~see also Hartmann, 1983; Good and Gilkey,
1996!:

~1! The root-mean-square~rms! error,D, which corresponds
to the rms average of the difference between the azimuth
of the source and the listener’s response. The run rms
error (D̄) corresponds to the rms average across speak-
ers of the rms error for each speaker.D andD̄ are used
to quantify a listener’s accuracy in localizing sound
sources. In the present experiment,D̄ should vary be-
tween 0 ~perfect localization! and 80.4 deg~random
guessing!.

~2! The signed error,E, which corresponds to the average
deviation of the listener’s responses from his/her mean
response. The run signed error (Ē) corresponds to the
signed errorE averaged across speakers.E and Ē take
into account the sign of this deviation, and therefore in-
dicate any systematic response biases to the left~nega-
tive error! or right ~positive error!. In the present experi-
ment, Ē is equal to 0 deg both in the case of perfect
localization and random guessing.

~3! The response standard deviation,s, which indicates the
variability of listeners’ responses.s̄ corresponds to the
response standard deviation,s, averaged across speakers.
s and s̄ are considered as measures of localization con-
sistency. In the present experiment,s̄ should vary be-
tween 0 ~perfect localization! and 57.5 deg~random
guessing!.

~4! The proportion of variance accounted for by the best-
fitting linear relation between the perceived angles and
the actual source angles,r 2, which also indicates the
variability of listeners’ responses.r 2 can be considered
primarily as a measure of localization consistency,
though with a potential contribution from localization
accuracy. In the present experiment,r 2 will vary be-
tween 0~random guessing! and 1~perfect localization!.
It should be noted thatr 2 could be unity in circum-
stances where localization is not perfect. This would oc-
cur, for example, if all responses fell along a straight line
~as in Fig. 2! with slope less than or greater than 1, that
is, if a subject’s perception and response of azimuth were
compressed or expanded.

When a listener is asked to localize a given source in the
presence of an interfering one, his responses may be biased
towards or away from the location of the interfering source
~a ‘‘pulling’’ or ‘‘pushing’’ effect as described by Butler and
Nauton, 1964!. The D̄ and s̄ statistics should be sensitive to

FIG. 1. Azimuths of the signal~S! and noise~N! used in the detection
experiments. Four conditions were tested~referred to as N0S0, N0S90,
N90S90, and N90S290): Noise was presented at 0 deg azimuth~top panels! or
at 190 deg azimuth~bottom panels!; signal and noise were either spatially
coincident~left panels! or maximally separated~right panels!.
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such systematic response bias in the pattern of responses.
The magnitude and direction of the effects will depend on
the type and extent of the biases involved. For example, at an
adverse S/N ratio a listener may indicate the same azimuth
for almost all trials~see Fig. 3 for an example!, and thus
simple interpretation ofs̄ might confuse the circumstances
leading to high consistency. In the present experiment, the

run signed errorĒ, supposed to describe these response bi-
ases, will not distinguish between the absence of response
bias, the presence of a bias to 0 deg azimuth and a bias to
290 and190 deg azimuth, since the signed error will be 0
deg in each case. This statistic is therefore not suited to quan-
tify response biases such as pushing or pulling effects. As
with D̄ ands̄, values ofr 2 are influenced by the variability in
the listener’s responses. As pointed out by Good and Gilkey
~1996!, this statistic is however less sensitive to systematic
bias in the pattern of responses thanD̄ because localization
performance is described by the best-fitting line.

In the data analysis, we decided to use theD̄ statistic as
the primary measure of overall localization accuracy, and the
r 2 statistic for confirmatory purposes. It should be kept in
mind that theD̄ statistic includes the contribution of system-
atic response bias, while ther 2 statistic does so to a lesser
extent~Good and Gilkey, 1996!. Any effects which might be
evident inboth the D̄ andr 2 statistics are therefore unlikely
to be simple consequences of the response biases that indi-
vidual listeners might have adopted.

II. RESULTS AND DISCUSSION

A. Localization data

1. Broadband condition

Figure 2 shows a selection of the results obtained in the
broadband condition for one normal-hearing listener~CH!.
In each panel, the response angle is plotted as a function of
the signal angle, for one of three signal-to-noise ratios~in

FIG. 2. Localization data for one listener~CH! at three signal-to-noise ratios@in quiet ~top panels!, at 0 dB S/N~middle panels!, and at29 dB S/N~bottom
panels!#, and three masker locations:290 deg azimuth~left panels!, 0 deg azimuth~middle panels!, and190 deg azimuth~right panels!, using broadband
clicks. In each panel, the response angle is plotted as a function of the actual source angle. The area of each symbol on the scatter plot represents the number
of responses made at that angle for any given signal location.
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quiet, and 0 and29 dB S/N!, and for one of the three masker
locations ~290, 0, and190 deg azimuth!. The three top
panels therefore represent three replications of the same con-
dition ~obtained in different runs!. The area of each symbol
on the scatter plot represents the number of responses made
at that angle for any given signal location. Each vertical col-
umn then sums to 40 repeated measures. Ideal performance
would be represented by all points lying on the major diag-
onal. For the two higher signal-to-noise ratios and for the
three masker locations, all points fall close to the major di-

agonal of each panel. This suggests that localization perfor-
mance is not greatly affected by noise when the signal level
is greater than the masker level. At29 dB S/N, the points
diverge from the major diagonal, indicating that localization
performance worsens when the signal level is lower than the
masker level. Inspection of Fig. 2 shows this to occur espe-
cially in the region of the masker. The three bottom panels at
29 dB S/N show a variation in response pattern as a function
of masker location. In particular, the response patterns for
masker at190 and290 deg azimuth differ from those at 0

FIG. 3. Localization data for each listener and for the three masker locations:290 deg azimuth~left panels!, 0 deg azimuth~middle panels!, and190 deg
azimuth~right panels!. The data were obtained with broadband clicks at the most adverse signal-to-noise ratio~29 dB!. Other details are as in Fig. 2.
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deg azimuth. In addition, the response pattern at290 deg
azimuth is not a mirror image of the pattern at190 deg
azimuth. Thus, we observe different forms of bias in the
listener’s responses.

Figure 3 shows similar representations for the responses
of the four listeners, for the three masker locations, at a
single ~adverse! signal-to-noise ratio. These scatter plots re-
veal in more detail the presence of response biases:

~1! When noise is presented straight ahead, responses at 0
deg azimuth dominate for two listeners~CA and TO!.
Listener PA shows the converse pattern of responses,
i.e., responses are symmetrically distributed near290
and 190 deg azimuth. The pattern of responses of lis-
tener CH seems intermediate between those of listeners
CA and TO and listener PA.

~2! When noise is presented at the sides of the listeners,
responses around 0 deg azimuth dominate in two listen-
ers~CH and PA! and responses at azimuths close to that
of the masker dominate for the other two listeners~CA
and TO!.

Thus, substantial response biases occur for the three masker
locations tested here, and the direction of these biases vary
between listeners. A pulling effect similar to that reported by
Butler and Naunton~1964! and Good and Gilkey~1996! is
observed in two out of the four listeners~CA and TO!, and a
pushing effect is observed in the third~PA! and perhaps the
fourth ~CH! listener. Thus, response biases are a potential
issue and might contaminate any single metric.

Figures 4 and 5 showD̄ and r 2 as a function of signal-
to-noise ratio for each masker location, respectively. In each
panel, each curve corresponds to the data of an individual
listener, and the unconnected symbol corresponds to the in
quiet condition. Above 0–6 dB S/N, localization accuracy
and consistency remain unaffected by noise, independent of

the location of noise. Below 0–6 dB S/N, localization accu-
racy and consistency decrease monotonically and reach a
lower level when noise is at the sides of the listener
~34.23 deg<D̄<60.47 deg; 0.15<r 2<0.66) than straight
ahead (D̄<33.9°; r 2>0.77). Figure 4 reveals some
between-listeners variability. Localization performance de-
creases similarly in two out of the four listeners~PA and TO!
when noise is at290 or 190 deg azimuth. Localization
judgments remain, however, more accurate and more consis-
tent in the other two listeners~CH and CA! when noise is at
290 deg azimuth.

2. Low-pass and high-pass conditions

When the signal has a broad amplitude spectrum, both
ITD and ILD and spectral shape cues are available to the
listener. Localization accuracy was measured with the low-
pass- and high-pass-filtered versions of the broadband click
train, in order to determine the extent to which low-
frequency or high-frequency cues are affected by noise. The
low-pass signal contained only frequencies below 1.6 kHz,
so that ITD cues were the dominant cues for localizing this
sound. Conversely, the high-pass signal contained only fre-
quencies above 1.6 kHz, so that ILD and spectral shape cues
were the dominant cues for localizing this sound. Localiza-
tion performance was measured for only two masker loca-
tions: 0 deg azimuth and190 deg azimuth, as no systematic
difference was observed in the broadband-filtering condition
when noise was on the right side or the left side. Figures 6
and 7 showD̄ andr 2 as a function of signal-to-noise ratio for
each listener, for the two masker locations~0 and190 deg
azimuth! and for low-pass-, high-pass-, and broadband-
filtered clicks. First, all panels of Figs. 6 and 7 indicate that
localization proficiency in quiet is similar in the low-pass,
high-pass, and broadband conditions. Thus, there are suffi-

FIG. 4. Values ofD̄ ~rms error! are
plotted as a function of signal-to-noise
ratio for each listener and for the three
masker locations. The data were ob-
tained with broadband clicks. The un-
connected symbols correspond to the
in quiet condition. Unfilled circles:
CH; squares: CA; triangles: PA; dia-
monds: TO.

FIG. 5. Values ofr 2 are plotted as a
function of signal-to-noise ratio for
each listener and for the three masker
locations:290 deg azimuth~left pan-
els!, 0 deg azimuth~middle panels!,
and 190 deg azimuth~right panels!.
The data were obtained with broad-
band clicks. Other details are as in
Fig. 4.
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cient cues for localization for both high-frequency stimuli
~predominantly ILD and spectral shape cues! and low-
frequency stimuli ~predominantly ITD cues!. Figures 4
through 7 provide a visual representation of the effects of
noise on localization accuracy and consistency. The common
patterns in Figs. 4 and 5 and in Figs. 6 and 7 strongly suggest
that these effects are largely unconnected with patterns of
response bias. Therefore, theD̄ representations in Figs. 4 and
6 are appropriate for further study.

As a method of further quantifying the effects in the 12
panels of Figs. 4 and 6, the rms errors were aggregated
across signal-to-noise ratios in addition to speaker angle. The
resultant values are thus themselves rms errors and are listed
in Table I. Together, Table I and Figs. 4 and 6 show that:~1!
overall, there are no systematic differences in localization
accuracy for the broadband condition between masker loca-
tions of 290 and190 deg azimuth,~2! for all filtering con-
ditions, localization accuracy is poorer when noise is at690
deg azimuth compared to 0 deg azimuth. Part of this is due to
the masker exerting its influence at lower signal-to-noise ra-
tios, in the former case,~3! localization accuracy is similar
for the broadband and highpass conditions for masker loca-
tion at 190 deg azimuth. For the low-pass condition, local-
ization accuracy is degraded. These results suggest that ITD
and ILD and spectral shape cues are similarly affected by
noise when the latter is presented straight ahead, but ILD and

spectral shape cues appear to be more resistant to noise when
the latter is presented at the sides of the listener. When both
cues are available, listeners seem to base their decision on
the best cue available; that is, ILD and spectral shape cues.

B. Detection data

Because of MLD and head-shadow effects, the detect-
ability of the clicks is not constant across azimuths but in-
creases with the spatial separation between clicks and noise
~e.g., Goodet al., 1997!. It is therefore important to estimate
the extent to which detection and localization performance
are related, in order to clarify whether the current localiza-
tion data reflect the performance of binaural localization
mechanisms or the performance in detecting a masked sig-
nal. To address the issue of audibility, the sensitivity (d8) to
the presence of the broadband, low-pass-, and high-pass-
filtered clicks was measured as a function of signal-to-noise
ratio in the four experimental conditions illustrated in Fig. 1,
using a blocked procedure. A limited number of both signal
and nonsignal trials (n550) was used. To compute a value
for d8 in the case of perfect performance~50/50!, hit rate was
artificially adjusted to 49/50, and zero identification~0/50!
adjusted to 1/50. This process results in a ceiling value of
d853.5.

The psychometric functions of the four listeners are pre-
sented in Fig. 8. Overall, psychometric functions are very
similar in the broadband, low-pass, and high-pass conditions.
In each row of Fig. 8, the second and fourth panels show

FIG. 6. Values ofD̄ are plotted as a function of signal-to-noise ratio for
each listener and for two masker locations: 0 deg azimuth~left panels! and
190 deg azimuth~right panels!. Data were obtained with low-pass~LP, top
panels!, high-pass~HP, middle panels!, and broadband~BB, bottom panels!
filtered clicks. Other details are as in Fig. 4.

FIG. 7. Values ofr 2 are plotted as a function of signal-to-noise ratio for
each listener. Other details are as in Fig. 6.
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that, for three out of the four listeners~CA, CH, and TO!,
detection performance of the click train is near perfect when
the spatial separation between clicks and noise is maximum.
The detection performance of the fourth listener~PA! is also
very good until 0 dB S/N, but drops at the most adverse
signal-to-noise ratio. In each row of Fig. 8, the first and third
panels show that, for all listeners, detection performance de-
creases when clicks and noise are spatially coincident:d8
ranges between 2 and 4 when signal-to-noise ratio is greater
than 0 dB, but drops to chance level at the most adverse
signal-to-noise ratios.

In three out of the four listeners~CA, CH, and TO!, the
psychometric functions obtained when noise is presented
straight ahead are very similar to those obtained when noise
is presented at the sides. This result would tend to suggest

that the decrease in localization accuracy observed when
noise is presented at the sides is not attributable to a reduc-
tion in the detectability of the clicks. Also, the signal-to-
noise ratios used in the current experiment generally lead to
similar detection performance in the low-pass and high-pass
conditions. This suggests that the poorer localization accu-
racy observed in the low-pass condition is not caused by
worse audibility of the low-frequency clicks. However, a
comparison of localization and detection data obtained when
noise is presented at the sides reveals that the listener who
generally shows the worst localization accuracy~listener PA!
also shows the worst detection performance. Therefore, the
overall audibility of the signal is likely to have affected the
accuracy of localization judgments.

The detection data that we have gathered so far rely on

TABLE I. Values of the rms error aggregated across signal-to-noise ratios~in addition to source angles! for the
three filtering conditions, and for the different masker locations.

Filtering BB LP HP
Noise azimuth 290 deg 0 deg 190 deg 0 deg 190 deg 0 deg 190 deg

Listeners

CA 14.33 11.13 19.34 12.07 34.94 14.57 19.06
CH 15.32 14.23 19.29 14.07 25.29 11.5 20.25
PA 20.8 13.56 21.18 16.93 28.83 11.5 23.53
TO 24.95 11.56 24.57 19.65 32.2 11.09 23.13

FIG. 8. Psychometric functions for each listener, showing binaural detection performance (d8) as a function of signal-to-noise ratio. Each row presents the
data for a given listener. Each column presents the data obtained in one of the four experimental conditions illustrated in Fig. 1~referred to as N0S0, N0S90,
N90S90, and N90S290). Each panel shows the data obtained in the broadband~BB, stars!, low-pass~LP, circles!, and high-pass~HP, triangles! conditions.
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the detection of the clicks ateither ear of the listener. How-
ever, the ability to localize sounds in the frontal–horizontal
plane is mainly based on binaural processes, and hence on
detection atbothears. It could be argued that the decrease in
localization accuracy observed when noise is presented at the
sides of the listener may have been caused in part by a re-
duction in the audibility of the clicks at the ear ipsilateral to
the noise. As a consequence, listeners may have operated
monaurally at the most adverse signal-to-noise ratios, and
would not have had access to normal interaural cues. To
address this issue, psychometric functions for the monaural
detection of the clicks were measured in the fourth condition
illustrated in Fig. 1; that is, when signal and noise are at290
and190 deg azimuth, respectively~condition N90S290). The
left ear of each listener~i.e., the ear contralateral to the noise!
was plugged by an earmold performing a 30-dB attenuation
at 0.25, 0.5, 1, 2, 4, and 8 kHz. Figure 9 presents the indi-
vidual data obtained in the broadband, low-pass, and high-
pass conditions, plotted along with the corresponding data
obtained with unoccluded ears. Figure 9 shows that plugging
the ear contralateral to the noise generally degrades the de-
tection performance. Therefore, these results indicate that the
ear ipsilateral to the noise becomes gradually unable to de-
tect the click train as signal-to-noise ratio is lowered. This
supports the assumption that listeners do not access normal
interaural cues at the most adverse signal-to-noise ratios
when noise is presented at the sides of the listener. Although
these data explain the worse localization performance ob-
served when noise is presented at the sides rather than
straight ahead, they do not explain why ITD cues are more

affected by noise than ILD and spectral shape cues when
noise is presented at the sides.

III. CONCLUSIONS

We measured the ability of normal-hearing listeners to
localize a click-train signal in the frontal–horizontal plane, in
quiet and in noise. Although this addresses a restricted set of
issues concerning localization abilities, it does represent a
systematic investigation of the ways in which and the extent
to which use of low-frequency ITD cues and high-frequency
ILD and spectral cues might be compromised in the presence
of interfering noise. The results confirm and extend previous
results from Good and colleagues~Good and Gilkey, 1996;
Goodet al., 1997!:

~1! The ability of normal-hearing listeners to localize a
broadband sound in noise is very robust until very low
signal-to-noise ratios. Below a given signal-to-noise ra-
tio, localization performance degrades, and the rate of
this degradation depends on the masker location. When
the noise masker is presented straight ahead, localization
performance worsens gradually, but when the noise is at
the sides, localization performance degrades rapidly.

~2! Our data show that different listeners adopt different re-
sponse patterns~biases! at the more adverse signal-to-
noise ratios. The response patterns vary~a! within an
individual listener as a function of masker location, and
~b! as a function of source angle for a particular masker
location, within a particular listener. Our data exhibit
forms of bias in addition to the pulling effect described

FIG. 9. Psychometric functions for each listener, show-
ing binaural-detection performance~stars! and
monaural-detection performance~circles! as a function
of signal-to-noise ratio, in the N90S290 condition. In the
monaural condition, the left ear of the listener was
plugged with an earmold. Each row presents the data
for a given listener. The data were obtained in the
broadband~BB, left panels!, low-pass~LP, middle pan-
els!, and high-pass~HP, right panels! conditions.
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by Butler and Nauton~1964! and Good and Gilkey
~1996!.

In addition, our results show that both low-frequency
ITD and high-frequency ILD and spectral cues provide an
accurate estimate of the direction of the sound source in
quiet and when an interfering noise is presented straight
ahead. However, our results suggest that low-frequency ITD
cues are less resistant to noise than high-frequency ILD and
spectral cues when the noise is presented at the sides of the
listener. Moreover, the accuracy of localization judgments
was found to be similar in the broadband and high-pass con-
ditions. This result suggest that, when more than one cue is
available~as in the broadband condition!, listeners base their
decision on the cue~s! providing the most accurate estimate
of the direction of the sound source; that is, the high-
frequency ILD and spectral cues when noise is at the sides.
This result contrasts with the results obtained in quiet condi-
tions by Wightman and Kistler~1992!, who showed that lis-
teners’ responses are governed by the low-frequency ITD
cues when the sound source is broadband. It therefore ap-
pears that the dominance of ITD cues observed in quiet does
not apply to noisy conditions. However, it is important to
emphasize here that it is an oversimplification to adopt such
a classic ‘‘duplex theory’’ approach, and interpret the current
results in terms of low-frequency ITD cues and high-
frequency ILD cues. The head and the pinnae are known to
produce complex direction-dependent spectral effects at each
ear, leading to a complex ILD function of frequency. Mon-
aural spectral cues may also be involved in horizontal-plane
localization, especially when other binaural cues are dis-
turbed.

Measurements of signal detectability show that the rela-
tion between detection performance and localization accu-
racy is not straightforward. In certain cases, both covary,
which suggests that the audibility of the sound source con-
strains the ability to report its direction. The current experi-
ment showed that monaural detection is affected by the
masker location, detection being worse at the ear ipsilateral
to the masker when the latter is presented at the sides of the
listener. The resulting degradation in interaural cues is as-
sumed to have caused the degradation in localization accu-
racy observed when noise is at the sides. However, these
detection data do not explain why low-frequency ITD cues
are less resistant to noise than high-frequency ILD and spec-
tral cues when the noise is presented at the sides of the lis-
tener. A potential explanation involves the hypothesis that
localization based on low-frequency ITDs requires detection
in each ear, while localization based on high-frequency ILDs
might be achieved on the basis of absolute level rather than
ILD. Such hypothesis, however, requires further experimen-
tal investigation.
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Nonsense-syllable recognition in noise using monaural
and binaural listening strategies
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Using a binaurally equipped KEMAR manikin, syllables of the CUNY Nonsense Syllable Test were
recorded in sound field at 0-degree azimuth against a background of cafeteria noise at 270-degrees
azimuth, at several signal-to-noise~S/N! ratios. The combination of inputs recorded at each ear was
delivered to ten normal-hearing~NH! and eight sensorineurally hearing-impaired~HI! listeners
through insert earphones to produce five experimental listening conditions:~1! binaural head
shadow~HS!, in which ear presentation was analogous to the original stimulus recording,~2!
binaural favorable~BF!, in which the noise-shadowed~right-ear! recording was presented to both
ears,~3! monaural favorable~MF!, in which the noise-shadowed recording was presented only to the
right ear,~4! monaural unfavorable~MU!, in which the noise-unshadowed~left ear! recording was
presented only to the left ear, and~5! simulated monaural aided~SMA!, in which the
noise-shadowed recording was presented to the right ear and the noise-unshadowed recording—
attenuated by 20 dB relative to the HS condition—was presented to the left ear. All main effects
~subject type, listening condition, and S/N ratio! were statistically significant. Normal listeners
showed 3.3- and 3.2-dB advantages, respectively, due to head-shadow and binaural squelch, over
hearing-impaired listeners. Some hearing-impaired listeners performed better under the SMA or BF
conditions than under the HS condition. Potential digital signal processing strategies designed to
optimize speech understanding under binaurally aided listening conditions are discussed. ©1999
Acoustical Society of America.@S0001-4966~99!02103-7#

PACS numbers: 43.66.Sr, 43.66.Rq, 43.66.Dc@RHD#

INTRODUCTION

Binaural hearing, as opposed to monaural hearing,
would appear to be a listener’s most important means for
communicating effectively in noisy environments. The supe-
riority of binaural over monaural hearing in adverse listening
conditions is well documented for normal-hearing individu-
als. Pollack and Pickett~1958!, describing the now well-
knowncocktail party effect, concluded that ‘‘...large gains in
word intelligibility above a background of speech babble
may be obtained with stereophonic listening as compared
with nonstereophonic listening’’~p. 133!. Additional studies
have demonstrated the potential advantages of binaural lis-
tening in noisy acoustic environments for both normal-
hearing and hearing-impaired listeners~for example, see
Dirks and Wilson, 1969a, b!. Nonetheless, hearing-impaired
individuals regard diminished understanding of speech in the
presence of competing background noise as their most com-
mon communication problem. In general, research strongly
supports the advantage of binaural hearing aid fittings for
hearing-impaired listeners in relatively quiet environments
~Byrne, 1981; Schreurs and Olsen, 1985!, but largely fails to
demonstrate the superiority of binaural hearing, or binaural
amplification, in noisy environments~Dirks and Carhart,
1962; Grimeset al., 1981; Muelleret al., 1981; Nabelek and
Mason, 1981; Schreurs and Olsen, 1985; Festen and Plomp,
1986; Levittet al., 1987; Peissig and Kollmeier, 1997!.

Two factors potentially contributing to a binaural advan-
tage in speech intelligibility are binaural-squelch and head-
shadow effects~HSEs!. Binaural squelch is the overall gen-
eral improvement in hearing against a noise background

demonstrated when the second of two ears is added to that of
the ear exposed to the more favorable monaural listening
condition ~Byrne, 1981!. Head-shadow effects generally re-
fer to the diffraction of sound to the ear on the opposite side
of the head, due to the interposition of the head between the
source and the ear receiving the shadowed sound. The HSEs
produce interaural level differences~ILDs! and interaural
time differences~ITDs! ~Kuhn, 1987!, typically resulting in a
reduction in sound intensity on the opposite side of the head
that may exceed 15 dB at frequencies above 1 kHz~Ab-
bagnaroet al., 1975; Byrne, 1981!. Depending on the orien-
tation of the head with respect to primary and secondary
signal sources, head-shadow effects can potentially facilitate
or impede speech perception, whether listening is monaural
or binaural. The potential advantage of HSEs in binaural
listening, with respect to enhanced speech detection and/or
recognition, derives from the interaural differences in timing
and level produced by the spatial separation of the primary
speech signal from noise and reverberated signals~Byrne,
1981!. A major effect, again depending on spatial separation
and head orientation, is to alter the relative S/N ratios at the
two ears. Carhart~1965! reported HSEs as high as 13 dB for
speech stimuli. Recent summaries of the speech intelligibil-
ity performance of normal-hearing and hearing-impaired lis-
teners, respectively, can be found in Ericson and McKinley
~1997! and Koehnke and Besing~1997!.

Given the continuing research attention to applications
of signal processing for the hearing impaired~Nabelek and
Mason, 1981; Durlach and Pang, 1986; Breyet al., 1987;
Levitt, 1987; Levitt et al., 1987; Schwander and Levitt,
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1987; Kollmeier and Peissig, 1990; Nilssonet al., 1993;
Kimberley et al., 1994!, the potential to implement digital
signal processing~DSP! strategies to enhance speech intelli-
gibility in adverse listening conditions remains promising for
this population. In this study, we investigated the contribu-
tions of monaural and interaural cues that lead to relative
improvements in speech recognition performance in noisy
environments. Toward this end, we studied nonsense-
syllable recognition under a variety of monaural and binaural
listening conditions in which binaural squelch and HSEs in-
fluenced speech intelligibility in normal-hearing and hearing-
impaired listeners. This research was motivated by our desire
to determine whether selected patterns of routing signals in-
teraurally, as might be achieved with DSP algorithms in bin-
aural hearing aids, result in improved speech intelligibility in
noise.

The importance of the contribution of HSEs to aided
binaural hearing in adverse conditions was addressed in a
series of experiments by Bronkhorst and Plomp~1988, 1989,
1992!. The stimuli used for these studies, Danish sentences,
incorporated binaural cues generated from diffractions of
sound caused by the head and from HSEs. In particular, the
effects of head-induced ITDs and ILDs generated by a KE-
MAR manikin in an anechoic room were explored for
normal-hearing and hearing-impaired listeners, while con-
trolling for the potentially confounding effect of type of
background noise. Binaural intelligibility level differences
~BILDs!, changes in the S/N ratio producing a given intelli-
gibility percentage, were computed with reference to a free-
field condition with the talker and noise at 0-degree azimuth.
With the speaker in front~0-degree azimuth! and the noise
source at a 90-degree azimuth, the mean gain due to binaural
hearing and head shadow was 9.4 dB. In that situation, the
mean gain from binaural hearing over monaural hearing was
2.5 to 3 dB, similar to the results of Carhart~1965!.
Bronkhorst and Plomp~1988, 1989!, however, when com-
paring a simulated binaural hearing aid arrangement with a
simulated monaural hearing aid~a 20-dB attenuation of one
ear relative to a reference condition!, reported a mean gain of
only 0.2 to 0.5 dB for a 90-degree-azimuth noise source.
These values were based on the results for the best monaural
conditions~i.e., with the ear ipsilateral to the noise source
either plugged or with the level at that ear attenuated!.

Nilssonet al. ~1993! and Nilsson and Soli~1994! repli-
cated Bronkhorst and Plomp’s~1988! normative study utiliz-
ing American English sentences and found similar results.
Findings from these combined studies suggest that symmetri-
cally hearing-impaired individuals utilize ITD cues as well
as normal-hearing individuals, while ILD cues produce vari-
able results that depend on the high-frequency hearing loss
of hearing-impaired listeners. In addition, these studies sug-
gest that a monaural hearing aid fitting may be appropriate in
certain situations when interaural level disparities are delete-
rious to binaural listening. The findings of Bronkhorst and
Plomp ~1988, 1989! and Nilssonet al. ~1993! may explain
why binaural amplification has not been conclusively dem-
onstrated as superior to monaural amplification in optimizing
speech recognition in the presence of noise.

Abbagnaroet al. ~1975! reported that the greatest ITD

between ears in a free-field environment was generated when
one of the ears was oriented at 90-degrees azimuth to the
signal. The measured delay~at 90 degrees! was greatest for
the low frequencies~0.8 ms at 0.2 kHz!, with the magnitude
of time delay being frequency dependent up to 1 kHz. Thus,
to maximize the ILD and ITD cues afforded from a binaural
listening condition, a listener in a poor acoustic environment
is likely to understand speech better if the talker is positioned
in front and the adverse noise to one side. In this situation the
binaural system would be allowed to use the time disparities
of 0.6–0.8 ms in the lower frequencies and would be af-
forded additional help from an increased S/N ratio in the
higher frequencies in the shadowed ear. The overall binaural
gain in separating speech from noise by moving the noise
from a frontal position~0 degree! to a lateral position~90 or
270 degrees! should be some value derived from combina-
tion of the ILD and ITD cues. Bronkhorst and Plomp~1989!
point out that positioning in which the talker is located in
front of the listener and the noise source is to one side allows
for a more natural listening arrangement. By introducing
time delays in the noise, and providing a more favorable S/N
ratio to at least one ear by maintaining the speaker in front,
head shadow may lead to a positive binaural experience.

Carhartet al. ~1967! studied, in normal listeners, the ef-
fects of interaural time delays and phase disparities on the
intelligibility of spondee and monosyllabic words. They used
continuous and modulated white noise, as well as connected
speech~single talker!, as background competition. In the an-
tiphasic condition, they observed masking level differences
~MLDs! of 7 dB for spondees and 4 dB for monosyllabic
word recognition. The MLDs associated with varying the
interaural timing increased in size as the time delay, for ei-
ther speech or noise, was increased from 0.1 to 0.8 ms. The
MLDs never exceeded those for antiphasic listening and
were typically smaller. The investigators suggested that
MLDs for speech stimuli are governed by the MLDs within
the frequency range necessary for recognizing that particular
speech stimulus and that they are task dependent. Dirks and
Wilson ~1969a! demonstrated that phase shifts induced in
either speech or noise by the introduction of interaural time
differences~ITDs! during binaural listening tasks produce
measurable MLDs in hearing-impaired listeners.

Kollmeier and Peissig~1990! attempted to improve
speech intelligibility for spatially separated speech and noise
by use of a DSP algorithm that increased the binaural dis-
similarities generated by HSEs. Their results, however, did
not suggest a clear binaural advantage in adverse listening
conditions for hearing-impaired or normal-hearing listeners,
for either processed or unprocessed speech. They suggested
that individual assessment for ITD and binaural~versus mon-
aural! intelligibility advantage may be useful in predicting
benefit from binaural amplification for the hearing impaired.

In this study, we determined, at several S/N ratios, the
relative contributions of the shadowed and unshadowed ears
to nonsense-syllable recognition under selected conditions
simulating monaural and binaural amplification. For the
original binaural recordings, the source of nonsense syllables
was located at 0-degree azimuth, and cafeteria noise was
located at 270-degrees azimuth. The combined signals, as
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recorded via a KEMAR manikin~Burkhard and Sachs, 1975!
were delivered to the listeners through insert earphones. The
ILDs and ITDs of the original recordings were preserved in
some of the playback conditions, but not in others. Measure-
ments were made in groups of both normal-hearing and
hearing-impaired listeners.

Nonsense syllables from the CUNY Nonsense Syllable
Test, or NST~Resnicket al., 1975!, were used as stimuli.
This closed-response test was designed to be sensitive to the
kinds of consonant confusion errors made by hearing-
impaired listeners and has been demonstrated to be reliable
and to exhibit negligible learning effects from repeated ad-
ministrations~Dubno and Dirks, 1982; Levittet al., 1987!.
The NST materials were selected for this investigation be-
cause the relative dependency of recognition of these mate-
rials on their high-frequency content suggested that they
might provide the most sensitive measure of any differences
among the various experimental strategies attributable to
head-shadow effects.

Three research questions were framed in recognition of
the potential that DSP programming might incorporate one
or more of the investigated strategies in hearing aids for use
by hearing-impaired listeners to improve speech intelligibil-
ity in noise:

~1! Does signal processing designed to eliminate presenta-
tion of the signal to the ear receiving a relatively unfa-
vorable S/N ratio result in a monaural listening advan-
tage when compared to binaural presentation?

~2! Does a special binaural condition in which routing the
combined signal at the noise-shadowed ear to the con-
tralateral unshadowed ear offer an advantage over either
binaural presentation of recorded head-shadow effects
~shadowed and unshadowed stimuli! or monaural pre-
sentation of the noise-shadowed ear?

~3! Does a listening condition simulating monaural amplifi-
cation at the shadowed ear, and an open opposite ear,
produce improved intelligibility performance over that
achieved in a condition simulating aided monaural lis-
tening at the shadowed ear, and an occluded opposite
ear?

I. METHODS

A. Subjects

Ten listeners with pure tone thresholds<20 dB HL at
all audiometric frequencies between 0.25 and 6 kHz com-
prised a normal-hearing~NH! group of subjects. A group of
eight hearing-impaired~HI! listeners exhibiting various de-
grees of sensorineural hearing loss was recruited from a
clinical population whose speech recognition scores in quiet
were symmetrical, within 16%, in the two ears. Prior to par-
ticipation in the study, these hearing-impaired subjects un-
derwent a routine audiometric evaluation consisting of air-
and bone-conduction pure tone audiometry, speech recogni-
tion threshold~SRT! assessment, speech recognition perfor-
mance assessment in quite~36 dB SL re: SRT!, and tympa-
nometry. Mean hearing thresholds of these subjects, with
standard deviations, are displayed in Table I. Results reveal a

mean mild-to-moderate, bilaterally symmetrical, hearing im-
pairment between 0.5 and 6 kHz. For individual hearing-
impaired subjects, pure tone audiometric thresholds in the
two ears were within 10 dB of each other at each of the
octave frequencies 500–4000 Hz, and SRTs were within 5
dB interaurally.

B. Stimuli

The CUNY-NST~Resnicket al., 1975! was chosen for
this study, for reasons stated above. The test is comprised of
six random forms of seven subsets of eight to ten consonant–
vowel ~CV! or VC syllables. Subsets differ across vowel
context, consonant class, and consonant position. Each test
item is embedded in the carrier phrase ‘‘You will mark~syl-
lable!, please.’’ Each form is comprised of 55 test items with
one repeated item in each subset, for a total of 62 stimuli.
The second occurrence of the repeated item was omitted for
scoring purposes. A digital audio tape~DAT! recording of
the original CUNY-NST was used consisting of nonsense
syllables recorded by a male talker on one channel and caf-
eteria noise on the other. The competing noise has been de-
scribed by Resnicket al. ~1975! as ‘‘...cafeteria noise from
which the extreme transients had been removed.’’ The noise
was gated to coincide with the presentation of individual
carrier phrases that included the stimulus items.

C. Stimulus recordings

Stimulus recordings were made in a conventional,
double-walled, audiometric sound room located in the Hear-
ing Research Laboratory at Michigan State University. All
stimuli were recorded using a KEMAR manikin fitted with
average adult pinna replicas and a DB-100 Zwislocki coupler
for each ear. Settings of a special preamplifier~Etymotic
Research! ensured that sound-field effects~i.e., body baffle,
concha, and ear canal resonance! were incorporated into the
recordings. KEMAR was placed 1.35 m from a Sentry 100A
loudspeaker at 0-degree azimuth, serving as the speech sig-
nal source. An additional loudspeaker placed 1.35 m to the
left of KEMAR ~at 270-degrees azimuth! provided the com-
peting cafeteria noise. These speakers were calibrated using
a pink-noise input prior to recording and found to be similar
and relatively flat~63 dB! from 0.125–14 kHz. Stimulus
materials were delivered from a DAT unit~Panasonic SV
3900!, amplified~Crown D150 A!, and led to the loudspeak-
ers. The recordings were made by passing the electrical sig-
nals from microphone preamplifiers connected to the Zwis-

TABLE I. Audiometric results for hearing-impaired listeners (n58), show-
ing mean air-conduction thresholds and standard deviations, in dB hearing
level, by ear.

Frequency in kHz
Ear 0.25 0.5 1 1.5 2 3 4 6

Right: Th 28.1 31.2 38.1 43.1 43.7 47.5 46.9 41.9
s.d. 17.9 18.7 21.2 17.3 17.9 18.1 20.2 16.5

Left: Th 45.0 30.0 39.4 41.9 45.0 47.5 48.1 40.6
s.d. 15.3 17.7 20.9 16.9 15.3 12.2 15.6 20.8
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locki couplers to separate channels of a two-channel DAT
recorder~Sony DTC-75ES!. The combined speech and noise
stimulus waveforms recorded separately at the left and right
ears will be referred to in this article as channels 1 and 2,
respectively. During the recording process, KEMAR’s posi-
tion was fixed so that the speech signal was maintained at a
constant level for both ears~i.e., C-weighted sound level of
65 dB, at 0-degree azimuth!, while the output level of the
cafeteria noise was adjusted to achieve the desired S/N ratios
at KEMAR’s left ear. Reference values for designating the
recording levels of speech and noise stimuli were established
by comparing the level of pink noise produced in the Zwis-
locki coupler of KEMAR’s left ear~channel 1! with 65-dB,
C-weighted, pink noise at a free-field microphone position to
be occupied by the center of KEMAR’s head.

Each of the six randomized forms of the NST was re-
corded at28, 24, 0, 4, and 8 S/N ratios, specified relative to
KEMAR’s left ear, for a total of 30 lists. This range of S/N
ratios was chosen to incorporate S/N subsets that would be
unlikely to produce floor or ceiling performance effects in
either of our groups of normal-hearing or hearing-impaired
listeners.

Figure 1 depicts the one-third octave, long-term average,
levels of pink noise measured at both the shadowed~right!
and unshadowed~left! ears of KEMAR, with the signal
source at 270-degrees azimuth. This comparison allowed us
to quantify relative head-shadow effects. These fast Fourier
transform~FFT! tracings demonstrated differences between
shadowed and unshadowed ears as great as 6–8 dB between
1–4 kHz, and 10–16 dB above 4 kHz. This outcome is in
general agreement with data from Nilssonet al. ~1995! and
Duda ~1997!.

All interaural level and time differences were preserved
in the KEMAR recordings. This approach was different from

that of Bronkhorst and Plomp~1988!, who used an audiom-
eter to mix the recorded speech and noise signals from each
ear during test administration. For the purpose of this project
and throughout this paper, the terms ILD and ITD are used
only to refer to those interaural cues present in the noise. As
the speech source was placed directly in the front of KE-
MAR, no ILD or ITD differences between KEMAR’s ears
could be expected for the nonsense syllables.

D. Data collection

During data collection, combined speech and noise sig-
nals from the two respective channels of the DAT record-
ings, each representing a specific ear of KEMAR, were de-
livered to a pair of insert earphones~Etymotic Research ER-
3A! by a clinical audiometer~Madsen OB822! calibrated to
ANSI specifications~ANSI S3.6, 1989!. Right and left ear-
phones were alternated for successive subjects, in each sub-
ject group, to control for transducer effects. Under conditions
requiring the original recording configuration to be pre-
served, channels 1 and 2 of the DAT recordings were respec-
tively presented to the left~unshadowed, more-negative S/N!
and right ~shadowed, more-positive S/N! ears. Presentation
level was set by equating a known level of taped pink noise
to that of frequent VU peaks in the speech stimuli, while
measuring the output from the insert earphones in a 2-cc
coupler. Speech sound-pressure level in the unshadowed ear
was 70 dB for normal-hearing listeners and at the individu-
ally determined MCLs~most comfortable levels! for the
hearing-impaired listeners. The UCLs~uncomfortable loud-
ness levels! were measured in the unshadowed ear for the
hearing-impaired subjects to ensure that playback levels did
not exceed their loudness tolerance limits; the sound-

FIG. 1. Pink-noise spectra as measured in sound field at KEMAR’s noise-unshadowed and shadowed ears~left and right ears, respectively!, with the source
on the left side~270-degrees azimuth!. One-third octave band measurements were made using an overall C-weighted source sound-pressure level of 85 dB.
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pressure levels of UCLs ranged between 95 and 105 dB. The
MCLs and UCLs were established in conjunction with the
simple up–down procedure of Levitt~1970! and the instruc-
tions suggested by Morganet al. ~1974!, using a special re-
cording of the cafeteria noise at KEMAR’s unshadowed ear.

To minimize the likelihood of ceiling effects in the NH
subjects and floor effects in the HI subjects, only the three
poorest of the five recorded S/N ratios~28, 24, and 0 dB!
were administered to the NH listeners, and only the three
best S/N ratios~0, 4, and 8 dB! were administered to the HI
listeners. A total of 15 lists were administered to each subject
~5 listening conditions33 S/N ratios!. Presentation of lists
and S/N ratios was counterbalanced with respect to the vari-
ous listening conditions, using a Latin-square design. All
data collection was performed in an audiometric sound suite
located in Central Michigan University’s Speech and Hear-
ing Clinic.

The five experimental conditions in which intelligibility
performance on the NST was measured are summarized in
Table II. They were as follows:

~1! Head shadow~HS!: Binaural ~dichotic! condition with
presentation of~noise-unshadowed! channel 1 to the left
ear and~noise-shadowed! channel 2 to the right ear, as in
the original recording. In this condition, binaural cues
and the monaurally improved S/N ratio were preserved.

~2! Binaural favorable~BF!: Binaural~diotic! condition with
simultaneous presentation of channel 2~the stimulus at
the more favorable S/N ratio! to both ears.

~3! Monaural favorable~MF!: Monaural condition with pre-
sentation of channel 2 alone to the right ear. Only the
stimulus recorded at the ear contralateral to the noise
was presented to the right ear. This stimulus condition
was identical to BF except that it was presented monau-
rally.

~4! Monaural unfavorable~MU!: Monaural condition with
presentation of channel 1 alone to the left ear. Only the
stimulus recorded at the ear ipsilateral to the noise was
presented to the left ear.

~5! Simulated monaural aided~SMA!: Binaural ~dichotic!
presentation of channels 1 and 2, as in the original re-
cording~condition 1!, with the signal on the poor~noise-
unshadowed! side attenuated by 20 dB.

The SMA condition was similar to the free-field, 20-dB
ipsi-attenuation condition described by Bronkhorst and
Plomp~1989!. It was included to evaluate the relative effects
of a dichotic, hearing aid-simulated condition and a true
monaural condition—condition 3—as a follow-up to the
work of Bronkhorst and Plomp~1988, 1989!. As pointed out
by Festen and Plomp~1986!, previous studies of speech per-
ception in noise have attempted to compare binaural listen-
ing to monaural listening with the nontest ear occluded. With
monaural hearing aid fittings, the nonfitted ear is typically
unoccluded, allowing for some degree of binaural listening
in a symmetrically impaired listener. Thus, the inclusion of
conditions 3 and 5 allowed a direct, realistic comparison of
true monaural hearing~MF! with a simulated monaural aided
situation in which the aid is worn on the shadowed ear
~SMA!.

Recalling our three research questions, question 1 can be
addressed by comparing MF with HS; question 2, by com-
paring BF with HS, and BF with MF; and question 3, by
comparing SMA with MF.

II. RESULTS AND DISCUSSION

An arcsin transformation, as described by Thornton and
Raffin ~1978!, was performed on the raw scores for purposes
of statistical analysis. Mean NST performance and standard
errors of the mean for each listening condition, S/N ratio,
and subject group are summarized in Fig. 2. The across-
group 8-dB S/N ratio offset described above is indicated by
parenthesized S/N values in the figure’s abscissa.

As anticipated, no floor or ceiling effects were observed
overall in the data for either subject group, at any S/N ratio.
Mean percentage scores on the NST ranged from 40.7%~HI/
MU! to 87.1%~NH/HS!. Also, as might be expected, stan-
dard errors for the HI group were generally higher than those
for the NH group across all conditions and S/N ratios.

Linear regression was performed on the psychometric
functions for the various listening conditions to derive
performance-intensity~PI! functions, based on the three S/N
ratios relevant to each subject group. For the NH group, the
PI functions ranged from 1.4%–2.2%/dB across all condi-
tions, and for the HI group, from 2.1%–2.5%/dB. To com-
pare across selected pairs of conditions, the lateral shifts be-
tween these mean functions, in dB, were calculated. Table III
displays the calculated mean S/N ratio shifts between the
compared conditions, which are shown as algebraic relation-
ships in the first column.

Contrasting the MF to MU conditions revealed an
8.9-dB mean improvement in S/N ratio for the NH group,
and a 5.6-dB improvement for the HI group. Thus, normal
listeners showed a 3.3~8.9 minus 5.6! dB S/N ratio advan-
tage over hearing-impaired listeners, due to HSEs. This
3.3-dB differential in S/N ratio represents a notable reduction
in syllable recognition for the HI listeners. They were less
able than the NH listeners to utilize fully the head-shadow
~ILD ! cues associated with the S/N ratio differences. This
finding is presumably due to the inability of the hearing-
impaired subjects to hear the acoustic cues for phonemic
identification, and is consistent with the findings of

TABLE II. Summary of five experimental listening conditions, showing
signal channels directed to respective ears, via insert earphone, during data
collection.

Experimental
condition Label Left ear Right ear

Binaural head
shadow

HS Unshadowed~Ch 1! Shadowed~Ch 2!

Binaural favorable BF Shadowed~Ch 2! Shadowed~Ch 2!

Monaural
favorable

MF No signal Shadowed~Ch 2!

Monaural
unfavorable

MU Unshadowed~Ch 1! No signal

Simulated
monaural aided

SMA Unshadowed~Ch 1!,
attenuated 20 dBre: HS

Shadowed~Ch 2!
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Bronkhorst and Plomp~1988! and Nilsson and colleagues
~1993, 1994!.

Comparing the HS condition to the MF condition pro-
vides an index of binaural squelch~Byrne, 1981; Carhart,
1965!. Regression slopes and intercepts of the performance-
intensity ~PI! functions for HS and MF conditions revealed
mean 4.9- and 1.7-dB S/N ratio shifts toward better perfor-
mance under the HS condition for the normal-hearing and
hearing-impaired groups, respectively. The difference of 3.2
dB agrees closely with the data of Bronkhorst and Plomp
~1989!, who reported a 2.7-dB disparity in BILDs under the
analogous conditions for hearing-impaired listeners. Clearly,
these results indicate a relative inability of hearing-impaired
listeners to take advantage of binaural-squelch effects. They

also provide a generally negative answer to our first research
question.

The differences for the HS versus MU conditions dem-
onstrate 12.3- and 7.0-dB shifts in S/N ratio for the normal-
hearing and hearing-impaired groups, respectively. This
comparison reveals the advantage of binaural cues~HS! over
monaural listening when speech and noise are heard only at
the ear ipsilateral to the masker. The sizeable difference of
12.3 dB for normal-hearing listeners is close to the 13 dB
reported by Carhart~1965! and Carhartet al. ~1967!.

It should be noted that the performance difference of 7.4
dB between HS and MU~12.3 dB! and HS and MF~4.9 dB!
for the NH listeners is fairly close to the 8.9-dB difference
between MF and MU, and the analogous value for HI listen-
ers, 5.3 dB, is close to the 5.6-dB difference between MF and
MU. This comparison of direct and indirect measures of MF
with MU reveals an internal consistency in our data.

Comparison of the dichotic HS condition with the diotic
BF condition revealed a 2.3-dB advantage of HS over BF for
the NH group, and a meager 0.3-dB advantage of HS over
BF for the HI group. This finding, which relates to our sec-
ond research question, suggests that normal listeners ben-
efited from the full array of binaural cues available to them
in the HS condition, while hearing-impaired listeners did not.
Despite the poor S/N ratio present at the left~noise-
unshadowed! ear, routing the stimulus having the better S/N

FIG. 2. Group mean performance, for normal-hearing (n510) and hearing-impaired (n58) subjects, on the Nonsense Syllable Test for all experimental
conditions and S/N ratios. Note the use of an 8-dB offset between groups, as described in the text.

TABLE III. Mean shifts in performance-intensity functions between se-
lected conditions, expressed as S/N ratios, in dB.

Conditions
compared

Normal
hearing

Hearing
impaired

MF–MU 8.9 5.6
HS–MU 12.3 7.0
HS–MF 4.9 1.7
HS–BF 2.3 0.3
BF–MF 2.6 1.4
SMA–MF 4.9 1.6

1826 1826J. Acoust. Soc. Am., Vol. 105, No. 3, March 1999 M. D. Arsenault and J. L. Punch: Monaural and binaural listening strategies



ratio to the noise-unshadowed ear did not improve recogni-
tion performance for either subject group. The HI listeners as
a group, therefore, did not benefit from special binaural pro-
cessing in which the combined stimulus at the noise-
shadowed ear was also routed diotically to the contralateral
unshadowed ear. They did benefit slightly, however, under
this special diotic condition when compared to listening
monaurally in the noise-shadowed ear~BF–MF!. For this
latter comparison, NH listeners benefited to a greater extent
~2.6 dB, as opposed to 1.4 dB for the HI group!. Note that
this outcome is pertinent to group performance; this point
will be discussed later with respect to a further analysis.

Performance under the SMA condition was considerably
better than under MF for NH listeners~4.9 dB!, and some-
what better~1.6 dB! for HI listeners. Recall that the SMA
condition was included to simulate a monaurally aided con-
dition in which the unaided ear remains open. These results
suggest that experimenters attempting to compare binaural
with monaural amplification~in listeners with symmetrical
hearing thresholds! should leave the unaided ear unoccluded
in the monaural condition. To do otherwise may produce
misleading predictions with regard to real-world perfor-
mance. Results also suggest that allowing some amplification
to occur at the noise-unshadowed ear~SMA! leads to im-
proved performance over that occurring in monaural listen-
ing at the noise-shadowed ear~MF!. Reduced gain at the
noise-unshadowed ear~SMA!, however, was no more ben-
eficial over MF than when fully audible cues were available
at both ears~HS!, given that the outcomes were essentially
identical for the HS–MF and SMA–MF comparisons.

The calculated S/N ratio shifts between MF and the
three binaural conditions HS, BF, and SMA~Table III! dem-
onstrate that the HS and SMA conditions yielded the best
listening performance overall~a 4.9-dB shift in both cases!,
with the BF strategy trailing~with a 2.6-dB shift! for the NH
group. For the HI group, mean performance was 1.4–1.7 dB
better under each of the binaural conditions than under the
best monaural condition.

A three-factor multilevel ~one between–two within!
analysis of variance~ANOVA ! was used on the transformed
scores to evaluate the main effects of subject type, listening
condition, and S/N ratio. Table IV displays the results. All
main effects were significant at the 0.001 level. There were
no significant interaction effects. A Student Newman–Keuls
post hocanalysis revealed results to be significantly different
overall at each S/N ratio~with means ranging from 1.81 rad
for the worst to 2.14 rad for the best S/N ratio!, and the
monaural conditions to be significantly different at each S/N

ratio. A contrast model of the ANOVA was performed to test
for linearity of the PI functions as the S/N ratio was changed.
The linear model of S/N ratio (F570.57) was significant at
the 0.001 level, as compared to the quadratic model (F
53.18). This finding suggests that the subjects’ performance
improved in a linear fashion with increasing S/N ratio, as
expected.

Post hocanalysis of the different listening conditions
revealed the HS and SMA conditions to be different from
MF, and the HS, SMA, BF, and MF conditions each to be
different from MU (p,0.05). The only binaural condition
not significantly different from MF was BF. As shown in
Table III, BF yielded mean improvements of 2.6 dB and 1.4
dB ~shifts in S/N ratio! over MF for NH and HI groups,
respectively. This finding agrees within 1.2 dB of the data of
Bronkhorst and Plomp~1989!. Recall that the BF condition
routed the signal in the noise-shadowed, or favored, ear to
both ears simultaneously, thus offering listeners no interaural
time or level disparities. The other two binaural conditions
~HS and SMA!, dichotic in nature, offered some additional
spatial cues that were utilized by the listeners. The fact that
HS and SMA showed similar advantages over MF, for either
NH or HI listeners, may be explained by the findings of
Bronkhorst and Plomp~1989!. Specifically, they found that
attenuating the signal with the poorer S/N ratio by 20 dB did
not significantly interfere with the binaural unmasking ef-
fects of ITD cues, while enhancing the unmasking related to
ILD. Our findings, along with theirs, suggest that when the
~open! unaided ear is being exposed to a competing noise
level that is high with respect to that in the aided ear, binau-
ral amplification may still be slightly more beneficial than
monaural amplification. Although Bronkhorst and Plomp uti-
lized an adaptive SRT technique, it is reasonable to assume
that listeners in our study used the same binaural unmasking
cues as in their study for consonant recognition during the
SMA condition.

To evaluate performance across the different conditions,
a model of ranked performance was created. An assumption

TABLE V. Rank-order of NST performance for the five listening condi-
tions, with overall percentage of occurrences in parentheses, collapsed
across three S/N ratios~Table Va: normal-hearing subjects; Table Vb:
hearing-impaired subjects!.

Rank

Condition

Worst Best

1 2 3 4 5

~a! NH
MU 22 ~73.3! 6 ~20.0! 2 ~6.7! 0 ~0.0! 0 ~0.0!
MF 3 ~10.0! 11~36.7! 8 ~26.7! 5 ~16.7! 3 ~10.0!
BF 4 ~13.3! 6 ~20.0! 6 ~20.0! 9 ~30.0! 5 ~16.7!
SMA 0 ~0.0! 3 ~10.0! 6 ~20.0! 8 ~26.7! 13 ~43.3!
HS 1~3.3! 4 ~13.3! 8 ~26.7! 8 ~26.7! 9 ~30.0!

~b! HI
MU 18 ~75.0! 4 ~16.7! 2 ~8.3! 0 ~0.0! 0 ~0.0!
MF 3 ~12.5! 8 ~33.3! 3 ~12.5! 9 ~37.5! 1 ~4.2!
BF 2 ~8.3! 4 ~16.7! 7 ~29.9! 5 ~20.8! 6 ~25.0!
SMA 0 ~0.0! 5 ~20.8! 8 ~33.3! 4 ~16.7! 7 ~29.2!
HS 1~4.2! 3 ~12.5! 4 ~16.7! 6 ~25.0! 10 ~41.7!

TABLE IV. ANOVA results, showing all main effects to be significant at
the 0.001 level, with no significant interactions.

Variable df F

Subject type~ST! 1 22.30a

Listening condition~LC! 4 24.61a

S/N ratio ~SNR! 2 35.41a

ST by LC 4 0.71
ST by SNR 2 2.73
LC by SNR 8 0.15

ap,0.001.
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was made that the categorical variables could be ranked in
such a way that the conditions could represent a linear pro-
gression from the worst listening condition to the best. The
order of the listening conditions along the condition axis was
based on the S/N ratio shifts observed in the NH group. The
order of these conditions, from worst~1! to best performance
~5!, was as follows: MU, MF, BF, SMA, and HS. The raw
performance scores were then ranked among those five con-
ditions within each S/N ratio and totaled by ranks per con-
dition across all S/N ratios for each subject group. Table Va
and b show the cross-tabulated results for NH and HI groups,
respectively. The numbers represent the cumulative occur-
rences in which subjects’ performance ranked at the given
values for the listed conditions. Values are totaled across all
subjects within a particular group and across the three S/N
ratios. A Spearman correlation for ranked data was signifi-
cant for both groups at the 0.01 level (r 520.590 and
20.575 for NH and HI groups, respectively!. The negative
correlations are consistent with the fact that the monaural
listening conditions were ranked the lowest of all the condi-
tions within a single S/N ratio. A Cochran–Mantel–Haenszel
test for nonzero correlation between the two groups was sig-
nificant at the 0.001 level (x2551.867). This suggests that
hearing-impaired and normal-hearing listeners performed in
a similar manner across all listening conditions, and further
substantiates the similar rank orders for the two subject
groups.

Percentages of time that specific rankings occurred for
the various listening conditions are shown in parentheses in
Table V. For our purposes, we will focus only on the last
column and on the proportions of time the binaural condi-
tions BF, SMA, and HS were ranked as best-performing
across the three S/N ratios in each subject group. For the NH
group, performance on the SMA condition ranked best
43.3% of the time, while performance on HS ranked best
30% of the time, and BF performance ranked best only
16.7% of the time. The finding that normal listeners per-
formed best in the SMA condition more often than in the HS
condition is consistent with the conclusion of Bronkhorst and
Plomp ~1989! that attenuating the poorer, unshadowed ear
will ‘‘hardly affect binaural unmasking due to ITD and that
it will increase the gain due to ILD in certain situations...’’
~p. 1382!. Thus, the SMA condition may have increased the
binaural unmasking for the normal-hearing group. On an in-
tuitive level, it is not surprising that a reduction in the am-
plitude of high-level noise reaching the noise-unshadowed
ear should result in improved intelligibility, even though the
speech signal at that ear was also attenuated.

In contrast, for the HI group, performance in the HS
condition ranked as best most frequently~41.7% of the time!,
followed by SMA ~29.2%! and BF~25%!. This difference in
ranking patterns between subject groups may reflect a rela-
tive lack of audibility of the signal in the higher frequencies,
as well as the dependence of audibility on ITD cues, for
these hearing-impaired listeners. In other words, while the
signal at the shadowed ear was not manipulated in the SMA
condition to enhance its audibility, attenuating the signal at
the unshadowed ear~in that same condition! may have de-

tracted from the binaural unmasking cues due to their re-
duced audibility. The overall rankings, in combination with
the data reported in Tables III and IV, suggest that hearing-
impaired listeners rely, as a listening strategy, on interaural
cues mediated largely by head shadow, despite their inability
to take full advantage of them. Normal-hearing listeners are
able to utilize the available ILD cues to maximize their per-
formance. One major practical utilization of the SMA listen-
ing strategy for them, apparently, is the ability to use a finger
to plug the canal of an acoustically disadvantaged ear in
appropriate communicative situations.

III. CONCLUSIONS

This research was aimed at evaluating various monaural
and binaural listening strategies in the presence of noise,
with a view toward the potential application of DSP schemes
that might improve aided speech understanding by hearing-
impaired listeners. Three of the five experimental conditions
were binaural listening conditions—one diotic and two
dichotic—designed to take maximum advantage of head-
shadow and other interaural cues.

As previous research has shown, hearing-impaired sub-
jects, in contrast to normal-hearing subjects, are unable to
take full advantage of the acoustical environment with re-
spect to head-shadow cues~MF–MU! and binaural-squelch
effects~HS–MF!. We observed mean detriments of 3.3 and
3.2 dB in these respective comparisons for hearing-impaired
subjects, when contrasted to normal-hearing subjects.

Our mean results suggest that, when compared to per-
formance under the monaural favorable condition, both the
normal-hearing and hearing-impaired groups performed bet-
ter when interaural cues were available, either in the HS or
SMA condition. Results of the ranked-performance analysis
suggest that the exaggerated ILD cues present in the SMA
condition led to more occasions in which SMA was respon-
sible for at least slightly improved intelligibility performance
among normal-hearing, but not among hearing-impaired, lis-
teners. Hearing-impaired listeners perform about equally
well—or equally poorly—under each of these binaural con-
ditions, and in some instances show improved performance
when utilizing unadulterated head-shadow effects~i.e., HS, a
binaural dichotic condition readily achieved with conven-
tional binaural amplification!. Thus, Bronkhorst and Plomp’s
~1989! suggestion that a monaural aided condition might en-
hance binaural unmasking in the hearing impaired, due to
exaggerated ILD cues, may not be generally applicable to
this population.

Maximum performance, as suggested by the hearing-
impaired group’s mean performance across the binaural con-
ditions of Table V, may well have been affected by S/N
ratio. For example, while listening in conditions with better
S/N ratios, hearing-impaired listeners may do equally well
with any binaural strategy, including the SMA condition in
our study. Under worsening S/N ratios, some hearing-
impaired listeners may perform better with true binaural am-
plification, while others may benefit from SMA or BF pro-
cessing strategies. Under the worst acoustic conditions, at
least some listeners may do better with monaural amplifica-
tion. We observed intelligibility performance in our hearing-
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impaired subjects that resulted in ranking the SMA condition
best about 29% of the time~and best or second-best about
46% of the time!. Performance of these subjects, as revealed
by the ranked-performance analysis, was strikingly similar
for the SMA and BF conditions. This latter finding suggests
that there are times when either monaural amplification or
diotically delivered stimuli could lead to improved speech
intelligibility in individual hearing-impaired listeners.

Unfortunately, the small number of hearing-impaired
subjects~8! does not permit a further analysis of the effect of
S/N ratio on the relative performance of individual listeners.
Nonetheless, our overall findings shed some light on the po-
tential for using DSP strategies in conjunction with binaural
hearing aids to improve the intelligibility of speech in noise
for hearing-impaired listeners. Although some of these
strategies can be accomplished manually—albeit
inconveniently—by wearers of binaural hearing aids, adap-
tive DSP adjustments seem promising as realistic solutions
in light of the rapidly changing nature of both DSP technol-
ogy and everyday listening environments. With appropriate
attention to signal-monitoring and signal-routing capabilities,
the ability to switch listening strategies adaptively in various
acoustical environments might be accomplished rather hand-
ily with DSP technology.

This research allows us to suggest several general direc-
tions that might be pursued to increase speech recognition
substantially in noisy environments for hearing-impaired lis-
teners. One of the most obvious potential uses of DSP-based
binaural amplification is that it could act as a digital switch.
If the S/N ratio in a given ear exceeds a specified differential
value from the S/N ratio in the opposite ear, based on an
amount measured or predicted to yield better performance
with monaural amplification in a particular listening situa-
tion, the DSP circuit might switch off entirely the output to
the ear at which S/N is relatively poor. Another possibility
might involve a reduction in amplifier gain at the ear ex-
posed to a relatively unfavorable S/N ratio. A third option
might allow for rerouting the combined signal exhibiting the
better S/N ratio to both ears. It would presumably be impor-
tant in these cases to maintain frequency shaping and com-
pression of the signal and, in the case of~dichotic! binaural
listening, other operations essential for preserving or enhanc-
ing ITD and ILD cues. Implementation of these processing
strategies would likely require use of an algorithm, or algo-
rithms, that can effectively monitor the S/N ratios existing in
the two ear canals of a binaurally aided listener.

The audibility of the signal was not varied for individual
listeners in this study. A next step might be to repeat this
research utilizing a wearable digital processor capable of am-
plification that controls for audibility in a manner that allows
one to determine if some of the missing binaural advantage
in hearing-impaired listeners can be recouped by manipulat-
ing signal audibility. Incorporating a time delay that would
restore normal ITDs in the BF condition might also be wor-
thy of investigation. Such studies should include relatively
large numbers of hearing-impaired subjects.
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Level discrimination of single tones in a multitone complex
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A conditional-on-a-single-stimulus~COSS! analysis procedure@B. G. Berg, J. Acoust. Soc. Am.86,
1743–1746~1989!# was used to estimate how well normal-hearing and hearing-impaired listeners
selectively attend to individual spectral components of a broadband signal in a level discrimination
task. On each trial, two multitone complexes consisting of six octave frequencies from 250 to 8000
Hz were presented to listeners. The levels of the individual tones were chosen independently and at
random on each presentation. The target tone was selected, within a block of trials, as the 250-,
1000-, or 4000-Hz component. On each trial, listeners were asked to indicate which of the two
complex sounds contained the higher level target. As a group, normal-hearing listeners exhibited
greater selectivity than hearing-impaired listeners to the 250-Hz target, while hearing-impaired
listeners showed greater selectivity than normal-hearing listeners to the 4000-Hz target, which is in
the region of their hearing loss. Both groups of listeners displayed large variability in their ability
to selectively weight the 1000-Hz target. Trial-by-trial analysis showed a decrease in weighting
efficiency with increasing frequency for normal-hearing listeners, but a relatively constant
weighting efficiency across frequency for hearing-impaired listeners. Interestingly,
hearing-impaired listeners selectively weighted the 4000-Hz target, which was in the region of their
hearing loss, more efficiently than did the normal-hearing listeners. ©1999 Acoustical Society of
America.@S0001-4966~99!00203-9#

PACS numbers: 43.66.Sr@JWH#

INTRODUCTION

Everyday listening often requires a person to attend se-
lectively to individual spectral prominences in a complex
sound. A COSS analysis~conditional-on-a-single-stimulus!
procedure has been used in several studies~Berg, 1989;
Lutfi, 1989; Berg and Green, 1990, 1991; Lutfi, 1992; Dai
and Berg, 1992; Doherty, 1994; Doherty and Turner, 1996!
to estimate how well normal-hearing listeners can attend to
the individual spectral components of complex sounds in
various discrimination tasks. However, application of COSS
analysis to the hearing-impaired population has been limited.
In the present study, COSS analysis is used to investigate
how hearing-impaired listeners selectively attend to indi-
vidual spectral components of a complex signal in a simple
level-discrimination task. The study is a companion to an
earlier study by Doherty and Lutfi~1996!, which required
listeners to combine or integrate information from multiple
spectral components. In that study, the complex consisted of
the six octave frequencies from 250 to 8000 Hz. On each
trial, listeners were asked to identify which of two multitone
complexes had a higher overall intensity. The signal was a
level increment placed on all six tones in the complex. In
that study, listeners were not required to selectively attend to
individual spectral components inasmuch as all tones pro-
vided relevant information for the task. In general, the pat-
tern of weights given to individual components was reliable
within and across listening sessions for both normal-hearing
and hearing-impaired listeners. Moreover, individual differ-

ences observed in the weighting functions of normal-hearing
listeners contrasted with the similarity of the hearing-
impaired listeners’ weighting functions. Indeed, all but one
of the 14 hearing-impaired listeners in that study placed
greatest weight on a spectral component in the region of their
hearing loss.

Results from the Doherty and Lutfi~1996! study have
implications for how hearing-impaired listeners might per-
form on a selective-listening task. For example, because the
hearing-impaired listeners tend to place greatest weight on
frequencies in the region of their hearing loss, they might
perform best on a selective-listening task when the target
tone is in a region of hearing loss. For the same reason, if the
target tone is in a region of normal-hearing sensitivity,
hearing-impaired listeners might have difficulty ignoring the
information from the nontarget components present in the
region of their hearing loss. Such a hypothesis assumes, of
course, that hearing-impaired listeners have a rather rigid
listening strategy and are not capable of adjusting their
weights to accommodate different listening tasks.

Several studies have used COSS weights to evaluate se-
lective listening of normal-hearing listeners~Lutfi, 1992;
Berg and Green, 1991; Stellmack, Willihnganz, Wightman,
and Lutfi, 1997!. Lutfi ~1992!, for example, designated one
tone in a sequence of tones as the target and all other tones in
the sequence as the context. The temporal position of the
target was varied across blocks of trials so that it was either
at the beginning~first tone!, middle ~sixth tone!, or end
~tenth tone! of the sequence. The target component was the
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only component in the complex that provided relevant infor-
mation about the task, so the ideal listening strategy was to
weight only the target component. Lutfi reported that the
pattern of weights was similar for both frequency- and
intensity-discrimination tasks. Although weights were not
ideal, the target tone typically received the greatest weight
regardless of its position in the sequence. In addition, there
was a tendency for listeners to give the last tone in the se-
quence a relatively higher weight regardless of the target
position. Interestingly, some listeners placed negative
weights on tones immediately preceding and following the
target. Lutfi ~1992! suggests that these listeners might have
performed the task using a within-stimulus comparison lis-
tening strategy, similar to profile analysis~Green, 1983!.

Berg and Green~1991! assessed normal-hearing listen-
ers’ ability to selectively attend to target components in a
profile listening task. In a profile-analysis task, overall stimu-
lus level is roved so that listeners are compelled to detect a
change in the overall shape of the complex spectrum, rather
than simply a change in level of any single component. In
such a task, the appropriate listening strategy is to make
simultaneous, within-stimulus comparisons between the
level of the signal component and the level of the nonsignal
components. In Berg and Green~1991!, the signal spectrum
was the same as the standard spectrum except the shape of
the signal spectrum was altered by increasing the amplitude
of a single component~i.e., target tone!. The target tone was
either a 280-, 1000-, or 3620-Hz tone. Thus, the listeners had
to selectively identify the signal component in order to com-
pare it to the nonsignal components. When the target was
1000 Hz~i.e., middle component! the weights were near op-
timal. However, weights were nonoptimal when the target
was at a lower or higher frequency than 1000 Hz. A display
of these listeners’ thresholds as a function of signal fre-
quency resulted in a bowl-shaped function.

The purpose of the present study was to use COSS
analysis to assess how well normal-hearing and hearing-
impaired listeners selectively attend to or weight a target
tone embedded in a broadband signal. The study is similar to
Doherty and Lutfi’s~1996!, except that in the present study,
only one of the six components in the complex has been
selected as the target tone. Also, the present study includes a
much larger number of listeners to allow for a more accurate
assessment of individual differences in listening strategies.

I. GENERAL METHOD

A. Subjects

A group of 15 hearing-impaired listeners, eight males
and seven females, between 32 and 75 years of age, were
paid to participate in this study. All listeners had a bilateral
sensorineural hearing loss. The degree of their loss varied
~Table I!, but all had pure-tone thresholds of 65 dB HL
~ANSI, 1989! or less from 250–8000 Hz. Thresholds at in-
teroctave frequencies were tested whenever the difference
between thresholds at adjacent frequencies was 20 dB or
greater~ASHA, 1978!. Thresholds in the listeners’ right and
left ears differed by less than 10 dB at all test frequencies.
Fifteen normal-hearing listeners, three males and 12 females,
between 21 and 40 years of age, were paid to participate in
this study. Normal-hearing listeners’ pure-tone air-
conduction thresholds were<15 dB HL ~ANSI, 1989! from
250–8000 Hz in both ears. Both groups of listeners demon-
strated acoustic-immittance measures within the 90%-normal
range for compensated static acoustic admittance~ASHA,
1990!.

B. Stimuli

Stimuli were multitone complexes that consisted of oc-
tave frequencies from 250–8000 Hz. Each tone was 50 ms in
duration with 2-ms, cosine-squared, rise–fall times. The

FIG. 1. Example of a single trial on a selective-
listening task. The target is a level increment placed on
the 1-kHz tone of the complex in interval one.

TABLE I. Hearing-impaired listeners’ thresholds~dB HL!.

Sub/
TE

Age/
Sex

Frequency~kHz!

0.25 0.50 1.0 2.0 3.0 4.0 6.0 8.0

mlb/r 73/F 25 25 25 25 30 45 50
jnr/r 39/M 15 10 15 30 35 45
hil/r 75/F 20 25 20 25 35 50 65
rmp/l 48/M 30 25 35 50 55 55
gce/f 55/M 20 20 35 45 60 55
arj/l 68/F 5 20 35 45 55 65
wet/r 54/F 15 20 35 35 35 45
emw/l 57/M 10 10 15 20 25 45 65 65
fae/l 60/M 15 10 5 20 50 55 60
mjb/r 38/F 20 15 15 15 30 55 60
maw/l 49/F 5 0 0 15 30 50 45
ras/l 48/M 25 20 25 30 50 55 45 25
avg/r 32/M 5 0 0 0 10 50 10 20
aml/r 33/F 30 20 10 5 15 40 55 65
pal/r 47/F 15 15 35 50 25 25 20
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FIG. 2. Independent estimates
~circles! of average weights~solid
lines! for 15 normal-hearing listeners
on the 250-@panel ~a!#, 1000- @panel
~b!#, and 4000-Hz@panel ~c!# target
conditions. Filled circles represent in-
dependent estimates of the target
weight. The median of the 15 normal-
hearing listeners’ weights is shown in
the upper right-hand panel of each fig-
ure.
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level of each tone was selected at random from one of two
normal distributions of levels in dB, one for the target and
the other for the nontarget components. The standard devia-
tion of both distributions was fixed at 5 dB for the normal-
hearing listeners and 3 dB for the hearing-impaired listeners.
The mean of the target distribution was 65 and 80 dB SPL
for normal-hearing and hearing-impaired listeners, respec-
tively. The mean of the nontarget distribution was systemati-
cally adjusted to yield a performance level close to ad8 of
one ~Green and Swets, 1966!. Three different target-tone
conditions were assessed. Across blocks of trials, the target
was presented at either 250, 1000, or 4000 Hz.

Stimuli were generated digitally with an IBM PC AT
and played through a 16-bit, digital-to-analog converter
~DAC! at a sampling rate of 20 kHz. The output of the DAC
was low-pass filtered at 10 kHz at 120 dB/octave to attenuate
aliased components. Note that the average level of the
lowest-frequency aliased component at 12 000 Hz is 65
232533 dB SPL. At this level, the aliased component at
12 000 Hz would have been inaudible for the hearing-
impaired listeners, but might have been just barely audible
on some trials for the normal-hearing listeners.

C. Procedure

Each listener was seated in an IAC sound-attenuation
chamber and presented computer-generated stimuli monau-
rally over an HD-520 Sennheiser earphone. The Sennheiser
earphone was calibrated using a binaural loudness-balancing
procedure with a TDH-49 earphone~ANSI, 1973!.

A fixed, two-interval, forced-choice~2IFC! procedure
was used. On each trial, subjects were presented with two
multitone complexes. For one of these complexes, the level
of the target was selected at random from the target distribu-
tion of levels. The levels of all the other tones were selected
independently and at random from the nontarget distribution
of levels~see Fig. 1!. A 500-ms silent interval separated the
two signals. There was an equal probability that the level of
the target tone would be selected from the target distribution
in either the first or the second interval. Subjects were asked
to indicate which of the two sounds they perceived to have
the louder target tone. Before a new target tone was tested,
100 trials of the target tone alone were presented to listeners
in order to familiarize them with its pitch. The order in
which target tones were presented was counterbalanced
across listeners.

Responses were collected via a keyboard and visual
feedback was presented on a CRT after each response. With
a few exceptions, a total of 1000 trials was collected for each
subject on each condition. Less than 1000 trials were col-
lected for the following subjects: RAS on the 1000-Hz target
condition ~400 trials!; MJB on the 4000-Hz condition~600
trials!, and AMT on the 250-Hz condition~500 trials!. For
another subject~AML !, 2000 trials were collected on the
250-Hz condition in order to obtain a more reliable estimate
of weights. Therefore, of the 90 weighting functions ob-
tained in this study, only four were not computed from 1000
trials. The 1000 trials were collected in approximately 1 h.

FIG. 2. ~Continued.!

1834 1834J. Acoust. Soc. Am., Vol. 105, No. 3, March 1999 K. A. Doherty and R. A. Lutfi: Level discrimination of single tones



FIG. 3. Independent estimates
~circles! of average weights~solid
lines! for 15 hearing-impaired listeners
on the 250-@panel ~a!#, 1000- @panel
~b!#, and 4000-Hz@panel ~c!# target
conditions. Filled circles represent in-
dependent estimates of the target
weight. The median of the 15 hearing-
impaired listeners’ weights is shown
in the upper right-hand panel of each
figure.
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No more than one target tone was tested on the same day.
Subjects were permitted to take breaks between blocks of
trials as they felt the need.

II. ANALYSIS

A. Weighting analysis

Estimates of the weights were obtained using the COSS
analysis method described by Berg~1989!. The weights for
each tone were estimated from the slopes of the COSS func-
tions for each tone. Each COSS function relates the probabil-
ity of a second-interval response across trials to the level
difference of a given tone between intervals. These
conditional-response probabilities were obtained from the
records of the trial-by-trial data. Two COSS functions were
obtained to estimate the average weight for each tone in the
complex. The first estimate was obtained from the set of
trials for which subjects correctly responded to the second
interval, and the second was obtained from the set of trials
for which subjects incorrectly responded to the second inter-
val. A least-squares fitting procedure was used to fit the
COSS data with a cumulative Gaussian function. A COSS
function with a relatively steep slope indicates the tone has a
greater influence or weight on a listener’s decision, whereas
a relatively shallow slope indicates the tone contributed little
to the listener’s overall decision on the task. The weights
were normalized for ease of making comparisons across sub-
jects and to demonstrate the relative weight each individual
component had on the listener’s decision on the task.

Weights were normalized such that the sum of the absolute
weights equaled unity~i.e., ux1u1ux2u1ux3u1,...,ux6u5y;
x1 /y5a1 , x2 /y5a2 ,...,x6 /y5a6 ; Suai u51).

B. Efficiency measures

A measure of a listener’s overall performance efficiency
(hobt) was determined by comparing the listener’s obtained
performance to that of a theoretical ideal listener’s perfor-
mance on the same task, one that maximizes percent correct.
The overall performance efficiency,hobt, can be considered
a product of two separate performance efficiencies: that
given by how closely the listener’s weighting strategy ap-
proaches the ideal weighting strategy (hwgt), and that repre-
senting the efficiency of all other processing not related to
these weights (hnoise). These other processing factors would
include, for instance, any degradation in the sensory repre-
sentation of the stimulus that might be due to a hearing loss.
Measures of listening efficiencies were determined by first
computinghwgt5(dwgt8 /dideal8 )2, which is obtained by com-
paring the listener’s weights to the ideal listener’s weight for
a given listening task. The valuedwgt8 corresponds to the
performance level that would have been achieved using the
listener’s weighting function as the single determinant of
performance. Then, any additional loss in overall perfor-
mance efficiency that cannot be accounted for byhwgt is
attributed tohnoise. The relationship between all three effi-
ciency measures as described by Berg~1990! is

FIG. 3. ~Continued.!
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hobt5hwgt3hnoise,

or equivalently,

~dobt8 /dideal8 !25~dwgt8 /dideal8 !23~dobt8 /dwgt8 !2.

III. RESULTS

A. Spectral weighting functions

Weighting functions for normal-hearing listeners are
shown in Fig. 2~a!–~c! for the 250-, 1000-, and 4000-Hz
target tones, respectively. Only in the 250-Hz condition did
all 15 listeners give the target tone the greatest weight. Of
the 15 normal-hearing listeners, six~AKB, TLR, KAB,
MCH, KAD, and GAM! gave greatest weight to the target
tone in all three target conditions. Weighting functions for
two normal-hearing listeners~JIZ and JRS! were fairly flat
for all three target conditions, although they did give the
250-Hz target a slightly higher weight than the nontarget
tones. As a group, the normal-hearing listeners varied how
they weighted the 1000- and 4000-Hz target tones.

Weighting functions for the hearing-impaired listeners
are shown in Fig. 3~a!–~c! for the 250-, 1000-, and 4000-Hz
target tones, respectively. It should be noted that age effects
are not apparent among the impaired listeners, which indi-
cates that the age difference probably is not important. Of the
15 hearing-impaired listeners, only FAE and HIL did not
weight the 250-Hz target tone the greatest. The pattern of
weights obtained for the hearing-impaired listeners varied for
the 1000-Hz target-tone condition. In the 4000-Hz target
condition, hearing-impaired listeners gave greatest weight to
the target tone more often than normal-hearing listeners. Me-
dian weights were similar for both groups of listeners on all
target conditions~see upper right-hand panel in Figs. 2 and
3!, which obscure important individual differences.

Statistical comparisons were made between normal-
hearing and hearing-impaired listeners’ average weights of
each of the six components in each of the target conditions
~Fig. 4!. Of the 18 comparisons~3 target listening
conditions36 components in each condition!, only five were
significantly different between the two groups of listeners.
Of the three target tones, only the 250-Hz target was
weighted significantly (t52.455,d f528, p,0.05) different
by the two groups. That is, the normal-hearing listeners
weighted the 250-Hz target tone greater than hearing-
impaired listeners. In all three target conditions, normal-
hearing listeners weighted the 500-Hz component signifi-
cantly greater than hearing-impaired listeners~0.25-kHz
condition: t53.74, d f528, p,0.001; 1-kHz condition:t
52.44, d f528, p,0.05; 4-kHz condition: t53.21, d f
528, p,0.01). Last, in the 250-Hz target condition,
hearing-impaired listeners weighted the 1000-Hz component
significantly (t523.53, d f528, p,0.001) greater than
normal-hearing listeners.

B. Component preference

A single weighting function consists of six weights that
correspond to each of the six components in the complex
stimulus, one of which is the target component. The three

panels in Fig. 5 represent the listeners’ preference to weight
a given component the greatest in each of the target condi-
tions. Each bar represents the number of listeners who gave
greatest weight to a specific frequency component. For ex-
ample, in the 250-Hz condition, shown in the top panel of
Fig. 5, all normal-hearing listeners and most hearing-
impaired listeners weighted the 250-Hz tone the greatest. In
the 1000-Hz condition, there were large differences in the
listeners’ preference to weight one component over another.
In the 4-kHz condition, more hearing-impaired than normal-
hearing listeners weighted the target tone the greatest. A few
normal-hearing listeners actually weighted the lower-
frequency components the greatest.

FIG. 4. In the upper, middle, and bottom panels, mean weights and 95%-
confidence intervals are shown for normal-hearing~filled circles! and
hearing-impaired listeners~unfilled squares! on the 250-, 1000-, and
4000-Hz target conditions, respectively.
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C. Efficiency measures

Average weighting-efficiency (hwgt) and noise-
efficiency (hnoise) measures for both groups of listeners on
the three target conditions are shown in the upper and lower
panels of Fig. 6, respectively. A highly efficient system is
characterized by high efficiencies for both weighting and
noise. A univariate analysis of variance revealed that normal-

hearing listeners’ noise-efficiency (hnoise) measures were
significantly (p,0.01) higher than the hearing-impaired lis-
teners on all three target conditions. Weighting-efficiency
measures (hwgt) differed significantly (p,0.01) between the
normal-hearing and hearing-impaired listeners only for the
4000-Hz target condition, which was when the weighting
efficiencies were higher for the hearing-impaired listeners.

Interestingly, normal-hearing listeners’ weighting-
efficiency measures decreased as the frequency of the target
increased, but hearing-impaired listeners’ weighting efficien-
cies remained roughly constant. Noise-efficiency measures
remained fairly consistent across target frequencies for both
groups of listeners, but were generally higher for the normal-
hearing listeners.

D. Comparisons across listening tasks

A comparison of listeners’ efficiency measures on the
selective-listening task in the present study and the Doherty
and Lutfi ~1996! study, where listeners were asked to com-
bine information from all six components in the stimulus, are
shown in the three panels in Fig. 7. These data represent the
subset of normal-hearing listeners who participated in both
studies. The line joining the unfilled and filled symbols in
these figures represents the change in efficiency, for indi-
vidual listeners, across the two listening tasks. Except for the
250-Hz target frequency, the lines tend to be steeper than 45
deg, which indicates that the reduced efficiency observed in
the selective-listening condition was mostly due to a change
in the listeners’ ability to attend (hwgt) to the information,
rather than from other unspecified factors (hnoise). This pro-

FIG. 5. The top, middle, and bottom bar panels correspond to the 250-,
1000-, and 4000-Hz target conditions, respectively. Dark and shaded bars
indicate the number of normal-hearing and hearing-impaired listeners, re-
spectively, who gave maximum weight to that frequency component.

FIG. 6. Mean weighting efficiency~top panel! and noise efficiency~bottom
panel! measures for normal-hearing~solid line! and hearing-impaired~bro-
ken line! listeners as a function of target frequency. Error bars indicate the
standard error of the mean.
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vides evidence that inefficient weights have a greater effect
on a listener’s performance when the demands of the listen-
ing task require listeners to attend to a single component of
the complex than when they are required to integrate infor-
mation across components.

IV. DISCUSSION

In the present study, COSS analysis was used to esti-
mate the weighting strategies of normal-hearing and hearing-
impaired listeners when discriminating the level of a single
target tone~250, 1000, or 4000 Hz! embedded in a multitone
complex. Large individual differences were observed for
both groups of listeners in the 1000-Hz target condition. In
the 250-Hz target condition, more normal-hearing than
hearing-impaired listeners weighted the target greatest, but
more hearing-impaired than normal-hearing listeners
weighted the 4000-Hz target greatest. Each listener’s overall
performance in the present study was assessed in terms of
two types of efficiency measures: a weighting efficiency
(hwgt), which accounted for how well listeners weighted the
spectral information, and a noise efficiency (hnoise), which
accounted for all other factors that might have limited the
listeners’ overall performance on the task. Recall that high
weighting-efficiency measures indicate an efficient weight-
ing strategy, and high noise-efficiency measures indicate that
few factors other than listening strategy influenced perfor-
mance. In the limit for the ideal observer, both weighting-
and noise efficiency are unity. The hearing-impaired listen-
ers’ noise-efficiency measures were significantly lower than
the normal-hearing listeners for all three target frequencies,
but their weighting-efficiency measures were significantly
higher for the 4000-Hz target, which is in the region of their
hearing loss. This is consistent with Doherty and Lutfi’s
~1996! finding that hearing-impaired listeners also tend to
weight the spectral information in the region of their hearing
loss greatest even when all spectral components provide
equal information for the task. This might suggest that
hearing-impaired listeners learn to be more attentive to the
information in the region of their hearing loss in order to
compensate to some extent for their hearing loss. However,
three of five listeners who had a hearing loss equal to or
greater than 30 dB at 1000 Hz did not weight the 1000-Hz
target greatest. In fact, two of them obtained the lowest
weighting-efficiency measure of all the hearing-impaired lis-
teners on this condition.

One important conclusion of the Doherty and Lutfi
~1996! study was that inefficient weighting strategies did not
greatly affect listeners’ overall performance on their listening
task. It was suggested this might have to do with the type of
attentional demands that were required of the listeners. The
efficiency measures obtained for 11 normal-hearing listeners
in the Doherty and Lutfi~1996! study were compared with
the efficiency measures obtained from the same listeners in
the present selective-listening study. The comparison showed
that inefficient weights had a greater impact on performance
in the selective-listening task. This is not too surprising,
given that in the earlier Doherty and Lutfi study, all six tones
in the complex were designated target tones and therefore all
contributed information for the task. As a result, if listeners
inefficiently weighted one of the target tones, they could still
benefit from the information provided by the other five target
tones. In the present selective-listening study, however, only
one of the six tones provided relevant information and there-
fore, if a listener were to fail to give greatest weight to the
target tone, it would greatly affect their performance on the

FIG. 7. A comparison of 11 normal-hearing listeners’ efficiency measures
across two different listening tasks. The upper, middle, and bottom panels
show the 250-, 1000-, and 4000-Hz selective-listening task~unfilled circles!
compared with a listening task requiring listeners to integrate information
across spectral components~filled circles!. Efficiency measures for each
listener across conditions is connected by a line.
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task. This finding provides evidence in support of Doherty
and Lutfi’s ~1996! hypothesis that inefficient weights have a
greater influence on overall performance when the listening
task requires listeners to selectively attend to individual
spectral components.

Differences in the hearing-impaired listeners’ perfor-
mance on the selective-listening task were primarily related
to differences in their weighting strategies. As expected, lis-
teners who weighted the target tone greatest and nontarget
tones least obtained the highest overall-performance scores
on the task. Thus, improving a hearing-impaired listener’s
weighting strategy would likely improve their overall perfor-
mance in such selective-listening tasks. The degree of im-
provement, however, would still be limited by factors that
contribute to their low noise efficiency. That is, a listener
with both a low weighting- and noise-efficiency measure
might receive some benefit by improving their weighting
strategy, but their performance would still be largely limited
by their low noise efficiency.

There are some possible clinical applications for obtain-
ing weighting functions in hearing-impaired listeners. For
example, hearing-impaired listeners who give undue weight
to spectral information in the region of their hearing loss
may not benefit from traditional amplification of this infor-
mation. In some cases, it might even adversely affect how
the listener processes the entire sound.
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Gap detection by early-deafened cochlear-implant subjects
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Two studies investigating gap-detection thresholds were conducted with cochlear-implant subjects
whose onset of profound hearing loss was very early in life. The Cochlear Limited
multiple-electrode prosthesis was used. The first study investigated the effects of pulse rate~200,
500, and 1000 pulses/s! and stimulus duration~500 and 1000 ms! on gap thresholds in 15 subjects.
Average gap thresholds were 1.8 to 32.1 ms. There was essentially no effect of pulse rate and for
almost all subjects, no effect of stimulus duration. For two subjects, performance was poorer for the
1000-ms stimulus duration. The second study investigated the relationships between gap thresholds,
subject variables, and speech-perception scores. Data from the first study were combined with those
from previous studies@Busbyet al., Audiology31, 95–111~1992!; Tonget al., J. Acoust. Soc. Am.
84, 951–962~1988!#, providing data from 27 subjects. A significant negative correlation was found
between age at onset of deafness and gap thresholds and most variability in gap thresholds was for
the congenitally deaf subjects. Significant negative correlations were found between gap thresholds
and word scores for open-set Bamford–Kowal–Bench~BKB! sentences in the auditory–visual
condition and lipreading enhancement scores for the same test. ©1999 Acoustical Society of
America.@S0001-4966~99!03703-0#

PACS numbers: 43.66.Ts, 43.66.Mk, 43.71.Ky@JWH#

INTRODUCTION

Gap detection is a frequently used measure of auditory
temporal resolution. Recent studies have shown that the gap-
detection thresholds of postlinguistically deaf adults using
electric stimulation~Moore and Glasberg, 1988; Preece and
Tyler, 1989; Shannon, 1989! are generally similar to those
found for normally hearing subjects using acoustic stimula-
tion ~Fitzgibbons and Gordon-Salant, 1987; Fitzgibbons and
Wightman, 1982; Florentine and Buus, 1984; Hall and
Grose, 1997; Penner, 1977!, and are in the range of 2–10 ms
for both subject groups. Gap-detection thresholds for both
electric and acoustic stimulation in general become poorer
with decreasing sensation level, ranging from 30 to 100 ms
for electric and acoustic stimulation near absolute-hearing
thresholds~Fitzgibbons and Gordon-Salant, 1987; Florentine
and Buus, 1984; Hall and Grose, 1977; Moore and Glasberg,
1988; Penner, 1977; Preece and Tyler, 1989; Shannon,
1989!. These similarities suggest that differences in the pe-
ripheral neural excitation patterns produced by electric and
acoustic stimulation, such as greater synchronization for
electric stimulation~Javel, 1990!, are not major factors influ-
encing this measure of auditory temporal resolution.

We have also measured gap-detection thresholds in
early-deafened cochlear-implant subjects using the Cochlear
Limited prosthesis~Busby et al., 1992; Tonget al., 1988!,
for whom the onset of profound deafness was typically at
birth or a very early age. These subjects have been pro-
foundly deaf for most of their life, and most if not all of their
auditory experience has been via electric stimulation. They
are, therefore, an important subject group for evaluation, as
their performance may indicate the consequences of both au-
ditory deprivation from early childhood and electric stimula-
tion as the primary means of auditory experience. In our
studies, gap thresholds were 5 ms or less for eight of the 12

early-deafened subjects tested and were, therefore, within the
range reported for postlinguistically deaf adults. For the
other four early-deafened subjects, gap thresholds were con-
siderably larger and ranged from 14 to 95 ms. These four
subjects were implanted at an older age, above 20 years of
age, than the other eight subjects, between 5 and 16 years of
age, suggesting that age at implantation and/or the duration
of auditory deprivation prior to implantation may be factors
influencing gap detection. There are other factors which may
be related to these variations in gap thresholds, such as the
duration of normal auditory function prior to the onset of
profound deafness and postoperative experience with electric
stimulation, but it was not possible to further examine these
relationships because of the small number of subjects evalu-
ated.

These differences between early-deafened subjects, and
between early-deafened and postlinguistically deaf subjects,
could be related to physiological and morphological differ-
ences in the neural structure of the auditory pathway caused
by the absence or limited duration of auditory experience
since birth, consistent with experimental animal studies
which have shown that auditory deprivation results in incom-
plete maturation and/or degeneration within the auditory sys-
tem ~Harrisonet al., 1991; Moore, 1990; Saadaet al., 1966;
Seldonet al., 1996; Webster and Webster, 1977!. Additional
changes in auditory function may have also arisen as the
consequence of postoperative experience with electric stimu-
lation, consistent with experimental animal studies which
have shown that changes within the auditory pathway can be
induced in both juvenile and adult animals. Chronic electric
stimulation in the neonatally deafened cat has been shown to
result in enhanced phase locking of inferior colliculus units
~Snyderet al., 1995!, and an expansion in the representation
of the site of stimulation at the inferior colliculus~Snyder
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et al., 1990!. Similarly, marked changes in the spatial repre-
sentation of the tonotopic cochlear map at the primary audi-
tory cortex have been produced by unilateral partial cochlear
lesions in the normally hearing adult cat~Rajanet al., 1993!.

The first objective of this study was to determine
whether gap-detection thresholds from early-deafened sub-
jects vary for different pulse rates~200, 500, and 1000
pulses/s! and stimulus durations~500 and 1000 ms!. In our
previous studies described above, gap-detection thresholds
were only measured using 1000 pulses/s at a stimulus dura-
tion of 1000 ms. The second objective was to determine the
relationships between gap-detection thresholds, subject vari-
ables related to auditory deprivation and experience, and
measures of speech-perception performance. The multiple-
electrode cochlear implant manufactured by Cochlear Lim-
ited was used.

With respect to pulse rate, it is possible that poorer gap-
detection thresholds could arise at low pulse rates because
the pulsatile stimuli may produce percepts which are less
smooth than those produced by a high rate of stimulation.
This is because the time interval between individual pulses is
longer at low rates, leading to an increased roughness of the
signal and greater stimulus uncertainty in the processing of
small temporal gaps. Alternatively, gap-detection thresholds
could be poorer at high rates of stimulation because the cod-
ing of fine temporal characteristics of the signal may be com-
promised as the interpulse time interval approaches the re-
fractory period of auditory-nerve fibers, resulting in the
poorer transmission of a temporal gap. For instance, Javel
~1990! showed a decrease in the synchronization of dis-
charge probabilities of auditory-nerve fibers as the pulse-rate
period approached the refractory period. It has also been
shown that the demyelinization of auditory-nerve fibers,
which can arise from pathological changes associated with a
long duration of profound deafness, will lead to an increase
in the refractory period~Shepherd and Javel, 1997! and this
may result in the poor transmission of the temporal gap at
high rates of stimulation.

With respect to stimulus duration, poorer gap-detection
thresholds may be found for the longer duration because of
adaptation effects produced by continual stimulation of the
same group of residual auditory-nerve fibers prior to the on-
set of the gap period. It has been suggested in acoustic stud-
ies with normally hearing subjects that the rate of adaptation
after the onset of stimulation and recovery from adaptation
may be factors related to the poorer gap-detection thresholds
recorded for infants and children as compared to those for
adults ~Trehub et al., 1995!. It is possible, therefore, that
gap-detection thresholds could vary with different pulse rate
and stimulus duration conditions. Furthermore, data collec-
tion from early-deafened subjects would provide important
information about temporal resolution using electric stimula-
tion where there is a likelihood of less-than-optimal auditory
functioning.

There have been only a few reports documenting the
effects of pulse rate on gap-detection thresholds using pulsa-
tile stimulation. Dobie and Dillier~1985! presented data
from two adult subjects, one deafened in the first year of life
from meningitis, for the pulse rates 80 to 1000 pulses/s. Gap

thresholds were less than 5 ms for both subjects, although
there was a tendency for higher thresholds at lower pulse
rates, 4.5 and 5 ms at 80 pulses/s, and 2 and 1.8 ms at 1000
pulses/s. Note that as far as sinusoidal electric stimulation is
concerned, previous studies with postlinguistically deaf sub-
jects have suggested that sinusoidal frequency has a minimal
effect on gap-detection thresholds. Preece and Tyler~1989!
showed in three subjects that there was no effect of fre-
quency, from 63 to 4000 Hz, on gap thresholds over a wide
range of loudness levels, except at very low sensation levels
where gap-detection thresholds decreased as sinusoidal fre-
quency increased. Shannon~1989! also showed that gap-
detection thresholds were similar for sinusoidal~1000 Hz!
and pulsatile~1000 pulses/s! electric stimuli presented at a
comfortable listening level in the one subject tested.

In addition, measures of gap detection at different pulse
rates would be particularly relevant to the speech-processing
strategies of the Cochlear Limited prosthesis, as low rates of
stimulation have typically been used. In the case of the older
MPEAK strategy, the pulse rate is equal to estimates of the
acoustic fundamental frequency for voiced sounds~approxi-
mately 100 to 300 pulses/s! while for unvoiced sounds, a
pseudorandom pulse rate between 200 and 300 pulses/s is
used~Skinneret al., 1991!. For the newer SPEAK strategy,
the pulse rate is determined by the number of stimulated
electrodes and is typically 250 pulses/s when six electrodes
are stimulated~Skinneret al., 1994!.

The second objective of this study was to determine the
relationships between gap-detection thresholds for early-
deafened subjects, subject variables related to the amount of
auditory deprivation and experience, and measures of
speech-perception performance. Data collected in this study
were combined with those from our previous studies~Busby
et al., 1992; Tonget al., 1988! to provide group data for 27
early-deafened subjects. The subject variables examined in-
cluded those related to the period of auditory deprivation
~age at onset of deafness, duration of deafness, and age at
implantation! and those related to experience with electri-
cally evoked hearing sensations~duration of implant use!. It
is possible that gap-detection thresholds may be poorer as a
result of long-term auditory deprivation and/or may improve
with postoperative experience. The importance of these sub-
ject variables to the speech-perception performance of im-
planted children has also been investigated in several studies
~cf. Proceedings of the NIH Consensus Statement, 1995!. For
instance, Fryauf-Bertschyet al. ~1997! showed that open-set
word-recognition scores were higher in children implanted
before 5 years of age, full-time users of the implant had
higher scores on almost all measures, and that children re-
quired several years of experience with the implant before
significant scores on open-set words were obtained.

As far as the relationship between gap detection and
speech perception is concerned, it has been suggested that
gap thresholds of less than about 40 ms should be sufficient
to perceive speech information coded by temporal gaps
~Bosman and Smoorenburg, 1997; Muchniket al., 1994;
Tyler et al., 1989!. This information would include cues for
the identification of consonants, as well as gaps marking syl-
lable and word boundaries. Several studies using single-and
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multiple-electrode stimulation in postlinguistically deaf
adults have shown significant negative correlations between
gap-detection thresholds and scores for speech-perception
tests, indicating that subjects with higher gap thresholds had
lower speech-perception scores~Cazalset al., 1991; Gantz
et al., 1993; Hochmair-Desoyeret al., 1985; Muchniket al.,
1994; Tyler et al., 1989!. Similar negative correlations be-
tween gap-detection thresholds and speech-perception scores
have also been recorded for hearing-impaired adults~Tyler
et al., 1982! and children~Dreschler and Plomp, 1985! using
acoustic stimulation. In addition, Bosman and Smoorenburg
~1997! showed that gap-detection thresholds negatively cor-
related with the lipreading enhancement scores, the differ-
ence between scores for the auditory–visual and vision-alone
conditions, for sentence perception by profoundly hearing-
impaired listeners. It may be the case that those subjects with
better gap thresholds are better able to effectively perceive
syllable and word boundaries in the sentence materials.

I. EFFECTS OF PULSE RATE AND STIMULUS
DURATION

A. Method

1. Subjects and electric-stimulation hardware

The histories of the 15 early-deafened subjects are sum-
marized in Table I. The average age of the subjects at the
time of diagnosis of the profound–total sensorineural hearing
loss was 17.8 months (s.d.511.6 months), with a range of 6
to 47 months. Three subjects were deafened as a result of
meningitis; at 24, 47, and 39 months of age for S2, S6, and
S11, respectively. The other subjects were congenitally deaf
from a variety of etiologies. All subjects were fitted with
high-gain hearing aids at the time of diagnosis. The subjects
were implanted with the Cochlear Limited prosthesis of 22
electrodes~Clark et al., 1987! and the average age of the
subjects at the time of implantation was 9.4 years
(s.d.55.1 years), with a range of 3.5 to 20 years. The elec-
trode array was fully inserted into the scala tympani for most

subjects. In some cases, some electrodes were not used in the
speech-processing strategies as they were external to the
scala tympani or stimulation produced unpleasant sensations.
The average age of the subjects at the time of testing was
13.4 years (s.d.54.3 years), with a range of 9.3 to 21.5
years, and the average duration of implant use at the time of
testing was 4.0 years (s.d.51.9 years), with a range of 0.9 to
6.8 years.

The residual auditory-nerve fibers were stimulated using
biphasic current pulses with a pulse duration of 200ms/
phase. The Cochlear Limited prosthesis can deliver electric
current between 15 and 1500mA, which is converted to a
scale of 239 levels with approximately a 2.5% increase in
current for each level~Skinneret al., 1991!, although there
are some minor variations across individual prostheses. In
this report, electric-stimulation levels are described using
these current levels. Bipolar stimulation was used for all sub-
jects. For most subjects, except S1, S3, and S13, the two
electrodes of the bipolar pair were separated by one elec-
trode, which corresponds to ‘‘BP11’’ in the Cochlear Lim-
ited clinical procedures. For S1, S3, and S13, the two elec-
trodes were separated by two electrodes, corresponding to
‘‘BP12’’ in the clinical procedures. The term ‘‘electrode’’
describes the basal member of the bipolar pair. Stimulation
was on electrode 14 for all subjects, where electrodes are
numbered 22–1 in an apical–basal direction. This electrode
was selected so that these data could be combined with our
previous data~Busbyet al., 1992; Tonget al., 1988! which
were collected using stimulation on electrode 14.

2. Procedure

Gap-detection thresholds were measured separately for
two stimulus durations, 500 and 1000 ms, and for three pulse
rates, 200, 500, and 1000 pulses/s. The reference stimulus
was either 1000 or 500 ms in duration and contained no gap.
The comparison stimulus had the same duration and pulse
rate, but contained a gap of variable duration located 500 and
250 ms after the onset of the stimulus, for the 1000- and

TABLE I. Summary of subject histories.

Subject

Age at confirmation
of profound–total

hearing loss
~months!

Cause of
deafness

Age at
implantation

~years!

Age at
testing
~years!

Duration of
implant use

~years!

S1 10 cytomegalovirus 7.8 11.8 4.1
S2 24 meningitis 3.5 9.3 5.9
S3 6 rubella 6.6 11.4 4.8
S4 18 Usher’s syndrome 20.0 20.9 0.9
S5 6 Usher’s syndrome 14.8 21.2 6.4
S6 47 meningitis 5.2 10.4 5.2
S7 15 congenital, unknown 11.6 13.9 2.2
S8 12 congenital, unknown 13.5 14.6 1.0
S9 11 congenital, unknown 6.6 11.0 4.4
S10 12 congenital, unknown 10.4 11.6 1.2
S11 39 meningitis 4.8 9.8 5.1
S12 16 cytomegalovirus 4.6 11.4 6.8
S13 24 Klippel–Feil and 8.6 11.8 3.2

Mondini syndromes
S14 15 rubella 5.2 10.3 5.1
S15 12 congenital, unknown 17.5 21.5 4.0
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500-ms stimulus durations, respectively~Busbyet al., 1992;
Tong et al., 1988!. The current levels for the reference and
comparison stimuli were the same and were adjusted to a
comfortable listening level using an ascending–descending
technique. Current was increased until stimulation became
too loud or uncomfortable; it was then decreased to the
maximum comfortable listening level. Note that as gap-
detection thresholds are sensitive to the loudness of the
stimuli ~Shannon, 1989!, at least for stimuli presented at
loudness levels of less than 7 on a category scale of 1
~threshold! to 10 ~comfortable listening level!, particular at-
tention was given to this adjustment procedure. Separate
measures were made at each pulse rate and stimulus dura-
tion.

An adaptive three-interval forced-choice procedure was
used to obtain the gap-detection thresholds. Each trial con-
sisted of three intervals separated by 500 ms. Two of the
intervals were the reference stimulus and one was the com-
parison stimulus, and the interval with the comparison was
randomly selected in each trial. Each interval was cued by a
number~1–3! graphically displayed on a computer screen.
The subject selected the number corresponding to the com-
parison in each trial using a verbal response or computer
mouse. Visual feedback was provided after each trial. A two-
down, one-up adaptive procedure which converged on the
70.7%-correct point~Levitt, 1971! was used to obtain the
gap-detection threshold. The comparison was chosen to be
clearly different from the reference at the beginning of the
adaptive procedure. The step-size of change to the duration
of the gap was one pulse for the last six reversals, which
corresponded to 5, 2, and 1 ms for 200, 500, and 1000
pulses/s, respectively. Each run was terminated after ten re-
versals and the average of the last six was taken as the result.

Subjects were typically seen once per week at their
school for 30–40 min per session. Training was provided
prior to data collection, although most subjects found the

task very easy and gave consistent gap thresholds across con-
ditions with a minimal amount of training. A single data
point was then taken for each condition. These gap thresh-
olds were compared with those obtained during training to
determine whether performance had changed. Also examined
were the gap thresholds for the last six reversals to determine
whether there was marked variation during data collection.
Typically, the standard deviations of the last six reversals
were in the range 0.5 to 2 pulses, with a tendency of larger
standard deviations for subjects with poorer thresholds. The
largest s.d. was recorded for S13, 4.7 pulses~9.4 ms! at 500
pulses/s for a stimulus duration of 500 ms. In addition, all
subjects were experienced with psychophysical testing pro-
cedures as they had been tested using the same procedures
but with other sets of stimuli, such as different electrodes.

B. Results

Figure 1 shows the gap-detection thresholds for the 15
subjects separately as functions of stimulus duration and
pulse rate. The ordering of subjects is from the smallest to
largest average gap threshold. Note that the vertical scale
increases for subjects S8 to S15 to accommodate the larger
thresholds for these subjects. The gap-detection thresholds
averaged across pulse rates and stimulus durations ranged
from 1.8 to 12.8 ms for S1 to S11, which is similar to the
range found for postlinguistically deaf adults. Average
thresholds were higher for S12 to S15 and ranged from 17.0
to 32.1 ms. To determine whether thresholds differed signifi-
cantly across subjects, the data were analyzed using a one-
way analysis of variance.Post hocanalysis of the means
using the Tukey test was used to determine which subjects
contributed to the significant effects. A significant difference
between subjects was recorded@F(14,75)515.97,
p,0.001#. Mean gap thresholds for S14 and S15 were

FIG. 1. Gap-detection thresholds as a function of pulse
rate and stimulus duration for 15 early-deafened sub-
jects.
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higher than those for S1–S13, thresholds for S13 were
higher than those for S1–S7, and thresholds for S12 were
higher than those for S1–S5.

For most subjects, there were no significant effects of
pulse rate or stimulus duration on gap-detection thresholds
with the exception of two and three subjects, respectively.
The data for each subject were separately analyzed using a
two-way analysis of variance to determine whether thresh-
olds varied for the three pulse rates or two stimulus dura-
tions. Post hocanalyses of the means using the Tukey test
were used to determine which pulse rates contributed to the
significant effects. Small but significant differences between
pulse rates were recorded for S6@F(2,2)5192.45, p
50.005# and S7@F(2,2)531.7, p50.031#. For S6, thresh-
olds for each pulse rate were different from each other and
were ordered 1000, 200, and 500 pulses/s, from lowest to
highest, and the mean difference in thresholds between 1000
and 500 pulses/s was 6.75 ms. For S7, thresholds for 1000
pulses/s were less than those for 200 pulses/s, and the mean
difference in thresholds was 2.45 ms. Also for S7, a very
small but significant difference was recorded for stimulus
duration @F(1,2)551.16, p50.019# and thresholds were
higher for the 500-ms stimulus duration than for the 1000-ms
stimulus duration, with a mean difference of 1.8 ms. It is
likely that these differences in gap thresholds across pulse
rates and stimulus durations for these two subjects are not of
importance, as the gap thresholds were less than 10 ms and
were within the range of those from postlinguistically deaf
adults. In addition, it is possible that these small differences
were due to within-subject variability in gap detection, as
only one data point was taken at each pulse rate and stimulus
duration. The standard deviations of the gap thresholds
across pulse rates and stimulus durations for S6 and S7, 3.1
and 1.5 ms, respectively, were similar to those for S1 to S13,
which ranged from 0.7~S1! to 5.3 ms~S12!. The s.d.’s for
S14 and S15, 10.4 and 16.8 ms, respectively, were much
larger than those for the other subjects. Considerably larger
differences in gap thresholds between the two stimulus du-
rations were also recorded for S14@F(1,2)532.64, p
50.029# and S15 @F(1,2)527.52, p50.034#. Thresholds
were higher for the 1000-ms stimulus duration than for the
500-ms stimulus duration, with a mean difference of 16.3
and 20.3 ms for S14 and S15, respectively.

II. ANALYSIS OF GROUP DATA

A. Method

Gap-detection data for the 1000 pulses/s signal at
1000-ms stimulus duration from the current study were com-
bined with data from our previous studies collected using the
same stimulus characteristics~Busby et al., 1992; Tong
et al., 1988!, providing group data for 27 early-deafened sub-
jects. These data were collected using electrode 14, and in
the Spectra speech-processing strategy of the Cochlear Lim-
ited prosthesis, the acoustic-frequency bandwidth allocated
to this electrode is 1350–1550 Hz for BP11 stimulation and
1150–1350 Hz for BP12 stimulation. In previous studies

with postlinguistically deaf adults, there has not been any
evidence of marked variation in gap thresholds for different
electrodes on the array~Shannon, 1989!.

Examined were the relationships between gap-detection
thresholds, subject variables related to auditory deprivation
and experience, and measures of speech-perception perfor-
mance. It is possible that gap-detection thresholds may be
poorer as a result of long-term auditory deprivation and/or
may improve with postoperative experience. For speech per-
ception, gap detection may be an important variable influ-
encing performance when a limited amount of speech infor-
mation is provided, as is the case for cochlear implants. Note
that in our first study, there was essentially no effect of pulse
rate on gap-detection thresholds. Thus, it was considered rea-
sonable to examine the relationships between gap thresholds
at 1000 pulses/s and speech-perception performance with
speech-processing strategies which use pulse rates in the
range from 100 to 300 pulses/s~Skinneret al., 1991, 1994!.
The following data were obtained from the clinic histories:
age at onset of profound deafness, etiology of deafness~sum-
marized in Table II!, duration of deafness prior to implanta-
tion, age at implantation, and duration of implant use. Also
calculated was the total time period of auditory stimulation
~age at onset of deafness plus duration of implant use! to
determine whether total auditory experience~acoustic and
electric! was a variable influencing gap-detection thresholds.
Note that for the congenitally deaf subjects, the total time
period of auditory stimulation was equal to the duration of
implant use, and duration of deafness prior to implantation
was equal to age at implantation. In addition, age at the time
of testing was included as a variable to determine whether
differences in gap-detection thresholds across subjects were
influenced by any cognitive or task-dependent factors related
to chronological age.

For measures of speech-perception performance, how-
ever, clinical data were not available for all subjects on all
tests which have been used in clinic assessments. The
speech-perception data reported here were collected on aver-
age within 0.35 years (s.d.50.39 years) of the gap-detection
thresholds. Selected were data from two closed-set monosyl-
labic word tests presented in the audition-alone condition:
the picture vocabulary test~Plant, 1984!, which consists of
12 words presented using a 12-alternative, forced-choice
paradigm (n521), and the NU-CHIPS test~Elliott and Katz,
1980!, which consists of 50 words presented using a four-
alternative, forced-choice paradigm (n514). In the picture
vocabulary test, high scores could be obtained by primarily
using vowel cues. The NU-CHIPS test predominately mea-
sures consonant perception, as the test is designed so that

TABLE II. Summary of etiologies for the 27 subjects.

Cause of deafness Number of subjects

Meningitis 10
Congenital, unknown 7
Usher’s syndrome 5
Rubella 2
Cytomegalovirus 2
Klippel–Feil and Mondini syndromes 1
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manner, place, and voicing cues must be used to achieve
high scores. Also selected were word scores for the BKB
open-set sentence test~Bench and Bamford, 1979!, presented
in the audition-alone (n514), vision-alone (n519), and
combined auditory–visual (n521) conditions. Finally, the
lipreading enhancement scores (n519) were calculated from
the word scores for BKB sentences using

Lipreading enhancement5~AV2V!/~1002V!, ~1!

where V and AV were the scores for the vision-alone and
auditory–visual conditions, respectively, providing the per-
cent score of the possible improvement over the vision-alone
score~Tyler et al., 1992!.

The correlations between gap-detection thresholds, sub-
ject variables, and speech-perception scores were calculated
using the Pearson product moment coefficient of correlation,
and are expressed using the coefficient of determination (R2)
to indicate the proportion of variance for which it accounted.
In some of these analyses, however, it was necessary to ex-
clude data from one subject because of the very high gap-
detection threshold. This subject was PRE2 from the Tong
et al. ~1988! study, where the gap-detection threshold~95
ms! was considerably larger than those for the other subjects
~0.7 to 38 ms!. The fit of the linear-correlation model to the
data was assessed using the pure error and lack of fit tests
~Minitab, Inc., 1998!. In all cases, there was no evidence of a
lack of fit @p.0.1#.

We also compared the mean performance of the con-
genitally and meningitically deaf subjects usingt-tests to de-
termine whether there was any difference between the two
subject groups. This would indicate whether auditory expe-
rience prior to the onset of profound deafness during early
childhood resulted in better gap-detection thresholds and
speech-perception scores.

B. Results

Figure 2 shows the gap-detection thresholds as functions
of each of the six subject variables investigated. Also pro-
vided in each graph are the correlation coefficients and cor-

responding levels of significance. A significant negative cor-
relation, shown by the linear regression line, was recorded
between age at onset of deafness and gap-detection threshold
@R2516.4%, p50.040#, indicating that subjects who be-
came deaf at a later age had lower gap thresholds. Also, gap
thresholds were significantly smaller for the meningitically
deaf subjects@t(20)52.63, p50.016#, consistent with the
results of the correlation analysis. Note that age at onset of
deafness also correlated with three of the other subject vari-
ables. Significant negative correlations were recorded with
duration of deafness@R2524.3%,p50.009# and age at test-
ing @R2514.6%,p50.049#, indicating that subjects who be-
came deaf at a younger age had been deaf for a longer period
of time at the time of data collection and were tested at an
older age than those subjects who became deaf at an older
age. A significant positive correlation was recorded between
age at onset of deafness and the total time of auditory stimu-
lation @R2528.6%,p50.004#, indicating that those subjects
who became deaf at an older age had a greater amount of
total auditory stimulation at the time of data collection than
those subjects who became deaf at a younger age. The lack
of a significant correlation between gap-detection thresholds
and age at testing@R251.9%, p50.498#, indicating that
these two measures were not linearly related, suggests that
any cognitive or task-related factors related to chronological
age may not have influenced the performance of this group
of subjects. A significant difference between the meningiti-
cally and congenitally deaf subject groups was recorded for
total time of auditory stimulation@t(16)52.43, p50.027#,
which was likely due to the contribution of normal hearing in
early childhood for the meningitically deaf subjects. There
were no significant differences between the two subject
groups for duration of deafness@t(16)51.88,p50.079#, age
at implantation@t(18)51.99,p50.330#, duration of implant
use @t(18)50.55, p50.590#, and age at testing@t(17)
51.31,p50.210#.

However, it was clear that most of the variability in
gap-detection thresholds was found for the congenitally deaf
subjects, as shown by the spread of data for subjects with a

FIG. 2. Gap-detection thresholds as
functions of six subject variables. Pro-
vided in each graph are the correlation
coefficient and level of significance. A
linear regression line has been fitted
in the one case of a significant corre-
lation.
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0-month age at onset of deafness~first graph in Fig. 2!. Fig-
ure 3 shows the same set of data as in Fig. 2 divided accord-
ing to whether the subjects had a congenital hearing loss
(n517), first row of three graphs, or a hearing loss as a
result of meningitis (n510), second and third row of graphs.
No correlations were significantly above chance. In the case
of the congenitally deaf subjects, this result indicated that
between-subject variability in gap-detection thresholds was
not correlated with the duration of auditory deprivation prior
to implantation ~age at implantation! and/or postoperative
experience with the electrically evoked hearing sensations
~duration of implant use!. There were no obvious relation-
ships between gap thresholds and etiology, which was not
surprising given that the etiology was unknown for almost
half of these congenitally deaf subjects~Table II!. Even
where there was a known etiology, such as Usher’s syn-
drome (n55), both small and large gap-detection thresholds
were recorded~3.7, 4.0, 4.5, 28.0, and 32.0 ms!. It was also
clear that, with the exception of two subjects, gap-detection
thresholds for the meningitically deaf subjects were less than
5 ms. The two subjects with the poorer thresholds~13 and 14
ms! were not similar with respect to any of the subject vari-
ables examined. These generally good gap-detection thresh-
olds for the meningitically deaf subjects contrast with those
for the congenitally deaf subjects, where thresholds were
above 21 ms for 41% of subjects. For the other 59% of
congenitally deaf subjects, thresholds were less than 11 ms.
However, the lack of a significant correlation between age at
onset of deafness and gap-detection thresholds for the men-
ingitically deaf subjects~Fig. 3! suggests that the significant
correlation between these two factors in the analysis of data
from all subjects~Fig. 2! needs to be interpreted with cau-
tion. Finally, these findings may suggest that the lack of both
normal hearing at birth and auditory stimulation in early

childhood, as was the case for the congenitally deaf subjects,
increases the likelihood of poorer gap-detection thresholds.

Figure 4 shows the speech-perception scores for the dif-
ferent tests as a function of gap-detection thresholds. Signifi-
cant negative correlations, shown by the linear regression
lines, were found between gap-detection thresholds and word
scores for BKB sentences in the auditory–visual condition
@R2518.8%, p50.049#, indicating that subjects with
smaller gap-detection thresholds had higher word scores, and
the lipreading enhancement scores for BKB sentences@R2

521.6%, p50.048#, indicating that subjects with smaller
gap thresholds had a greater improvement in auditory–visual
perception over vision-alone performance. No other correla-
tions between gap-detection thresholds and speech-
perception scores were significant.

With respect to differences between the meningitically
and congenitally deaf subject groups, scores were higher for
the meningitically deaf subjects for BKB sentences in the
alone @t(3)53.29, p50.046#, and auditory–visual@t(15)
52.21, p50.043# conditions. However, this finding for the
audition-alone condition needs to be interpreted with cau-
tion, as there were only three meningitically deaf subjects.
No significant differences between the two subject groups
were recorded for the picture vocabulary@t(7)50.34, p
50.750#, NU-CHIPS @t(6)50.19, p50.860#, BKB sen-
tences in the vision-alone condition@t(13)50.18,p50.860#,
and the lipreading enhancement@t(10)51.46, p50.170#
scores.

The auditory–visual BKB word scores and the lipread-
ing enhancement scores also correlated with other variables.
Table III shows the correlations between word scores for
BKB sentences in the three conditions, the lipreading en-
hancement scores, and the subject variables investigated in
this study. For the auditory–visual BKB scores, significant

FIG. 3. Gap-detection thresholds of
subjects as functions of subject vari-
ables divided on the basis of a con-
genital hearing loss ~upper three
graphs! or a hearing loss from menin-
gitis ~lower six graphs!. Provided in
each graph are the correlation coeffi-
cient and level of significance.
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positive correlations were recorded with the lipreading en-
hancement scores@R2551.5%, p50.001# and the vision-
alone condition scores@R2538.6%, p50.005#. For the lip-
reading enhancement scores, a significant positive
correlation was recorded with the audition-alone condition
scores@R2538.8%, p50.030#. These correlations suggest
that scores in the auditory–visual condition were related to
vision-alone performance, and that the ability to improve on
vision-alone perception for the auditory–visual condition,
the lipreading enhancement score, was related to perfor-
mance in the audition-alone condition.

The BKB scores in the auditory–visual condition did not
correlate with any of the six subject variables investigated in

our study~Table III!. To determine the contributions of the
two variables which significantly correlated with these
auditory–visual scores, the vision-alone scores and the gap-
detection thresholds, a multiple linear regression model was
fitted to the data

AV score537.310.645 ~V score!20.591 ~gap!, ~2!

where AV and V correspond to the auditory–visual and
vision-alone conditions, respectively. The model accounted
for just over half the variance@R2551.2%, p50.003#. Ex-
amination of the conditional contributions of each predictor
variable showed that the vision-alone score accounted for
38.6% of the total variance as the first predictor, and the
gap-detection thresholds accounted for an additional 12.6%
of the total variance as the second predictor. The regression
coefficient for the vision-alone score was significantly differ-
ent from zero@t53.38,p50.004#, but this was not the case
for the gap-detection threshold coefficient@t522.04, p
50.059#. Note that the nonsignificant coefficient for gap de-
tection does not necessarily indicate that this variable did not
contribute to the regression model. The correlation coeffi-
cient adjusted for degrees of freedom,R2(adj), can be used
to compare models with different numbers of predictor vari-
ables. The inclusion of gap detection in the two-predictor
model resulted in a better fit than a single-predictor model
using the vision-alone score:R2(adj)535.0% for the vision-
alone model andR2(adj)545.2% for the vision-alone and
gap-detection model.

The lipreading enhancement scores were negatively cor-
related with three of the six subject variables investigated
~Table III!: duration of deafness@R2526.8%,p50.023#, in-
dicating that enhancement scores were lower for subjects
with a longer duration of deafness, age at implantation@R2

524.3%, p50.032#, indicating that scores were lower for
subjects implanted at an older age, and age at testing@R2

524.9%, p50.029#, indicating that scores were lower for
subjects tested at an older age. Note that these three subject
variables were highly correlated with each other@R2

>87.2%, p,0.001#, indicating that subjects with a longer
duration of deafness were implanted at a later age and were
tested at an older age. In addition, significant negative cor-

FIG. 4. Speech-perception scores as
functions of gap-detection thresholds.
Filled symbols show the meningiti-
cally deaf subjects and unfilled sym-
bols show the congenitally deaf sub-
jects. Provided in each graph are the
correlation coefficient and level of sig-
nificance. A linear regression line has
been fitted in the two cases of a sig-
nificant correlation.

TABLE III. Correlation coefficients, and significance levels, between word
scores for BKB sentences and subject variables. The~1! and ~2! indicate
significant positive and negative correlations, respectively.

Speech score and
subject variable

BKB sentences
~auditory–visual condition!

Lipreading
enhancement

scores

BKB sentences ¯ R2551.5% ~1!
~auditory–visual condition! ¯ p50.001

BKB sentences R2526.4% R2538.8% ~1!
~audition-alone condition! p50.072 p50.030

BKB sentences R2538.6% ~1! R250.0%
~vision-alone condition! p50.005 p50.936

Age at onset of deafness R2515.6% R2516.7%
p50.076 p50.082

Duration of deafness R250.0% R2526.8% ~2!
p50.935 p50.023

Age at implantation R250.4% R2524.3% ~2!
p50.774 p50.032

Duration of implant use R258.0% R253.3%
p50.213 p50.459

Total time of auditory R250.1% R2512.1%
stimulation p50.900 p50.144

Age at testing R250.2% R2524.9% ~2!
p50.856 p50.029
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relations@R2>30.5%, p,0.040# were found between these
three subject variables and the audition-alone BKB word
scores. This multicollinearity between these speech scores
and subject variables placed limitations on the use of mul-
tiple linear regression to further analyze the lipreading en-
hancement scores. Nevertheless, two multiple linear regres-
sion models were fitted to the data in order to examine the
contribution of the gap-detection thresholds. Duration of
deafness was selected as the single variable to represent the
three subject variables which correlated with the lipreading
enhancement score, as it had the highest correlation. The first
model was

Enhancement score530.610.669 ~A score!21.19 ~gap!,

~3!

where A indicates the audition-alone condition. The model
accounted for over half the variance@R2554.3%,p50.029#.
The audition-alone score accounted for 38.8% of the total
variance as the first predictor, and the gap-detection thresh-
old accounted for an additional 15.5% of the total variance as
the second predictor. The regression coefficient for the
audition-alone score was significantly different from zero@t
52.32, p50.046#, but this was not the case for the gap-
detection threshold coefficient@t521.75, p50.115#. Note
that the inclusion of gap thresholds in the two-predictor
model leads to a better fit than a single-predictor model using
the audition-alone score:R2(adj)532.7% for the audition-
alone model andR2(adj)544.2% for the audition-alone and
gap-threshold model. The second model was:

Enhancement score557.421.92~duration deaf!20.850~gap!.

~4!

However, it was clear that this model was inappropriate be-
cause the regression coefficients for both predictors were not
significantly different from zero; duration of deafness@t
522.10, p50.052# and gap-detection thresholds@t
521.71,p50.107#, indicative of multicollinearity between
variables. Of the two models, therefore, the more appropriate
fit for our data was obtained with the model combining the
audition-alone scores and gap-detection thresholds.

III. DISCUSSION

The main findings from our first study were that there
was essentially no influence of pulse rate on the gap-
detection thresholds of early-deafened cochlear-implant sub-
jects, and with the exception of two subjects, there was also
no influence of stimulus duration~Fig. 1!. For pulse rate, this
finding suggests that any stimulus uncertainty that may have
arisen from the longer pulse periods when using lower pulse
rates was not a factor influencing performance. In the two
cases where a small but significant effect of pulse rate was
found, performance was best for the 1000 pulses/s stimuli.
While this would be consistent with the hypothesis that sig-
nal uncertainty could lead to poorer gap-detection thresholds,
the size of the difference in gap thresholds across pulse rates
was very small~less than 6 ms!, all gap thresholds were less
than 10 ms for these two subjects, and the range in gap
thresholds across pulse rates and stimulus durations was

similar to that found for most subjects. Thus, it is unlikely
that these differences were of any importance. It should also
be noted that there may have been a bias toward larger gap
thresholds at the lower pulse rates because the smallest gap
which could be presented, and the step-size of the adaptive
procedure, was a single pulse: 5 ms at 200 pulses/s compared
to 1 ms at 1000 pulses/s. An alternative hypothesis was that
gap thresholds could have been poorer at higher pulse rates
because there may have been a reduction in neural-discharge
synchronization as the pulse period approached the refrac-
tory period of auditory-nerve fibers~Javel, 1990!, leading to
a poorer representation of the temporal structure of the
stimuli. It was also possible that neural synchronization may
have been additionally compromised in our early-deafened
subjects because of the degenerative effects of long-term
sound deprivation from an early age~Shephered and Javel,
1997!. However, our findings indicated that this measure of
temporal resolution in early-deafened subjects was not influ-
enced by these factors. Furthermore, as pulse rate did not
appear to influence gap-detection thresholds, at least for rates
up to 1000 pulses/s, the transmission of speech information
coded by temporal gaps is likely to be available to implant
subjects using speech-processing strategies which stimulate
at different rates: 250 pulses/s for the SPEAK strategy of the
Cochlear Limited device when stimulating six electrodes
~Skinner et al., 1994! and 883 pulses/s for the continuous
interleaved sampling~CIS! strategy of the Clarion device
when stimulating eight electrodes with a 75-ms/phase pulse
duration~Tyler et al., 1996!.

The effect of stimulus duration was quite marked for the
two subjects, S14 and S15, whose overall level of perfor-
mance was also considerably poorer than that of the other
subjects~Fig. 1!. For these two subjects, it is possible that
the poorer gap thresholds at 1000 ms were due to adaptation
effects with the longer stimulus duration. Both the rate and
extent of adaptation after the onset of stimulation and recov-
ery from adaptation during the gap period would be impor-
tant factors. It has been suggested that these adaptation ef-
fects could be more apparent in younger subjects than in
adults~Trehubet al., 1995!, suggesting that auditory experi-
ence and/or developmental factors may influence temporal
resolution. However, S14 was implanted at a much younger
age than S15, and S14 was also younger than S15 at the time
of testing~Table I!. Thus, the variables which identify these
two subjects are not clear from our study. It may also be the
case that auditory attention was reduced at the longer stimu-
lus duration, leading to elevated gap thresholds. In further
studies, it would be useful to measure gap thresholds over a
series of different durations of the initial segment to deter-
mine whether the rate and extent of adaptation influences
gap-detection thresholds in subjects with limited auditory ex-
perience.

Some of these adaptation effects may also be similar to
those found for tone decay, although the stimulus duration is
typically longer in the case of tone decay. For instance, Bri-
macombe and Eisenberg~1984! recorded tone decay for
electric stimulation in three out of 17 subjects implanted with
a single-channel prosthesis. These three subjects had less au-
ditory experience than the other subjects because they had
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become deaf at an earlier age, had been deaf for a longer
period of time, and had less postoperative experience. Ex-
perimental animal studies have also shown instances of a
rapid reduction in the neural spike activity from
poststimulus-time histograms for continuous electric stimu-
lation ~Javel, 1990; Shepherd and Javel, 1997!, which may
be due to demyelinization of auditory-nerve fibers. It may be
the case that for the two subjects in our study with the poor-
est performance~S14 and S15!, there was considerable neu-
ral damage and/or degeneration of the auditory pathway, re-
sulting in generally poor gap-detection thresholds and a
sensitivity to stimulus duration.

It may be possible to further investigate the effects of
degenerative processes on gap detection by examining the
relationships between gap thresholds, and the absolute-
hearing thresholds and dynamic ranges of hearing. For in-
stance, gap-detection thresholds may vary for different elec-
trodes along the array in subjects with considerable
variations in absolute-hearing thresholds and dynamic ranges
across these electrodes. It has been shown that hearing
thresholds are generally higher and the size of the dynamic
range is larger in the experimental animal with marked
pathological changes arising from long-term profound deaf-
ness~Shepherd and Javel, 1997!.

The analysis of the group data from 27 early-deafened
subjects in our second study showed that gap-detection
thresholds negatively correlated with age at onset of deaf-
ness, and that most of the variability in gap thresholds was
found for the congenitally deaf subjects~Fig. 2!. This finding
may suggest that the likelihood of poorer gap thresholds is
greater for congenitally deaf subjects than for the meningiti-
cally deaf subjects. However, variability in gap thresholds
for the congenitally deaf subjects did not appear to be lin-
early related to the duration of auditory deprivation prior to
implantation, and postoperative experience with electric
stimulation ~Fig. 3!. Limiting factors in our study were
sample size (n517) and the multiple correlations between
variables. Thus, while the variables influencing gap detection
in early-deafened subjects have yet to be fully identified, it
appears that severe disruption to normal auditory develop-
ment within the period prior to or soon after birth is an im-
portant factor.

For the meningitically deaf subjects, less variability in
gap thresholds was found and 80% of thresholds were less
than 5 ms~Fig. 3!. There were also no correlations with any
of the subject variables investigated for this group of sub-
jects. This suggests that gap-detection thresholds were prob-
ably close to normal prior to the onset of profound deafness
for these meningitically deaf subjects, and that the period of
auditory deprivation prior to implantation did not result in
any consistent deterioration in gap thresholds across sub-
jects. For instance, gap thresholds of 1 and 3 ms were re-
corded for two subjects who were implanted 12 and 14 years
after meningitis. It also appears that any postmeningitic dam-
age to the cochlea and peripheral neural structures, such as
new bone formation and a marked reduction of the number
of spiral ganglion cells~Nadol, 1997!, did not appear to be a
factor influencing this measure of temporal resolution.
Higher thresholds were found in two cases, 13 and 14 ms

~Fig. 3!, and while there was no similarity across variables
for these two subjects, it is possible that duration of deafness
could have been a relevant factor for one subject, as the
duration of profound deafness was 24 years after meningitis
at 15 months of age.

It is interesting to note that for both the congenitally and
meningitically deaf subjects, the results suggested that the
duration of both auditory deprivation and auditory experi-
ence after implantation may not be important factors influ-
encing gap detection~Fig. 3!. Experimental animal studies
have also shown that the temporal resolution properties of
inferior colliculus neurones are not markedly influenced by
auditory deprivation after neonatal deafening~Snyderet al.,
1995!. In addition, chronic electric stimulation appeared to
enhance the temporal processing properties of these inferior
colliculus neurones. While our results did not show any clear
influence of auditory experience on gap thresholds, it has
been suggested that the efficiency in which the central audi-
tory system extracts the fine temporal features of the signal
may be influenced by age-related developmental factors
~Hall and Grose, 1994! and, therefore, possibly by auditory
experience.

Our results differ from those reported by Tyleret al.
~1989!, who showed that gap-detection thresholds negatively
correlated with duration of deafness in postlinguistically deaf
adult implant subjects using a range of different implant
prostheses. However, gap thresholds were measured by pre-
senting acoustic stimuli via the speech processors worn by
these subjects; thus, the gap thresholds were influenced by
both the transmission capabilities of the speech-processing
hardware and the temporal resolution skills of the subjects.
In addition, there were marked differences between the two
subject groups. In our study, the onset of deafness was very
early in life, while the onset of deafness was predominantly
in adulthood in the Tyleret al. ~1989! study. In further stud-
ies with early-deafened subjects, it would be useful to obtain
data from a larger group of subjects to increase the sample
size, and to also monitor any postoperative changes in per-
formance over time in these subjects. It is possible that sub-
jects at different chronological ages may show different pat-
terns of results over time, such as improvements in gap
thresholds in younger, but not older, subjects. This would
indicate whether there were periods of sensitivity to electri-
cally evoked changes in auditory function in early-deafened
subjects.

Significant negative correlations between gap-detection
thresholds and speech-perception scores were recorded for
BKB sentences in the auditory–visual condition and the lip-
reading enhancement scores for the same test~Fig. 4!. No
correlations between gap thresholds and scores for closed
and open-set speech tests in the audition-alone condition
were significant. These two significant correlations suggest
that the ability to detect temporal gaps in the electrically
coded speech signal assists in auditory–visual perception,
possibly by marking word and syllable boundaries. However,
the auditory–visual BKB scores and the lipreading enhance-
ment scores also correlated with scores for the vision-alone
and audition-alone conditions, respectively, and with several
subject variables in the case of the lipreading enhancement

1850 1850J. Acoust. Soc. Am., Vol. 105, No. 3, March 1999 P. A. Busby and G. M. Clark: Gap detection



scores~Table III!. For BKB sentences in the auditory–visual
condition, it was reasonable to suggest that gap-detection
thresholds contributed to subject performance. However, the
contribution of gap thresholds to the lipreading enhancement
scores was less clear as the multiple regression models did
not provide highly satisfactory fits to the data. The role of
gap detection in auditory–visual perception has also been
found for profoundly hearing-impaired listeners using acous-
tic stimulation, where gap thresholds negatively correlated
with the lipreading enhancement scores for sentences~Bos-
man and Smoorenburg, 1997!.

The lack of any significant correlations between gap
thresholds and scores for speech tests in the audition-alone
condition in our study~Fig. 4! differs from several studies
showing significant correlations between these two measures
for acoustic stimulation in hearing-impaired listeners
~Dreschler and Plomp, 1985; Tyleret al., 1982! and in
cochlear-implant subjects~Tyler et al., 1989!. In our study, it
is possible that the lack of correlations between these mea-
sures was because most of the gap thresholds in the correla-
tion analyses with speech-perception measures were less
than 30 ms, and gap thresholds on the order of 30–40 ms are
probably sufficient to perceive speech information coded by
temporal gaps~Bosman and Smoorenburg, 1997; Muchnik
et al., 1994; Tyleret al., 1989!. Also, gap-detection thresh-
olds were obtained for a single electrode in our study. While
studies with postlinguistically deaf adults have indicated that
gap thresholds do not appear to vary along the array, it is
possible that gap thresholds could be elevated at locations
with very poor nerve survival. Thus, it would be important to
measure gap thresholds for electrodes along the array where
there is some evidence of marked variation in neural sur-
vival, as shown by variations in hearing thresholds and the
size of the dynamic range~Shepherd and Javel, 1997!. An-
other possibility is that the contribution of temporal gaps to
speech perception may be much less than that from other
electric parameters, and the performance of subjects pre-
dominantly reflects the processing of these other sources of
speech information, such as spectral information which is
coded by stimulation on the different electrodes. Unfortu-
nately, speech tests were not administered to some subjects
with poor gap thresholds because of the clinical impression
that performance would be poor and that subjects would be
discouraged by test difficulty. For example, only 51% of
subjects were assessed using the more difficult BKB sen-
tences in the audition-alone condition compared to 78% of
subjects for the easier auditory–visual condition. In further
studies, it would be important to ensure that speech-
perception data were collected from all subjects without dis-
couraging them from participating in clinic and research
studies. To achieve this, however, more appropriate tests
may need to be developed which can be administered to
those subjects who clinically receive limited benefit from
their implant prostheses, and are at an age where cooperation
could be rather problematic.
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Temporal mechanisms underlying recovery from forward
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This paper describes a detailed study of recovery from forward masking in six users of the
Nucleus-22 cochlear implant with a range of performance in speech-recognition tests. Recovery
from a 300-ms-long pulse train presented at 1000 pps was found to be fastest in the poorer
performers. The shape of the recovery function was found to be most strongly influenced by masker
duration, suggesting that temporal integration plays a prominent role in recovery from forward
masking. The recovery functions are reasonably well described by a sum of two exponentially
decaying processes. Their relative weights depend on the amount of temporal integration occurring
during the masker, and show strong intersubject variability. Nonmonotonicities sometimes observed
in the recovery functions may be accounted for by considering the influence of neural adaptation.
© 1999 Acoustical Society of America.@S0001-4966~99!00403-8#
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INTRODUCTION

In the relative absence of detailed spectral information,
time-domain analysis is likely to play an important role in
electrically stimulated auditory perception. This paper ad-
dresses two aspects of temporal processing:~a! recovery
from forward masking, and~b! temporal integration, and at-
tempts to relate subjects’ performance in speech-perception
tasks to their psychophysical capabilities.

A. Recovery from forward masking

Psychophysical studies have revealed that the auditory
system recovers exponentially from prior stimulation, with a
time constant that varies with masker level, duration, and
frequency~e.g., Jesteadtet al., 1982; Carlyon, 1988!. Models
based on physiological studies of single-fiber responses to
acoustic stimuli have suggested a close relationship between
the processes of adaptation and recovery~Smith, 1977; Har-
ris and Dallos, 1979; Eggermont, 1985!. It is widely ac-
cepted that the site of the adaptation observed in auditory
neurons is at the inner-hair cell–auditory nerve synapse
~Smith and Brachman, 1982; Westerman and Smith, 1984!.
At the single neuron level, the decrement in response due to
adaptation can be described as the sum of at least two decay-
ing exponentials and a constant. The two exponentials have
different time constants, and are known as the rapid and
short-term components of adaptation. It has been suggested
~Eggermont, 1985! that the rapid component of perstimulus
adaptation is identical to the decrement in response caused
by refractoriness at the nerve membrane.

In electrical stimulation of the auditory system, the
inner-hair cell–auditory nerve synapse is bypassed. How-
ever, a rapid decrement in response, similar to rapid adapta-
tion, can be observed at high stimulation rates~Javel, 1990;

Dynes and Delgutte, 1992!, leading some researchers to
speculate that adaptation in the auditory nerve may not origi-
nate solely in the synapse with the inner-hair cell~Killian
et al., 1990!.

Relatively few detailed studies of recovery from forward
masking have been performed in electrical stimulation of the
auditory system. Using long trains of pulses as maskers, Sh-
annon~1990! found that, when the different intensity trans-
formations were accounted for, the temporal course of recov-
ery was similar in electric and acoustic stimulation, and
proposed that recovery from forward masking is determined
by retrocochlear processes. This idea is supported by Shan-
non and Otto’s~1990! finding that forward masking follows
similar time courses in patients with cochlear and brainstem
implants. On the other hand, physiological studies of forward
masking in the electrically stimulated auditory nerve suggest
close relationships between psychophysical and physiologi-
cal forward masking~Killian et al., 1990!. In a two-pulse
masking paradigm, Brownet al. ~1996! found that psycho-
physical forward-masked thresholds recovered at rates that
were very similar to intracochlear physiological measure-
ments with the same stimuli in the same subjects, for short
delays between the masker pulse and the probe pulse. These
results suggest that for very brief maskers and short probe
delays, psychophysical recovery from forward masking can
be directly tied to the recovery of primary auditory neurons.
When longer forward maskers are used~as in Shannon’s
study!, retrocochlear mechanisms are likely to play a role.

In a previous study of forward-masked patterns in
cochlear-implant users~Chatterjee and Shannon, in press!,
we found that recovery from forward masking showed both
subject and parameter dependence. In the present study, we
measured the behavior of these recovery functions in greater
detail, as a function of masker level, duration, and the
masker–probe separation. The experiments described in this
paper were performed with a pool of six subjects with vary-a!Electronic mail: monita@hei.org
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ing levels of speech recognition, with the aim of identifying
fundamental differences in temporal processing between
good and poor performers.

B. Temporal integration

The impact of a forward masker, and the recovery from
it, are likely to depend on the amount of temporal integration
occurring throughout its duration. Temporal integration is a
fundamental property of sensory systems, found at all levels
of processing, from the relatively rapid integration of excita-
tory potentials at the sensory-nerve membrane to the slower
integration of stimulus energy by the entire system, as mea-
sured in psychophysical experiments. Models of the auditory
system typically include a short-term temporal integrator
which performs a ‘‘smoothing’’ function, with a time con-
stant less than 10 ms and a ‘‘central’’ integrator with a time
constant of approximately 200 ms~Zwislocki, 1960!. Al-
though it is intuitively appealing to consider temporal inte-

gration at threshold to be due to the summation of neural
potentials, as suggested by Zwislocki, mechanisms underly-
ing psychophysically observed ‘‘temporal integration’’ are
not well understood~Viemeister and Wakefield, 1991!. The
concept of a fixed temporal integrator may not apply to most
realistic auditory situations. For instance, van den Brink and
Houtgast~1990! have shown that the auditory system inte-
grates energy over time most efficiently for signals that are
approximately as wide as a critical band. Spectral energy,
however, is most efficiently integrated for brief stimuli oc-
cupying a temporal ‘‘window’’ of about 30 ms. In addition,
the nonlinear amplitude transformation of the auditory sys-
tem may have a strong influence on the time constant of
temporal integration~Penner, 1978; Buuset al., 1997; Oxen-
hamet al., 1997!. When considering temporal integration in
cochlear-implant listeners, who possess a very steep loud-
ness function, this factor may be very important.

The present study includes two measures of temporal

FIG. 1. Masked threshold inmA as a function of probe
delay in ms. Results from six subjects. Masker: 300 ms,
1000 pps, comfortable loudness. Probe: 20 ms, 1000
pps. Solid horizontal line in each panel shows quiet
threshold for the probe. The electrode pair stimulated
and the masker level are indicated in each panel.

TABLE I. Scores obtained by each subject in the CUNY sentence test and the NU6 word test, along with other
potentially pertinent information.

Subject Gender
Age

~years!
CUNY Sentence test,

sound only NU6 words
Etiology of

deafness

Duration of
profound

deafness on
implanted side

~years!

Duration of
implant

use~years!

N4 M 40 99.02% 70% Trauma 5 5
N9 F 55 100% 60% Hereditary 17 7
N7 M 55 99.02% 48% Unknown 8 2
N15 F 77 75.49% 40% Cochlear 2 1

otosclerosis
N3 M 56 79.4% 24% Unknown 11 7
N14 M 63 47.05% 18% Unknown 2 1
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integration in cochlear-implant listeners:~a! the traditional
threshold-duration function, and~b! the change in forward-
masked threshold of a probe as a function of masker dura-
tion, for a fixed delay between masker and signal.

I. METHODS

Subjectswere six postlingually deafened adult users of
the Nucleus-22 cochlear-implant system. Three of the sub-
jects perform well with the device. They are able to regularly
use the telephone, and score above 95% correct on the
CUNY sentence test without the aid of lipreading. The re-
maining three subjects are poor performers. They score less
than 80% correct on the same sentence test, and are unable to
communicate freely over the telephone. The good performers
and one of the poor performers are highly trained, having
participated in many experiments of a similar nature over the
past year. The remaining subjects were given at least 6 h of
training before data collection began. Table I shows the
scores obtained by these subjects on the CUNY sentence test
and the NU6 word test without the aid of lipreading.

Stimuli were delivered to the subjects using a custom
interface~Shannonet al., 1990!. Stimuli were software gen-
erated. Both masker and probe were trains of biphasic pulses,
200 ms/phase, presented at 1000 pulses/s~no ramps were
used, as spectral splatter is not a concern in the deaf co-
chlea!. Levels were computed from the manufacturer’s cali-
bration table for each individual patient. The delay between
masker offset and probe onset~probe delay! was changed
from 1 to 200 ms. All stimuli were presented in the bipolar-
plus-one (BP11) mode of stimulation. Electrode pairs are
specified as a pair~X,Y! where X indicates the electrode that
receives the anodic pulse first. Thresholds were measured
using a two-interval, forced-choice~2IFC!, 3 down, 1 up
paradigm. Using this method, the probe level converges at a
level that produces 79.4%-correct responses~Levitt, 1971!.
The mean of the last eight reversals~of a maximum of 13
reversals or 60 trials! was calculated as the masked thresh-
old. Stimuli were presented in two intervals. The intervals
were accompanied by visual markers on the computer moni-
tor. The subject heard the masker in both intervals. Ran-
domly, the probe was present in only one of them. The sub-
ject indicated which interval contained the probe by pressing

the appropriate mouse button. Visual feedback was provided.
Threshold shift was measured as~masked threshold–quiet
threshold!. An average of 2–4 repetitions was taken for each
data point.

II. RESULTS

A. Recovery from forward masking

1. Measurements made at comfortable level: Masker
and probe on the same electrode pair

Figure 1 shows recovery functions~masked threshold in
microamperes versus probe delay in ms! measured at a level
judged to be within the comfortable range of each of the six
cochlear-implant listeners. The masker level in each case is
indicated in microamperes. As subjects N3, N14, and N15
had narrower dynamic ranges~steeper loudness-growth func-
tions!, ‘‘comfortable loudness’’ in their case was reached at
lower current levels than for the other subjects. The masker
was a 300-ms-long train of 200-ms/phase pulses, presented at
1000 pulses/s. The probe was 20-ms long, and was identical
to the masker in all other respects. In each case, the masker
and probe were presented to the same electrode pair. Quiet

FIG. 2. Results of Fig. 1 replotted as the ratio of masked-threshold shift
~masked threshold–quiet threshold! at each probe delay to the maximum
shift. Intermittent lines: good performers. Solid lines: poor performers.

FIG. 3. Effect of changing masker–probe location on the shape of the re-
covery function. Masker and probe were presented to the same electrode
pair in each case. Top panel: Subject N4, masker 50-ms long. Middle and
bottom panels: Subjects N3 and N7, masker 300-ms long. The electrode pair
stimulated and the level of the masker are indicated in each case. Note that
electrodes are numbered~1 to 22! from base to apex. The filled circles are
replotted from Fig. 2.
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threshold for the probe is indicated by the horizontal solid
line below each function. In order to facilitate across-subject
comparison, Fig. 2 plots the same data in the form of
normalized-threshold shifts~the ratio of masked-threshold
shift to the maximum shift!. Two features of the results are
noteworthy. First, the implant listeners span a wide range of
recovery functions. Second, the three poorer performers
~open symbols, solid lines in Fig. 2! show the fastest recov-
ery from the 300-ms masker, and form a distinct cluster near
the lower left-hand quadrant.

With regard to the shapes of the individual functions,
two components are generally evident:~a! a rapidly recover-
ing component which dominates within the first few ms after
masker offset, and~b! a slowly recovering component which
dominates at probe delays of 30 ms and longer. For instance,
in the case of subject N9, the slow component is clearly the
more dominant of the two, whereas in subject N3, the early
rapid component is more heavily weighted. In some cases, a
plateau or nonmonotonicity is present in the region of tran-
sition between the two limbs of the recovery function.

The intersubject differences noted above may have been
due to the fact that the recovery functions shown in Figs. 1
and 2 were obtained with stimuli presented to different elec-
trode pairs and at different absolute-current levels for each
subject. In order to examine this possibility, the effects of
changing the electrode location, as well as masker level,
were examined.

2. Measurements made at comfortable level: Effect of
cochlear location

Figure 3 shows recovery functions obtained at different
cochlear locations in three subjects. In each case, the masker
is presented at a level within the comfortable range, and
levels are chosen that evoke similar masked thresholds at the
shortest probe delay. Masker and probe were presented to the
same electrode pair in each case. Because stimulation at dif-
ferent electrode pairs sometimes results in different thresh-
olds and dynamic ranges, the functions are normalized to the
maximum-threshold shift in each case~note that the solid

points are replotted from Fig. 2!. The consistent rate of re-
covery observed within the limited range of locations studied
suggests that cochlear location is not a primary determinant
of the recovery function.

3. Measurements made at comfortable level: Masker
and probe on different electrode pairs

Figure 4 shows examples of recovery functions obtained
using the same paradigm, with the exception that the probe is
presented to different electrode pairs while the masker is
always presented to a fixed electrode pair. Moving the probe
to an electrode pair different from the masker sometimes
results in a pronounced nonmonotonicity in the recovery
function. There are two possible explanations for this:

~A! Increasing the physical distance between the masker
and probe decreases their spatial interaction, hence re-
ducing the masked threshold. The change in the shape
of the recovery function could be due to a simple level
dependence, likely to be peripheral in origin.

~B! Increasing the physical distance changes the nature of
the temporal interaction between the two channels or
neural pathways excited by the masker and the probe,
respectively. This could also change the shape of the
recovery function. Such a change in the interaction is
more complex than a simple level dependence, and
could be retrocochlear in origin.

In order to distinguish between the two possibilities, we
measured the effect of masker level on the recovery function,
when masker and probe were presented to the same electrode
pairs. If possibility ~A! is correct, then we should find a
similar dependence on masker level when the masker and
probe are presented to the same electrode pair.

4. Effects of masker level

Figure 5 shows examples of recovery functions obtained
at different masker levels for five subjects. The left-hand
panels show the raw masked thresholds inmA, while the
right-hand panels show the normalized-threshold shifts. In

FIG. 4. Effect of changing masker–
probe separation. Results from two
subjects. Top: Results from subject
N7. Recovery functions are shown for
varying probe-electrode pairs as the
masker-electrode pair is kept constant
~10,12!. Bottom: Results from subject
N3. Masker-electrode pair is fixed at
~14,16! while probe pair varies. Left-
hand panels in each case show the
raw-threshold shifts; right-hand panels
show the normalized-threshold shift in
each case. Open symbols indicate
probe-electrode pairs basal to the
masker, closed symbols indicate
probe-electrode pairs apical to the
masker. Crosses indicate probe-
electrode pair5masker-electrode pair.
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general, the functions do not show large changes with
masker level, except for a tendency toward slower recovery
at very soft levels. In order to directly address the question
raised in the previous section, we compared the shape of
recovery from a masker placed on the same electrode pair as
the probe~8,10 in N3 and 14,16 in N7!, with recovery from

a masker placed on a distant electrode pair~14,16 in N3 and
10,12 in N7! in subjects N3 and N7. These measurements
were made for masker levels at which the threshold shifts at
the shortest probe delays were very close. Results are shown
in Fig. 6. It is apparent that in the case of N3, the nonmono-
tonicity is more pronounced when the masker and probe are

FIG. 5. Effect of changing masker level. Masker- and probe-electrode pairs~indicated in each left-hand panel! are fixed in each case. Left-hand panels:
masked threshold as a function of probe delay. The parameter is masker level~ranging from very soft to medium loud!. Right-hand panels show the data from
the left-hand panel for each subject, normalized to the maximum-threshold shift.
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on different electrode pairs, even though the amount of
masking at short-probe delays is the same. In the case of
subject N7, the nonmonotonicity appears both when the
masker is on the same electrode pair as the probe, and when
the masker is on a different electrode pair. However, the
shapes of the functions are again quite different in the two
cases. This experiment shows that possibility~B! does con-
tribute to some degree when the masker and probe are pre-
sented to different ‘‘channels.’’

5. Effects of masker duration

The impact of a forward masker is likely to be depen-
dent on both its level and its duration. The previous experi-
ments have shown that when masker and probe are presented
to the same electrode pair, changing the level of the masker
results in a multiplicative shift of the recovery function. If
changing the duration of the masker results in a similar mul-
tiplicative shift, we might conclude that duration and level of
the masker have equivalent impact. Figure 7 shows examples
of recovery functions obtained in six subjects at different
masker durations, keeping all other parameters fixed. With
the exception of N3 and N15~both poorer performers!, most
subjects showed some difference in masking between a
300-ms and a 50-ms masker. In subjects N9 and N7, the
rapid-recovery component becomes more dominant as
masker duration decreases. In N9, the subject with the slow-
est recovery, the change with masker duration is most dra-
matic. In most subjects, the impact of masker duration was
minimal at the shortest probe delay. It is apparent from these

FIG. 6. Results from subjects N3~top! and N7 ~bottom!. Open circles in
each case show recovery functions obtained when masker and probe are
presented to the same electrode pair. Filled symbols show recovery func-
tions for the same probe, when the masker is presented to a different elec-
trode pair. The masker levels were selected so that they produced the same
amount of masking at the shortest probe delay~1 ms!.

FIG. 7. Effect of masker duration. Masker and probe
presented to the same electrode pair and at a comfort-
able loudness in each case~indicated in each panel!.
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results that changes in the duration and the level of the
masker have different effects on the shape of the recovery
function.

The results of the experiments described so far suggest
that the observed intersubject differences in the recovery
functions~Figs. 1 and 2! are not influenced by changes in the
cochlear location of the masker, or the level of the masker.
On the other hand, these intersubject differences appear to be
amplified in the presence of long-duration maskers. As
masker duration is shortened, recovery follows a faster time
course in the better performers, converging with the faster
recovery observed in the poorer performers.

B. Temporal integration

The results of experiment II A 5 above suggest that tem-
poral integration as reflected in the effect of masker duration
has less impact on the recovery function in some subjects
relative to others. It may be that the intersubject variability in
the recovery functions observed in experiment II A 5~Fig. 7!
is related to differences in temporal integration of the
masker. Experiment B is directed at measuring temporal in-
tegration at threshold, and comparing results with the su-
prathreshold forward-masking measure. Subjects N4, N9,
N7, N3, and N14 participated in this experiment.

1. Temporal integration at threshold

Quiet thresholds were measured using the same two-
interval two-alternative forced-choice procedure used for
masked thresholds. Figure 8 shows thresholds in microamps
plotted against probe duration~ms! for one electrode pair in
each subject tested. It is apparent that the functions are simi-
lar in their shape. A large part of the integration occurs
within the first 50 ms.

2. Suprathreshold temporal integration functions

Forward-masked thresholds were measured as a function
of masker duration, for a fixed probe delay. Compared to the
threshold-duration function~Fig. 8!, the suprathreshold ef-
fect of temporal integration shows stronger subject depen-
dence. In Fig. 9, we plot the masked thresholds as a function
of masker duration in subjects N4, N9, N7, N3, and N14, for
a fixed probe delay of 10 ms. For consistency, we have in-
cluded pertinent data for N15~who did not participate in the
temporal integration experiments! for a fixed probe delay of
11 ms~data obtained from Fig. 7!. The high-masked thresh-
old for the lowest masker duration in subject N7’s data may
be a result of something similar to the ‘‘confusion effect’’
~Neff, 1986!, where the probe appears to be an extension of
the masker, and the masker1probe interval is indistinguish-
able from the masker-only interval. Setting this issue aside, it
is apparent that although subjects N9, N7, and N4 are all
good performers, temporal integration of the masker has dif-
ferential impacts on masked threshold. The functions are also
level dependent. The three poorer performers show little or
no temporal integration for masker durations above 50 ms; in
some cases, their functions are even nonmonotonic.

From experiment B, we conclude the following:

~a! at threshold, temporal-integration functions are remark-
ably similar across subjects, regardless of their perfor-
mance in speech-related tasks, and

~b! above threshold, the shape of the temporal-integration
functions can show strong dependence on level, as well
as more intersubject variability.

All subjects showed some temporal integration within

FIG. 8. ~a! Quiet threshold as a function of probe duration for five subjects.
~b! The same data replotted as~quiet threshold–threshold of 320-ms probe!.
Solid line shows the mean computed across subjects.

FIG. 9. Masked threshold as a function of masker duration. Probe delay is
fixed at 10 ms for N4, N9, N7, N3, and N14. Probe delay is fixed at 11 ms
for N15. The parameter is masker level. The vertical axes are identical in all
panels.
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the first 50 ms. For durations greater than 50 ms, the amount
of temporal integration depends on masker level and upon
the individual subject.

III. DISCUSSION

The primary result of this study proves that subjects with
poorer speech-recognition scores recover fastest from prior
stimulation. Figure 10~a! and~b! are scatter plots to demon-
strate this relationship. The vertical axis represents the probe
delay at which the masked-threshold shift reaches half of its
maximum, calculated from the data shown in Fig. 2. The
horizontal axes show the percentage of CUNY sentences and
NU6 words correctly identified by each subject, from Table
I. The solid line represents a linear curve fit to the data~R
indicates the correlation coefficient!. It is important to note
the inadvisability of making strong inferences from the
present data set, given the small size of the subject pool used
in this study. Overall, the result is counterintuitive. It is dif-
ficult to understand why a slowly recovering system per-
forms better with a dynamic stimulus such as speech. On the
other hand, the relationship of the psychophysical measures
reported here to speech performance may be only indirect. At
present, we can offer no speculation as to what the true re-
lationship might be.

Data published by Brownet al. ~1990! appear to contra-
dict this result. In a two-pulse experimental paradigm, they
found that the time constant of recovery of the electrically
evoked action potential~EAP! is negatively correlated with

the subject’s speech recognition; the faster the recovery, the
better the speech performance. One explanation for the dis-
crepancy between the two sets of data must lie in the impact
of temporal integration. For the long-duration maskers used
here, temporal integration would play a significant role rela-
tive to the one-pulse masker used by Brownet al. in their
study.

A. Mechanisms underlying the recovery process

In general, the data presented here can be described as
follows:

~1! Recovery functions appear to have two components, a
rapid and a slow component.

~2! Differences between subjects for a given condition, and
between conditions for a given subject, can be described
as differences in the relative weights of the two compo-
nents.

~3! Under certain conditions, nonmonotonicities or plateaus
appear in the region of transition between these compo-
nents~10–20-ms probe delay!. As the nonmonotonicity
is not always evident, for the present we will consider it
a secondary phenomenon.

Figure 11 shows examples of recovery functions and
curve fits for subjects N3, N4, and N9. The equation used for
the curve fit and the time constants of the rapid and slow

FIG. 10. Relationship between rate of recovery and scores in speech-
recognition tests. The vertical axis represents the probe delayT required for
the masked-threshold shift to reach half of its value at the shortest probe
delay~1 ms!, derived from Fig. 2. The horizontal axis represents the scores
in the CUNY sentence test~upper panel! and the NU6 word test~lower
panel!. Each point represents data from one subject. The solid line repre-
sents the least-squares fit to the data.R5correlation coefficient.

FIG. 11. Examples of curve fits~intermittent lines! to the data from Fig. 2
~three subjects! using the sum-of-two-exponentials equation.R represents
the correlation of the curve fit to the data.
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components are indicated in each case. The curve fit was
performed assuming an equation of the form

y5A1e~2t/t1!1A2e~2t/t2!, ~1!

where the first and second term represent the rapid and
slowly recovering components with time constantst1 and
t2 , respectively.A1 and A2 are constants. Making the as-
sumption that the slow component dominates at long probe
delays, the last three or four points in the recovery function
were fit by an exponential. This exponential function was
then subtracted from the original data. Assuming that the
rapid component dominates at short probe delays, the first
few points of the remainder were fit by a second exponential
function. The sum of the two exponentials represents the
curve fits shown in these figures. The fit appears to be satis-
factory ~R5correlation coefficient!.

In good performers, masker duration has a strong impact
on the relative weights of these two components. At very
short masker durations, the rapid component appears to
dominate, while at longer masker durations, the slow com-
ponent plays a larger role.

In poorer performers, the amount of temporal integration
is least for masker durations above 50 ms. Consistent with
this result, poorer performers show the fastest recovery for
the longer duration masker. Their recovery functions are also
the least dependent on masker duration. From these observa-
tions, we infer that

~a! the two components of the recovery functions represent
two separate mechanisms, and

~b! temporal integration influences the slow component of
recovery more than the rapid component.

We speculate that two processes are involved:~a! an
early rapid recovery, and~b! a second, slower recovery pro-
cess preceded by a slow temporal-integration mechanism. In
this framework, the shorter the masker duration, the lesser
the temporal integration, the less the contribution of the sec-
ond mechanism, and the faster the recovery from masking.
Subjects with lesser temporal integration will show a more
rapid recovery than subjects with more temporal integration.
In the two-exponential model, the influence of temporal in-
tegration will be reflected in the ratio ofA2 /A1 in Eq. ~1!.
Thus, we can propose a process described by the equation

y5A1@e~2t/t1!1 f ~D !e~2t/t2!#, ~2!

where D represents the masker duration. The function
f (D)(5A2 /A1) corresponds to the contribution of temporal
integration and increases monotonically with masker dura-
tion. At small D, f (D) is ;0, and the process is dominated
by the first term.

The data suggest that the rapid portion of the recovery
function is common to all subjects. The slower portion, and
the associated slow temporal integration, are present to dif-
ferent degrees in the different subjects, being more dominant
in the good performers and less in the poor performers. Be-
low, we explore two possibilities to account for the two
mechanisms of recovery.

One possibility is that there is an early, periphery-driven
process, associated with rapid temporal integration, followed

by a slower, central process, associated with slow temporal
integration. Some results of Brownet al. ~1996! are relevant
here. In a two-pulse experiment, they measured recovery in
users of the Ineraid implant, both physiologically and psy-
chophysically. They found that the psychophysical recovery
appeared to be proportional to the physiological EAP recov-
ery for probe-pulse delays within the first 10 ms, but as-
sumed a slower recovering-time course at longer probe de-
lays. These results strongly support the idea of an early,
rapidly recovering, periphery-dominated mechanism, fol-
lowed by a slower recovering central mechanism.

In psychophysical experiments in cats stimulated electri-
cally via electrodes in the cochlear nucleus or inferior colli-
culus, Gerkenet al. ~1991! found reduced temporal integra-
tion after deafness induced by noise exposure. They
concluded that long-term temporal integration by the audi-
tory system must occur at a retrocochlear stage.

1. Can adaptation account for the nonmonotonicity?

The sum-of-two-exponentials model does not account
for the plateaus or nonmonotonicities observed in the data.
Chimento and Schreiner~1991! have found evidence for
nonmonotonic trends arising from the interactions between
adaptation and recovery in single-unit neurons in cats. It is
possible that adaptation to the probe tone interacts with re-
covery from the masker~Eggermont, 1985! to produce the
plateaus and/or nonmonotonicities we have observed here. It
is known, for instance, that at short probe delays, the neural
response to the probe is not only depressed, but also shows
decreased adaptation. As the probe delay increases, both the
overall neural response and the onset transient show recovery
~Smith, 1977; Harris and Dallos, 1979!. Thus, theamount of
adaptation in the response to the probe recovers with in-
creasing time separation between the masker and the probe.

In the following, we borrow from the findings described
above to try and account for the nonmonotonicities observed
in the data. It is possible that the phenomena underlying the
psychophysical results are not determined at the auditory
nerve. Whatever the level of processing at which these phe-
nomena arise, we speculate that they exhibit similar recovery
and adaptation properties. If we assume that the total neural
response~onset and steady state! is important for detecting
the probe, we can account for the nonmonotonicities in the
data as follows: The recovery from masking and the adapta-
tion during the response work in opposite directions, the
former decreasing the total response to the probe and the
latter increasing it. Let us assume that the net threshold shift
is determined by a function of the form

y5$A1e~2t/t1!1A2e~2t/t2!%~12e~2t/t3!!, ~3!

where the term within the second parenthesis represents the
effect of recovering adaptation. We assume that theamount
of adaptationrecovers as (12e(2t/t3)), wheret3 is a con-
stant. Thus, the terms within the first parenthesis represent
the decrease in threshold shift~increase in neural response!
due to recovery, and the term within the second parenthesis
represents the increase in threshold shift due to the adapta-
tion of the response.
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Figure 12 shows the result of this manipulation assum-
ing A15A251.00,t152 ms,t2550 ms, and three different
values oft3 : infinity ~i.e., no adaptation to the probe, left-
hand panel!, 50 ms ~middle panel!, and 20 ms~right-hand
panel!. It is evident that this equation can explain the major-
ity of qualitative trends observed in the results. Given the
absence of evidence supporting our speculations, we have
not attempted to precisely fit the data with this equation.

2. Mechanisms of temporal integration

The results of the temporal-integration experiments sug-
gest that at threshold, a considerable part of temporal inte-
gration is accomplished within the first 100 ms of the stimu-
lus duration, in a way that is surprisingly similar across
subjects. Above threshold, however, the situation is more
complex—the temporal-integration functions obtained across
subjects~Fig. 9! show two major trends. One is similar to the
threshold measure, in that most of the integration is accom-
plished within the first 100 ms of the stimulus. This function
is dominant in poorer performers and found in the good per-
formers at low levels. The second trend is present in two of
the three good performers only, and shows a slower integra-
tion at higher levels, persisting up to 200 ms or more.

We speculate that the rapidly integrating function repre-
sents a periphery-dominated mechanism, present near thresh-
old and similar across subjects. At higher stimulus levels,
other, higher-order processes are set in motion and intersub-
ject differences may become more obvious.

IV. CONCLUSION

We conclude that the time constant of recovery from
forward masking is a potential indicator of the subjects’
speech-recognition performance. Our experiments suggest
that recovery from forward masking in electrical stimulation
involves multiple mechanisms. It appears that at least two
processes describe the recovery function:~a! a rapidly recov-
ering process, and~b! a slower recovering process. The rela-
tive weights of the two processes depend on the amount of
temporal integration occurring during the masker and show
large intersubject variability. Nonmonotonicities observed in
the data can be accounted for by considering the influence of
neural adaptation.
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Interarticulator programming in VCV sequences: Lip
and tongue movements
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This study examined the temporal phasing of tongue and lip movements in vowel–consonant–
vowel sequences where the consonant is a bilabial stop consonant /p, b/ and the vowels one of /i, a,
u/; only asymmetrical vowel contexts were included in the analysis. Four subjects participated.
Articulatory movements were recorded using a magnetometer system. The onset of the tongue
movement from the first to the second vowel almost always occurred before the oral closure. Most
of the tongue movement trajectory from the first to the second vowel took place during the oral
closure for the stop. For all subjects, the onset of the tongue movement occurred earlier with respect
to the onset of the lip closing movement as the tongue movement trajectory increased. The influence
of consonant voicing and vowel context on interarticulator timing and tongue movement kinematics
varied across subjects. Overall, the results are compatible with the hypothesis that there is a
temporal window before the oral closure for the stop during which the tongue movement can start.
A very early onset of the tongue movement relative to the stop closure together with an extensive
movement before the closure would most likely produce an extra vowel sound before the closure.
© 1999 Acoustical Society of America.@S0001-4966~99!00503-2#

PACS numbers: 43.70.Aj, 43.70.Bk@WS#

INTRODUCTION

Interarticulator programming, i.e., the temporal and spa-
tial coordination of different articulators during speech, has
been the focus of much work in speech motor control. One
example of this line of research is the coordination of oral
and laryngeal articulatory events in the production of voice-
less consonants~e.g., Gracco and Lo¨fqvist, 1994; Löfqvist,
1980; Löfqvist and Yoshioka, 1981; Lo¨fqvist and Yoshioka,
1984!. In the production of these sounds, a glottal abduction/
adduction gesture occurs while a closure or constriction is
made in the oral cavity. Variations in the temporal program-
ming of the oral and laryngeal gestures are used to produce
contrasts of voicing and aspiration~e.g., Löfqvist, 1995!. The
phasing of the oral and laryngeal articulations is also impor-
tant for the management of air pressure and air flow~e.g.,
Koenig et al., 1995; Löfqvist et al., 1995; Löfqvist and
McGowan, 1992; McGowanet al., 1995!. Here, an increase
in oral air pressure is made to drive the noise source. Another
example of interarticulator programming that has received
particular attention is the control of velar movements in the
production of nasal consonants~e.g., Bell-Berti and Krakow,
1991; Clumeck, 1976; Kolliaet al., 1995; Krakow, 1989!.
Also in this case, the timing of the velar movements relative
to other oral articulators is important for producing the cor-
rect sound sequence. The timing patterns between the velar
and other articulatory movements appear to vary across lan-
guages, in particular with respect to the presence or absence
of nasal vowels in a language.

This paper presents a study of another case of interar-
ticulator programming, i.e., the timing of lip and tongue
movements in sequences with a vowel, a bilabial stop con-

sonant, and a vowel. In producing such a sequence, a speaker
has to do two or three tasks: move the tongue between the
positions for the first and second vowels; close and open the
lips for the stop consonant; if the stop is voiceless, open and
close the glottis. Here, the focus is on the temporal coordi-
nation of the two first tasks. In addition, the kinematics of the
tongue movement between the two vowels is evaluated.

Although there are acoustic studies of such VCV se-
quences~e.g., Öhman, 1966; Magen, 1997! that have exam-
ined the anticipatory coarticulation from the second vowel to
the first, only a few published studies appear to have ad-
dressed the timing of lip and tongue movements using
records of articulator motion. Houde~1968!, in an x-ray
study of one subject, noted that there was a tendency ‘‘for
the lip to begin its vertical transition to closure before the
tongue points begin their transitions from their initial target
positions to the next target position’’~Houde, 1968, p. 61!.
He also added, however, that the evidence was meager and
that it was hard to establish the time at which a transition
began. Gay~1977!, also using x rays and two subjects, made
a much stronger and precise statement: ‘‘The movement of
the tongue body from the first to the second vowel does not
begin until after closure for the intervocalic consonant is
completed’’ ~Gay, 1977, p. 187!. However, an earlier study
of Gay ~1974! appears to suggest that the tongue movement
does in fact start before the oral closure~see Fig. 6 in Gay,
1974!. Lubker et al. ~1977! examined the hypothesis that
there was a fixed relationship between the onsets of the
tongue movement and the rounding of the lips for a vowel.
Using x ray, they studied one subject and concluded that
their notion of synchronous programming between the
tongue and the lips was not supported by the data.

Alfonso and Baer~1982! combined x ray, electromy-
ography, and acoustic/perceptual analyses to study tonguea!Electronic mail: lofquist@haskins.yale.edu
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movements in the sequence /.pVp/ produced by a single sub-
ject, where the vowel~V! was one of several American En-
glish vowels. Since they were making frame-by-frame mea-
surements of the x-ray films, they measured the horizontal
and vertical movements separately. Their results suggested
that the horizontal and vertical movements of the tongue
dorsum start at different times during the sequence~see Figs.
10 and 11 in Alfonso and Baer, 1982!. The vertical tongue
movement trajectories for the different vowels began to di-
verge after the oral closure for the first stop consonant, while
the horizontal trajectories diverged during the first schwa
vowel /./. The perceptual results also showed that listeners
could identify the upcoming vowel from the schwa vowel.
Of interest to note in their results is that the magnitude of the
horizontal tongue dorsum movement was much larger than
the vertical movement for this subject. Thus, the timing dif-
ference may be related to the movement magnitude.

The purpose of this study was thus to examine the tim-
ing of lip and tongue movements using a larger number of
subjects, a more varied speech material, and a state-of-the-art
movement transduction system. In addition, tongue move-
ment kinematics is evaluated as a function of consonant
voicing and vowel context. Since we have recently con-
ducted a detailed study of lip and jaw kinematics in bilabial
stop consonant production~Löfqvist and Gracco, 1997!, the
kinematics of lip and jaw movements is not specifically ad-
dressed here.

The timing of the lip and tongue movements in the
present study can appropriately be discussed within the the-
oretical framework of anticipatory coarticulation. The pro-
duction of a bilabial stop consonant does not in itself require
any tongue movements, although they may occur as a result
of jaw movements made for the closure and release of the
stop consonant. Thus, the tongue movement can, in prin-
ciple, start anywhere before, or during, the stop closure.
Studies of anticipatory coarticulation have been particularly
concerned with how long in advance of an upcoming seg-
ment its acoustic and/or articulatory properties can be antici-
pated. For example, several studies of the anticipatory coar-
ticulation of lip rounding have been made. Some of these
studies ~e.g., Benguerel and Cowan, 1974; Lubker, 1981;
Sussman and Westbury, 1981! suggested that the onset of lip
rounding started earlier as the number of consonants before
the rounded vowel increased, supporting what has been
called a look-ahead model of coarticulation. Other studies
~e.g., Bell-Berti and Harris, 1979, 1981, 1982! showed that
the onset of lip rounding was constrained to start within a
relatively fixed temporal window, supporting what has come
to be known as a frame mode of coarticulation. Later, some
of the early studies were questioned since they had failed to
use the proper control conditions of placing the consonants
between unrounded vowels. When such control conditions
are included, the extent of anticipatory lip rounding appears
to be limited. In addition, recent studies~e.g., Perkell and
Matthies, 1992! have suggested that both an unconstrained
look-ahead model and a constrained frame model of antici-
patory labial coarticulation are untenable and should be re-
placed by hybrid models. In a hybrid model, the onset of the
lip rounding gesture for a vowel follows the look-ahead

model, while the maximum acceleration of the rounding
movement obeys a frame model. Since there is considerable
variability between subjects in their patterns of coarticula-
tion, Abry and Lallouache~1995! propose that anticipatory
labial coarticulation should be modeled separately for each
subject. Earlier work on anticipatory coarticulation of lip
rounding tended to focus only on factors of motor control.
More recent work also suggests that perceptual factors may
well play a role in limiting the degree of coarticulation to
maintain the integrity of the speech signal.

It is not entirely clear what such models of anticipatory
coarticulation predict for the onset of the tongue movement
from the first to the second vowel in a VCV sequence with a
labial stop consonant. One methodological problem is that it
is not easy to define a boundary between the two vowels
based on acoustic or articulatory records. Studies of antici-
patory coarticulation usually use an acoustically defined
landmark, such as the onset of a vowel, as a base for the
measurements. In an articulatory sense, such a point is arbi-
trary, since the tongue movement for the vowel starts before
such an acoustically defined point. In addition, the tongue
movement between the two vowels in a VpV sequence is
continuous. One might argue that the onset of the tongue
movement should be constrained in the sense that the
speaker avoids to start it so much in advance of the stop
consonant that an ‘‘extra’’ vowel is produced and perceived.
A perceptual study by Carre´ et al. ~1996!, using an acoustic
model of the vocal tract, showed this to happen when the
movement to the second vowel started very much in advance
of the bilabial stop closure. Based on this hypothesis, one
might further hypothesize that in those instances where the
tongue movement onset occurs well in advance of the lip
closure for the stop consonant, the magnitude of the tongue
movement should be small, so as not to introduce an extra
segment. To test this hypothesis, the present study examined
the relationship between the interval from the onset of the
tongue movement from the first to the second vowel to oral
closure for the stop and the magnitude of the tongue move-
ment from its onset to the stop closure. If this hypothesis
were correct, we would expect a negative correlation be-
tween these two variables, i.e., a tongue movement starting
well before the stop closure should show a small displace-
ment before the oral closure. Another hypothesis would re-
late the onset of the tongue movement from the first to the
second vowel to the magnitude of the tongue movement tra-
jectory itself. Based on this hypothesis, one might expect a
positive correlation between the interval from tongue move-
ment onset to lip closing onset and the size of the tongue
movement trajectory between the two vowels.

To examine these specific hypotheses and other factors
influencing the tongue movement trajectory, measurements
were made of the onset of the tongue movement from the
first to the second vowel relative to the onset of the lip clos-
ing movement for the stop consonant and also relative to the
acoustically defined oral closure for the stop. The magnitude
of the tongue movement trajectory was also measured to see
if it was related to the timing of the tongue and lip move-
ment. In addition, the duration of the tongue movement tra-
jectory was measured to examine the relationship between
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movement amplitude and duration. Finally, a calculation was
made of the percentage of the tongue movement from the
first to the second vowel that occurred during different inter-
vals of the VCV sequence, such as during the first vowel,
during the stop closure, and during the second vowel.

I. METHOD

A. Subjects

Two female~LK, DR! and two male subjects~VG, AL!
participated. All subjects had normal speech and hearing and
no history of speech or hearing disorders. Three of the sub-
jects~LK, DR, VG! are native speakers of American English.
Subjects LK and DR grew up in the midwest, while subject
VG grew up in Florida; they all currently live in the north-
east. Speaker AL is a native speaker of Swedish who is also
fluent in English. Subjects VG and AL are the two authors.

B. Linguistic material

The linguistic material consisted of V1CV2 sequences,
where the first and second vowels~V1 and V2! were always
one of /i, a, u/, and the consonant~C! one of /p, b/. The
sequences were placed in the carrier phrase ‘‘Say ... again’’
with sentential stress occurring on the second vowel (V2) of
the sequence. Ten repetitions of each sequence were re-
corded. Only the sequences with asymmetric vowel contexts
were included in the analysis, since it is virtually impossible
to define movement onsets and offsets in sequences with
symmetrical vowel contexts due to the small and inconsistent
amount of tongue movement.

C. Procedure

The movements of the lips, the jaw, and the tongue were
recorded using a three-transmitter magnetometer system
~Perkellet al.1992!. Receivers were placed on the upper and
lower lips, on the lower incisors, and on four positions on the
tongue. The tongue receivers will be referred to as tongue
tip, tongue blade, tongue body, and tongue rear. The lip re-
ceivers were placed below and above the vermilion border of
the upper and lower lip, respectively, with a vertical separa-
tion of approximately 1 cm when the lips were in a closed
position. For the tongue, the first receiver was placed as far
back as the subject could tolerate, and the second one close
to the tongue tip; next, an attempt was made to space the
other two receivers evenly between the first and the second.
Two additional receivers placed on the nose and the upper
incisors were used for the correction of head movements.
The receivers on the lips, the incisors, and the nose were
attached using Iso-Dent~Ellman International!. For the
tongue receivers, Ketac-Bond~ESPE! was used. Care was
taken during each receiver placement to ensure that it was
positioned at the midline with its long axis perpendicular to
the sagittal plane. Two receivers attached to a plate were
used to record the occlusal plane by having the subject bite
on the plate during recording. All data were subsequently
corrected for head movements and rotated to bring the oc-

clusal plane into coincidence with thex axis. This rotation
was performed to obtain a uniform coordinate system for all
subjects~cf. Westbury, 1994!.

The articulatory movement signals~induced voltages
from the receiver coils! were sampled at 625 Hz after low-
pass filtering at 200 Hz. The resolution for all signals was 12
bits. After voltage-to-distance conversion, the movement sig-
nals were low-pass filtered using a 25-point triangular win-
dow with a 3-dB cutoff at 17 Hz; this was done forwards and
backwards to maintain phase. To obtain instantaneous veloc-
ity, the first derivative of the position signals was calculated
using a three-point central difference algorithm. The velocity
signals were smoothed using the same triangular window. A
measure of lip opening was obtained by subtracting the ver-
tical position of the lower lip receiver from that of the upper
lip receiver. All the signal processing was made using the
Haskins Analysis Display and Experiment System~HADES!
~Rubin and Lo¨fqvist, 1996!. The acoustic signal was preem-
phasized, low-pass filtered at 9.5 kHz, and sampled at 20
kHz.

To define the onset of the closing movement of the lips
for the stop consonant, the second derivative of the derived
lip opening signal was used. Using a zero crossing in the first
derivative of the lip opening signal was difficult when the
first vowel was /u/ that included lip rounding. Here, the
rounding gesture made the lip opening change continuously
and a zero crossing would not appear in the first derivative at
a point in time close to the oral closure. Thus, the onset of
the lip closure for the stop consonant was defined as the
minimum in the second derivative of the lip opening signal
prior to the oral closure, cf. Fig. 1. This point was defined
algorithmically. Figure 1 presents the acoustic, lip opening,
and tongue body signals for one production of the sequence
‘‘api’’ by subject VG. Since the interpretation of a second
derivative is not always straightforward, the lip opening sig-
nal and its first derivative are also included in Fig. 1. We
should add that the actual lip opening is at zero throughout
the oral closure. The change in the lip opening signal during
the closure is due to the fact that it represents the vertical
distance between the receivers on the upper and lower lips,
and these receivers move during the closure~cf. Löfqvist and
Gracco, 1997; Westbury and Hashi, 1997!. The tongue body
receiver was used for analyzing tongue kinematics. Its tan-
gential velocity @v5A( ẋ21 ẏ2)# was calculated. Tongue
movement onsets and offsets were identified algorithmically
from the tangential velocity signal as minima during the first
and second vowels. Their identification is also shown in Fig.
1. We should note that at these points in time, the horizontal
and vertical velocity of the tongue is not necessarily zero.
The magnitude of the tongue movement trajectory from
vowel to vowel was obtained by summing the Euclidean
distances between successive samples from movement onset
to offset. In addition, the Euclidean distance between the
tongue body receiver at movement onset and offset was also
measured and used to assess the extent to which the move-
ment trajectory was a straight line or a curved path. This was
done by calculating the ratio between the tongue movement
measured as a trajectory and as a straight line. A ratio of 1
indicates that the movement trajectory follows a straight line
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path while a ratio greater than 1 shows that the trajectory is a
curved path.

The onset and release of the oral closure were identified
in waveform and spectrogram displays of the acoustic signal.
The onset of the closure was identified by the decrease in the
amplitude of the acoustic waveform, and by the disappear-
ance of spectral energy at higher frequencies. The release
was identified by its burst. The onset of regular glottal vibra-
tions for the second vowel was also marked. Measurements
of closure duration and of voice onset time were made. All
the labeling was made by the first author. Analyses of vari-
ance andt-tests were used to assess the influence of vowel
context and consonant voicing on timing and movement pa-
rameters. Ap value of<0.05 was adopted as significant.

The kinematic signals represent the movements of re-
ceivers placed at the midline of the lips, the jaw, and the

tongue. When presenting the results, we will use the terms
‘‘tongue body receiver’’ and ‘‘tongue body’’ interchange-
ably, while acknowledging that we are only examining the
movements of a single point. Thus, we make no claims about
asymmetrical movements of the left and right sides of the
lips, or the tongue. The tongue and lower lip signals contain
the contribution of the jaw. These are the appropriate move-
ments to examine when the focus of the analysis is on the
lower lip and the tongue as end effectors. It is reasonable to
assume that a speaker has joint control of different articula-
tors during speech production to produce the desired results.

II. RESULTS

Figure 2 shows receiver movement trajectories from the
first to the second vowel for all subjects and sequences with
a voiced stop /b/. The whole trajectory from vowel to vowel
is shown as well as the part of the trajectory that occurred
during the oral closure for the consonant. The letters at the
onset/offset of each trajectory identify the positions for the
respective vowels. A tracing of the outline of the hard palate
is also shown for identification purposes. Since this outline
was obtained by having the subject move the tongue tip re-
ceiver from the alveolar ridge and as far backwards as pos-
sible, these tracings do not necessarily give the true outline
of the palate in the posterior region. In these figures, a few
facts should be noted. The tongue receivers can move in both
straight-line and curved paths. An analysis of the shape of
the trajectories for the tongue body receiver was made by
calculating the ratio between the movement amplitudes mea-
sured as the actual path length and as the Euclidean distance
between the receiver positions at movement onset and offset.
For all subjects, this ratio tended to be highest for the se-
quences with /i/ and /u/ as the two vowels, with values of 1.2
or higher. Only in one case, the sequence /abi/ for subject
LK, did the tongue body receiver move in a straight line. The
trajectory for a pair of VCV sequences with the same vowels
but in different positions, such as /abi/ and /iba/, do not show
paths that are mirror images of each other. This is due, in
part, to the fact that the context for the first and second
vowels differ due to the carrier phrase used, and also to the
stress pattern. The trajectories of the four tongue receivers
show both similarities and differences. For example, subject
LK shows very similar trajectories for the tongue tip, tongue
blade, and tongue body receivers, but a different pattern for
the tongue rear receiver. In particular, for the sequence /ibu/
of her productions, the tongue rear receiver is moving back-
ward while the other three tongue receivers are moving back-
ward and downward. Similarly, in the sequence /ubi/ the rear
tongue receiver is moving backward and up while the other
tongue receivers are moving forward and up. Similar differ-
ences can also be found in the productions of subject DR. On
the other hand, subject AL shows more of a similarity in the
trajectories of the tongue receivers.

The first analysis focused on the onset of the tongue
body movement from the first to the second vowel relative to
the oral closure for the stop consonants. The results are
shown in Fig. 3. This figure plots frequency distributions of
the interval between the onset of the tongue body movement
and the acoustically defined oral closure, collapsed across

FIG. 1. Acoustic and movement signals recorded during the production of
the utterance ‘‘Say api again’’ by subject VG. In addition to the derived lip
aperture signal, its first and second derivatives are shown. The labels in the
audio signal correspond to the onset and release of the oral closure for the
consonant, and the onset of the second vowel in /api/. The label in the lip
aperture acceleration signal marks the onset of the lip closing movement for
the consonant. The labels in the tangential velocity signal of the tongue body
identify the onset and offset of the tongue movement from the first to the
second vowel in /api/. The top panel shows the receiver trajectories from the
first to the second vowel and also the part of the trajectory made during the
oral closure for the consonant.
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consonant voicing and vowel contexts (n5120). The data
have been grouped into 25-ms bins. It is evident from these
results that they do not agree with the findings of Gay
~1977!. Only in 7% of the productions for subject LK did the
tongue movement start after the oral closure for the conso-
nant. For the remaining three subjects, the tongue movement
always started before the closure. The interval between the
tongue movement onset and the oral closure ranged up to
175 ms for subjects LK and DR, whereas it was more nar-
rowly distributed for the two remaining subjects, VG and
AL. A separatet-test for each subject showed that stop con-

sonant voicing had no reliable influence on the interval be-
tween the onset of the tongue movement and the lip closure
~pooled across vowel contexts! for subjects LK, VG, and AL
~t118520.17,21.78, and21.42, respectively!. Voicing had
a reliable effect for DR (t118523.87), but the difference
was only 7 ms. An analysis of variance performed for each
subject showed that the quality of the first vowel had a reli-
able influence on the interval between the onset of the tongue
movement and the oral closure~F2,114515.69, 26.84, 123.89,
303.70, for subjects LK, DR, VG, and AL, with correspond-
ing h2 values of 0.19, 0.32, 0.66, and 0.83!. However, the

FIG. 2. ~a! Plots of receiver trajectories during single
productions of sequences with a voiced bilabial stop /b/
and asymmetric vowel contexts for subject LK. The
trajectory from the first to the second vowel is shown
and also the part of the trajectory that occurred during
the oral closure for the consonant.~b! Plots of receiver
trajectories during single productions of sequences with
a voiced bilabial stop /b/ and asymmetric vowel con-
texts for subject DR. The trajectory from the first to the
second vowel is shown and also the part of the trajec-
tory that occurred during the oral closure for the conso-
nant.~c! Plots of receiver trajectories during single pro-
ductions of sequences with a voiced bilabial stop /b/
and asymmetric vowel contexts for subject VG. The
trajectory from the first to the second vowel is shown
and also the part of the trajectory that occurred during
the oral closure for the consonant.~d! Plots of receiver
trajectories during single productions of sequences with
a voiced bilabial stop /b/ and asymmetric vowel con-
texts for subject AL. The trajectory from the first to
the second vowel is shown and also the part of the
trajectory that occurred during the oral closure for the
consonant.
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pattern varied between subjects. For subjects DR, VG, and
AL, the interval decreased in the order /i/./a/./u/; the av-
erage values in ms were 95, 75, and 70 for DR, 65, 40, and
25 for VG, and 95, 70, and 45 for AL. For subject LK, this
interval was always shortest when the first vowel was /a/, 15
ms compared to 60 and 70 ms for /i/ and /u/.

The next analysis examined the phasing between the on-
set of the tongue body movement and the onset of the lip
closing movement. The results are summarized in Fig. 4 for
all subjects and sequences. A first thing to note in this figure

is that subject DR always started the tongue movement be-
fore the lip movement. For the other three subjects, the pat-
tern varies, although they all show the tongue movement
leading when the first vowel is /i/. For subjects VG and AL,
the lip movement tended to lead in the other vowel contexts.
The same thing was true for subject LK, except that in the
sequences /upa/ and /uba/ the tongue movement started ap-
proximately 100 ms before the lip movement. With the ex-
ception of these two sequences for subject LK, the interval
between the tongue and lip movement onsets was less than

FIG. 2. ~Continued.!
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50 ms for all subjects and sequences. At-test for each sub-
ject’s productions showed that stop consonant voicing had
no reliable effect on the interval between tongue and lip
movement onsets for subjects LK, VG, and AL~t11850.67,
21.55, and21.16!. For subject DR, there was a very small
but reliable difference of 10 ms due to voicing (t118

522.53).
The magnitude of the tongue movement trajectory be-

tween the first and second vowels is shown in Fig. 5. Over-
all, the magnitude was larger for subject AL than for the
other subjects. For DR and VG, the trajectory was usually
less than 1.5 cm. There was no reliable influence of conso-
nant voicing on the trajectory for subjects LK, DR, and VG
~t11850.47, 0.25, 1.15!. Subject AL always had a longer tra-
jectory when the consonant was voiced (t118524.18). The
average difference was 0.3 cm. The effect of vowel context
did not appear to be consistent between subjects. The only
apparent pattern was that subjects LK, DR, and VG showed
small trajectories for the sequences /upi/ and /ubi/.

There is, however, another influence of vowel context
on the magnitude of the tongue movement that is evident in
Fig. 5. Mirror vowel sequences do not show the same mag-
nitude of the tongue movement. For example, it is always the
case that the tongue movement is larger in the sequences
/ipa, iba/ than in the sequences /api, abi/. Similarly, the mag-
nitude is larger in the sequences /ipu, ibu/ than in /upi, ubi/.
Finally, the magnitude is larger for /upa, uba/ than for /apu,
abu/ for subjects LK and DR. The reason for these differ-
ences can be found in Fig. 6. This figure plots the tongue
body receiver positions for the three vowels /i, u, a/ when
they occur as the first and second vowel in the VCV se-
quence. The measurements were made at the minimum tan-
gential velocity shown in Fig. 1. Two findings emerge in this
figure. First, the filled symbols~circles and triangles! for the
sequences with /a/ and /u/ as the first vowel are higher and

FIG. 3. Frequency distributions of the
interval between the onset of the
tongue movement from the first to the
second vowel and the oral closure for
the consonant. The bin size is 25 ms.

FIG. 4. The interval between the onset of the tongue movement from the
first to the second vowel and the onset of the lip closing movement for the
consonant. Means and standard deviations are shown.
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more forward in the plots than the unfilled symbols for the
same vowels when they occur as the second vowel. Second,
there is much less difference in the tongue body position for
the vowel /i/ when it is the first or the second vowel in the
sequence. Thus, if we compare the sequences /ipa, iba/ with
the sequences /api, abi/, we see that the position of the
tongue body for the vowel /a/ is lower and further back in
/ipa, iba/ than it is in /api, abi/, see the unfilled and filled
triangles. The same is true for the sequences /ipu, ibu/ and
/upi, ubi/, where the tongue body position for the vowel /u/ is
different when it occurs as the second and first vowels~see
the unfilled and filled circles!. Thus, the tongue body posi-
tion for /a/ and /u/ differs when these vowels occur as the
first and second vowel of the sequence. However, the filled
and unfilled squares associated with the vowel /i/ occurring
as the first and second vowel overlap for subjects VG and
AL, and show a relatively small difference for subjects LK
and DR. The variations in tongue body position for the vow-
els /a, u/ account for the difference in the magnitude of the
tongue movement in sequences with mirror vowels. The
movement trajectories shown in Fig. 2 also show similar

differences in the tongue body position for the same vowel
when it is the first and the second vowel in the sequence.

We next turn to the relationship between the phasing of
lip and tongue movements and the duration and magnitude of
the tongue movement trajectory. One hypothesis proposed in
the Introduction is that the tongue movement from the first to
the second vowel starts earlier relative to the onset of the lip
closing movement as the magnitude of the tongue movement
trajectory increases. The relevant results are presented in Fig.
7 showing scatter plots of the interval between the onsets of
the lip closing movement and the tongue body movement
versus the tongue body movement trajectory. Overall there is
a positive correlation between the onset and the magnitude of
the tongue movement. That is, the onset of the tongue move-
ment tended to start earlier relative to the lips when the
tongue body movement is large. The correlation coefficients
for all productions, pooled across vowel contexts and conso-
nant voicing (n5120), were 0.69, 0.43, 0.53, and 0.50 for
subjects LK, DR, VG, and AL, respectively. In contrast,
there was no significant correlation between the onset of the
tongue movement in relation to the onset of the lip closing
movement and the duration of the oral closure for any
subject.

If the tongue movement starts well in advance of the lip
closing movement, and hence well in advance of the oral
closure for the consonant, an extra vowel segment might be
perceived. One might thus hypothesize that in those cases
where the tongue movement started well before the oral clo-
sure, the movement up to the oral closure would be rather
small, so as not to cause any perceptual effects. That is, one
would expect a negative correlation between the onset of the
tongue movement relative to the oral closure and the magni-
tude of the tongue movement displacement from its onset to
the oral closure. Such a negative correlation was only found
for one subject, VG, however, and it was not significant (r
520.15). For the other three subjects, the correlations were
positive but small~r 50.1 ~ns!, 0.38, and 0.27, for LK, DR,
and AL, respectively!.

Two of the subjects, LK and DR, showed a positive
correlation between the tongue movement trajectory and its
duration, withr 50.81 and 0.73. For the two other subjects,
these correlation coefficients were very low,20.10 ~ns! and
0.29 for VG and AL, respectively. These results are shown in
Fig. 8. The duration of the tongue movement did not corre-
late with the duration of the oral closure for subjects LK and
DR. For subject VG, there was positive correlation of 0.41,
whereas for subject AL there was a reliable negative corre-
lation of 20.2

The final analysis of tongue–lip phasing focused on how
much of the tongue movement occurred during four different
parts of the VCV sequence. These parts were~1! from the
onset of the tongue movement to the oral closure for the
stop;~2! during the oral closure;~3! between the stop release
and the onset of the second vowel; and~4! during the second
vowel. For each of these parts, the tongue movement was
calculated as a percentage of the total movement trajectory.
The results are shown in Fig. 9. This figure shows the cumu-
lative percentage of the tongue movement during the four
parts of the sequence, shown in their order of occurrence

FIG. 5. The magnitude of the tongue movement trajectory from the first to
the second vowel. Means and standard deviations are shown.
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from bottom to top in the figure. That is, the relative move-
ment from the onset of the tongue movement to the oral
closure for the stop is shown at the bottom. Overall, the
black portion of each bar is the largest. This indicates that
most of the tongue movement took place during the oral
closure for the stop. For subjects LK, VG, and AL 55%,
60%, and 57% of the total trajectory took place during the

closure; for subject DR, the corresponding value was 35%.
As might be expected, consonant voicing had a very

robust effect on the relative tongue movement trajectory be-
tween the release of the consonant and the onset of the
vowel. It was much larger for the voiceless stops: 18%–50%
vs 5%–12% for LK, 24%–45% vs 4%–9% for DR, 12%–
29% vs 3%–13% for VG, and 10%–21% vs 4%–7% for AL.

FIG. 6. Plot of the average tongue
body positions for the three different
vowels when they occur as the first
~filled symbols! or second ~unfilled
symbols! vowel in the VCV sequence.

FIG. 7. Plot of the interval between
the onsets of the tongue body and lip
closing movements versus the magni-
tude of the tongue movement trajec-
tory from the first to the second vowel.
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This was related to the difference in voice onset time be-
tween voiced and voiceless stops, which was also significant
for all subject. However, the duration of the oral closure did
not differ as a function of consonant voicing for any subject.
Figure 9 also suggests that the relative tongue movement
during the first vowel up to the oral closure tends to be larger
for voiced than for voiceless stops. A test performed for each
subject showed this difference to be reliable for subjects LK,
DR, and VG~t118513.5, 8.63, and 31.4!, but not for subject
AL ( t11850.69). The values for the voiced and voiceless
contexts were 27% vs 5%, 35% vs 14%, and 16% vs 10% for
subjects LK, DR, and VG, while for subject AL the value
was the same, 9%, for both contexts. Apart from these gen-
eral influences of stop consonant voicing, there was no con-
sistent pattern across speakers for vowel context.

Finally, the tongue body position and velocity at the
onset of the movement and at the oral closure for the stop
was examined for the influence of the upcoming vowel. As
can be expected, this influence increased between the first
and the second point in time. Although the effect of the
second vowel was in many cases reliable at both points in
time, an examination of theh2 values showed them to in-
crease from the first to the second point. This was particu-
larly the case for the velocities, since at the instant of oral
closure the tongue was moving in different directions de-
pending on the identity of the second vowel. It proved diffi-
cult to assess possible differences in the timing of the hori-
zontal and vertical component of the tongue body movement,
however. The reason was that in many cases the tongue body
was moving very slowly, which made the identification of
zero crossings for movement onset unreliable. In those in-
stances where it was possible to reliably identify the move-
ment onset, the interval between the onset of the vertical and

horizontal movement of the tongue body was 50 ms or less,
with no clear pattern of one component consistently leading
the other.

III. DISCUSSION

The present results show that the tongue movement from
the first to the second vowel in a sequence of vowel-bilabial
stop-vowel most often started before oral closure for the stop
consonant. In only a small percentage of the productions of
one subject~LK ! did the tongue movement start after the
consonant closure~Fig. 3!. This is contrary to the results
presented by Gay~1977!. Subjects differed in the details of
their patterns of lip–tongue phasing. For two of the subjects,
LK and DR, the tongue movement could start up to 175 ms
before the closure for the consonant. The timing of the
tongue movement with respect to the closing movement of
the lips for the consonant also differed between subjects. One
subject, DR, always started the tongue movement before the
onset of the lip movement, irrespective of the nature of the
first and second vowels~Fig. 4!. For the other three subjects,
the pattern of lip–tongue phasing varied. For example, all
three of them, LK, VG, and AL, always had the tongue
movement leading the lip movement when the first vowel
was /i/. In the remaining sequences, subjects VG and AL
always showed the lips leading the tongue, whereas subject
LK had the tongue leading the lips in the sequences where
the first vowel was /u/ and the second vowel was /a/. Gener-
ally, the interval between the tongue and lip movement on-
sets was 50 ms or less. Taken together these results suggest
that there is a temporal window during which the tongue
movement from the first to the second vowel can start. How-
ever, the size and location of this window is different for

FIG. 8. Plot of the magnitude and du-
ration of the tongue movement trajec-
tory from the first to the second vowel.
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different subjects. In this respect, the present results are com-
patible with the proposal by Abry and Lallouache~1995! that
anticipatory coarticulation should be modeled as a continu-
ous variable that has to be adjusted for individual subjects.

It is thus apparent from the present results that speakers
differ in their patterns of interarticulator programing. For ex-
ample, one would draw a quite different conclusion about the
phasing of the lip and tongue movements if one only studied
the results for subject DR in Fig. 4, since she always had the
tongue movement leading the lip movement. Similarly, by
only focusing on the subset of the linguistic material where
the first vowel was /i/, one would arrive at a different con-
clusion than if all the vowel contexts were examined.

In spite of this variability between subjects, there were
several common patterns. The results shown in Fig. 5 indi-
cate that the tongue movement trajectory was larger in the
sequences /ipa, iba/ than in /api, abi/. Differences in the
tongue body movement onset and offset positions for the
same vowel occurring in the first or second position can ac-
count for these differences, as shown in Fig. 6. It would
appear that the stress pattern of the word is mostly respon-
sible for this difference. The tongue body positions are most
different for the vowels /a, u/ when they occur as the first and
second vowel in the VCV sequence but very small, or non-
existent, for the vowel /i/. Most likely, the increased duration

of the second vowel due to the stress pattern can explain the
differential variability in tongue position for /a, u/ compared
to /i/. In addition, the high front tongue position for the diph-
thong /ai/ in the carrier sentence might contribute to the
small difference in tongue body position for the vowel /i/.

For all of the subjects, there was a clear tendency for the
onset of the tongue movement to occur earlier with respect to
the onset of the lip closing movement as the tongue move-
ment trajectory increased~see Fig. 7!. This is similar to the
finding of Alfonso and Baer~1982! for the vertical and hori-
zontal components of the tongue dorsum movement. As ex-
plained above, it proved difficult in the present experiment to
consistently identify movement onsets from zero crossings in
the horizontal and vertical velocity signals of the tongue
body. When a movement onset could be identified, the inter-
val between the onset of the vertical and horizontal compo-
nent was 50 ms or less.

Although the onset of the tongue body movement is free
to vary within certain limits, one might argue that the onset
of the lip closing movement would be more constrained.
This was indeed the case. Obviously, the onset of the lip
closing movement must precede the oral closure and it never
occurred more than 100 ms before the acoustically defined
oral closure. An examination of the relationship between the
onsets of the lip closing movement and the tongue movement

FIG. 9. The cumulative percentage of the tongue movement trajectory during four parts of the vowel–consonant–vowel sequence, shown in their order of
occurrence from bottom to top:~1! from the onset of the tongue movement to the oral closure for the stop;~2! during the oral closure;~3! between the stop
release and the onset of the second vowel; and~4! during the second vowel.
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relative to the oral closure, pooled across consonant voicing
and vowel contexts, showed that they tended to covary for
three of the subjects, DR, VG, and AL~r 50.47, 0.25, and
0.44!, but not for subject LK~r 50.01, ns!. If the tongue
movement starts well before the oral closure, one might ex-
pect that the speech could be compromised, because an ‘‘ex-
tra’’ vowel might be perceived. Similarly, an extensive
tongue movement following the release of the stop could
result in an ‘‘extra’’ vowel after the consonant. A perceptual
study by Carre´ et al. ~1996!, using an acoustic model of the
vocal tract, showed this to be the case. Possibly, the finding
in the present study that most of the tongue movement tra-
jectory took place during the stop closure is related to avoid-
ing such effects. On the other hand, the specific hypothesis
that the amount of tongue movement during the first vowel
should be small when the movement started well before the
stop closure was not supported by the data. For three of the
subjects, the relative magnitude of the tongue movement dur-
ing the first vowel was larger when the consonant was voiced
than when it was unvoiced. This may be related to the com-
monly observed longer acoustic vowel duration before
voiced consonants. Interestingly, subject AL did not show
any such difference. Possibly, the reason the three native
speakers of American English showed such an effect of con-
sonant voicing is that such voicing conditioned differences
of vowel duration appear to be larger in American English
than in most other languages~e.g., Chen, 1970!. We should
add further that, in instances where anticipatory tongue
movements have been observed to span large temporal inter-
vals ~e.g., Magen, 1997!, the intervening vowels have been
the schwa which may not have a clear articulatory specifica-
tion.

In summary, the present study has shown that the timing
of lip and tongue movements in the production of VCV se-
quences with a bilabial stop consonant is influenced by the
magnitude of the tongue movement trajectory. Overall, the
results are compatible with the hypothesis that there is a
temporal window before the oral closure for the stop during
which the tongue movement can start. The results are also
generally compatible with the idea that extensive tongue
movements before and after the stop closure are avoided so
as not to create perceptual effects. Thus, more than 50% of
the tongue movement trajectory between the two vowels oc-
curred during the stop closure. The measurement techniques
developed for this study will also be useful in the future to
address the influences of other variables on the programing
of lip and tongue movements, such as stress and prosodic
boundaries.
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Three experiments addressed the question of whether pitch-accent information may be exploited in
the process of recognizing spoken words in Tokyo Japanese. In a two-choice classification task,
listeners judged from which of two words, differing in accentual structure, isolated syllables had
been extracted~e.g.,ka from bakaHL or gakaLH!; most judgments were correct, and listeners’
decisions were correlated with the fundamental frequency characteristics of the syllables. In a gating
experiment, listeners heard initial fragments of words and guessed what the words were; their
guesses overwhelmingly had the same initial accent structure as the gated word even when only the
beginning CV of the stimulus~e.g., na- from nagasaHLL or nagashiLHH! was presented. In
addition, listeners were more confident in guesses with the same initial accent structure as the
stimulus than in guesses with different accent. In a lexical decision experiment, responses to spoken
words~e.g.,ameHL! were speeded by previous presentation of the same word~e.g.,ameHL! but
not by previous presentation of a word differing only in accent~e.g., ameLH!. Together these
findings provide strong evidence that accentual information constrains the activation and selection
of candidates for spoken-word recognition. ©1999 Acoustical Society of America.
@S0001-4966~99!03003-9#

PACS numbers: 43.71.Es, 43.71.Hw@WS#

INTRODUCTION

A Japanese word spoken in isolation has a characteristic
prosodic pattern: its pitch-accent pattern. In Tokyo Japanese,
words can be accented or unaccented. In accented words, one
mora of the word is marked as carrying accent and is as-
signed the accent label high~H!. If the marked mora is the
first in the word, subsequent morae will be labeled low~L!:
the pattern will therefore be HL for a two-mora word, HLL
for a three-mora word, and so on. If the marked mora is the
second or a later mora in the word, the first mora will be low,
all other morae between the first and the accented mora will
be high, and all morae after the accented mora will be low.
Thus Toyota is a three-mora word~to-yo-ta! in which the
first mora is accented: HLL;Mitsubishihas four morae~mi-
tsu-bi-shi! with accent falling on the second mora: LHLL. In
unaccented words the first mora is labeled L and all subse-
quent morae are labeled H; the pattern LHH can therefore
describe both an unaccented word and an accented word with
accent on the final mora. Unaccented words are refered to as
type 0; type 1 words have accent on the first mora, type 2 on
the second, and so on. Thus HLL is type 1; LHLL is type 2,
and LHH is type 3 or 0.

In fact, the pitch accent system of Japanese is yet more
complex than the above description suggests, and there is a
large and lively literature on the question of how best to
capture its regularities~e.g., Haraguchi, 1977, 1988; Mc-
Cawley, 1977; Pierrehumbert and Beckman, 1988; Sugito,
1982!. Particular controversies concern, for instance, the be-

havior of accent in words beginning with a long vowel.
However, none of the research reported in the present paper
used these controversial cases, and the chief characteristic of
the Tokyo Japanese accent system which is important for our
study is unaffected by the phonological disputes. Words dif-
fer in pitch accent, and at least in CVCV-initial words the
system described above implies that the first two morae can-
not both be assigned the same pitch accent label. There are
only two possible ways to label the initial two morae of such
a word: HL- or LH-. Our research addresses the role of this
word-initial accent distinction in the recognition of Tokyo
Japanese.

Any distinction in word-initial position is potentially in-
formative for our understanding of how human listeners rec-
ognize spoken words. Human word recognition is a highly
efficient process. Relevant information about segment iden-
tity is exploited as soon as it becomes available, and it may
become available as much as a whole syllable in advance
~Martin and Bunnell, 1981, 1982!. Coarticulatory informa-
tion can lead to earlier identification of upcoming segments
~Lahiri and Marslen-Wilson, 1991!, and mismatching coar-
ticulatory information can hamper recognition~Whalen,
1984, 1991; Marslen-Wilson and Warren, 1994; McQueen
et al., in press!. We ask in this paper whether pitch-accent
information in the initial portions of Japanese words can also
be used in recognition as soon as it becomes available.

Psycholinguists usually conceive of the process by
which spoken words are recognized as consisting of sepa-
rable subparts. In the initial stage candidate words are acti-
vated by information in the signal; this process of activation
is usually held to be bottom-up and not open to influence
from higher levels of processing~Norris, 1994; Marslen-
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Wilson, 1987; but see McClelland and Elman, 1986!. Acti-
vated word candidates then compete for recognition and a
winning candidate emerges at this later competitive stage.
Thus the input may activate many candidate words which are
not actually present in the signal, and these will compete
with and potentially slow the recognition of the actually spo-
ken word~McQueenet al., 1994!; the more efficient the ex-
ploitation of different sources of information in the signal,
therefore, the fewer such spurious competitors will be acti-
vated.

To be sure, listeners sometimes do not exploit poten-
tially relevant information, particularly in the earliest stages
of word recognition. The initial activation of word candi-
dates in English does not appear to draw on stress informa-
tion, for instance; word pairs which are distinguished by
stress where this does not involve a vowel-quality difference,
e.g.,FORbearandforBEAR, are both initially activated irre-
spective of which one was spoken~Cutler, 1986!. Since most
stress differences in English in fact do involve vowel-quality
differences—in the case of pairs such asSUBjectand sub-
JECT, or REfuseand reFUSE—it is apparently efficient
enough for such vowel differences to be exploited in initial
activation, enablingSUBject to be distinguished fromsub-
JECTin much the same way asbatter from better, or marine
from maroon, without additional exploitation of the supra-
segmental cues which distinguishFORbearfrom forBEAR.
Fewer than 20 minimal pairs in English are distinguished
solely by suprasegmental structure, so that the failure to in-
corporate into the initial activation process any means of
distinguishing them results in only a trivial increase in the
already extensive number of homophonic word pairs in En-
glish ~e.g., match, angle, career!. Thus stress information
may fail to be exploited in word recognition in English be-
cause it does not produce a significant and reliable effect on
the number of activated candidate words.

In the present study we consider the question of whether
initial pitch accent patterns play a role in the recognition of
spoken words in Tokyo Japanese. The general efficiency of
the word-recognition process, and all the evidence of early
use of relevant information in the signal to constrain activa-
tion of candidate words, lead to the supposition that distinc-
tive pitch-accent information in the initial portions of words
may be exploited by listeners. And yet, it has been claimed
that pitch accent is unimportant for recognition of Japanese
utterances. Thus Shibata~1961, p. 19! writes: ‘‘The reason
why the dialectal differences@in accent# are so great, I be-
lieve, is that accent plays no very important role in commu-
nication;’’ and Vance~1987, p. 107! maintains: ‘‘There is
little doubt that the functional load of accent distinctions in
standard Japanese is very low... accent is probably the most
difficult aspect of standard pronunciation for non-standard
speakers to master, but incorrect accent patterns very seldom
cause any confusion for listeners.’’

One reason why this may be true is that pitch accent in
Japanese certainly provides information other than that rel-
evant to word recognition. One of the most salient character-
istics of the pitch accent system is that it is dialectally vari-
able. The two major dialect groups of Japan, Tokyo Japanese
and Osaka Japanese, differ noticeably in pitch accent pat-

terns. Thus pitch accent patterns constitute a major cue to a
speaker’s dialectal background, and listeners will be accus-
tomed to exploiting pitch accent to gain such information
about speakers. Pitch accent could, in consequence, be less
important for word recognition due to the fact that it is use-
fully providing another sort of information.@‘‘The primary
importance of accent patterns is social rather than linguistic.
Incorrect patterns mark a speaker as a nonnative of the To-
kyo area’’ ~Vance, 1987, p. 107!.# Note that Scott and Cutler
~1984! showed that perceptual exploitation of a phonetic ef-
fect as a correlate of syntactic structure was not manifested
by listeners for whom that same phonetic effect was a marker
of sociolect.

Further, because pitch accent differences are signalled
by F0, the information which they provide may only rela-
tively slowly become available, so that activation of words
may occur without reference to pitch accent information;
Cutler and Chen~1997! showed that some tonal distinctions
in Cantonese were perceptually available later than the seg-
mental information distinguishing the vowels of the same
syllable. A study by Walsh Dickey~1996! indeed suggests
that pitch-accent processing is slow. In her experiment Japa-
nese listeners were asked to make same–different judgments
on pairs of CVCV words or nonwords; when members of a
pair differed, it could be either on one of the four phonetic
segments or in pitch accent. ‘‘Different’’ judgments were
significantly slower for pairs differing in pitch accent than
for pairs which differed segmentally, irrespective of the po-
sition of the segmental difference. Walsh Dickey argued that
perception of the pitch accent could not be accurately deter-
mined until the second syllable since it could best be
achieved by comparison of the two syllables. Note that Cut-
ler and Chen’s~1997! study of the perception of Cantonese
tone also included a same–different judgment experiment,
and also found that pairs differing in tone were judged more
slowly than pairs differing in any segment.

However, the claim that pitch-accent information is not
important to listeners in spoken-word recognition has hardly
been put to direct experimental test. Nishinuma~1994; Nishi-
numaet al., 1996! studied the classification of pitch-accent
patterns by nonnative adult learners of Japanese; this task,
like Walsh Dickey’s~1996! same–different method, does not
actually require word recognition. Otakeet al. ~1993! varied
initial accent pattern in experiments in which listeners de-
tected CV targets; responses to initial targets were equally
rapid and accurate whether the word began with a HL-~e.g.,
monaka! or LH- ~e.g.,kinori! accent pattern, but, again, this
tells us only that neither initial pattern causes listeners per-
ceptual difficulty. In an earlier study we observed that Japa-
nese listeners find cross-spliced words with a correct seg-
mental sequence but an impossible accent pattern~one which
could not occur in the language! hard to process~Otake
et al., 1996!. The only study we could find which directly
addressed the role of pitch accent in word recognition was by
Minematsu and Hirose~1995!. In two of the three experi-
ments they report, native listeners were presented with mis-
accented speech. Misaccented words in isolation proved
harder to recognize than their correctly accented counter-
parts; however, misaccenting had less effect in context than
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in isolation. Their other study used the gating task, in which
words are presented in successively larger fragments. Mine-
matsu and Hirose do not state the actual stimuli used in this
experiment, only that they were four-mora words with accent
types 0, 1, and 2. They found that HL- words were recog-
nized on the basis of less information than LH- words. As
the four-mora vocabulary contains only about 7.5% HL-
words ~NHK, 1985!, this result suggests that listeners were
effectively using accent to rule out candidate words: HL-
portions rule out more competitors than LH- portions do.

Experiment 2 below also uses the gating task, but in a
way specifically designed to assess the contribution of pitch
accent in spoken-word recognition. Experiment 3 addresses
the same issue via another standard psycholinguistic lexical-
processing task: lexical decision. Before describing those ex-
periments, however, we report an initial study in which we
investigated the domain of available accentual information.
Cutler~1986! argued that English stress, where it involves no
segmental correlate in vowel quality, can hardly be com-
puted without comparison across syllables—thus English lis-
teners can only tell whether the syllablefor- comes from
FORbearor forBEARwhen they hear the word’s second syl-
lable and compare the relative stress levels of the two syl-
lables. Walsh Dickey~1996!, as described above, made ex-
actly the same claim about the perception of pitch-accent
patterns. If such cross-syllable comparison is indeed neces-
sary, it could reduce the relative usefulness of pitch accent in
constraining lexical activation. In experiment 1, therefore,
we used a two-choice classification procedure to ask: Does a
single CV syllable extracted from either syllable of a
bimoraic/bisyllabic word contain sufficient accentual infor-
mation to enable the accent pattern of the whole word to be
accurately identified by listeners?

I. EXPERIMENT 1

A. Materials

Thirty-two words were chosen, all with the segmental
structure CVCV~where V was always short!, and each con-
taining the mora/syllableka. Half of the words had initial
accent~HL!, half did not ~LH!; in this and in the later ex-
periments, accent assignment was checked against the Tokyo
Japanese reference data given by Sugito~1995!. For each
pattern, in half of the words the syllableka was word-initial,
in half word-final. Each word was paired with another word
with the contrasting accent pattern, such that the two mem-
bers of a pair contained the same phonemic segment adjacent
to theka ~e.g.,kage/kagi; baka/gaka!. The full set of words
was: HL: baka, buka, deka, huka, kika, naka, waka, yoka,
kage, kagu, kako, kaku, kame, kare, kasa, kazu; LH: gaka,
yuka, geka, nukaˆ, shika, haka ,̂ taka, hoka, kagiˆ, kago,
kake ,̂ kaki, kami ,̂ karaˆ, kase ,̂ kaze. The LH words
marked withˆ have final accent, the others are unaccented.

All words were recorded by three female speakers of
Tokyo Japanese, who were naive as to the purpose of the
experiment. The 96 resulting productions were digitized, us-
ing the ESPS speech editing system with WAVES1, and the
ka syllables were extracted from each production. These 96
ka tokens were recorded, in random order, onto digital audio

tape. Note that vowel-final short syllables produced in isola-
tion are typically closed with a glottal stop, and this was the
case in all 48ka-final tokens; this glottal stop was included
in the tokens on the tape.

The following nine acoustic measures were computed,
using ESPS, for each syllable: minimum fundamental fre-
quency (F0); maximumF0; F0 range; meanF0; standard
deviation of F0; total syllable duration; vowel duration;
mean rms amplitude; and standard deviation of rms ampli-
tude. TheF0 and amplitude measures were computed across
the voiced portions of the signal only; aspiration following
the /k/, and creak, if any, preceding the glottal stop, were not
included in these measures, nor in the vowel duration mea-
sure.

B. Subjects

Twenty-four undergraduates of Dokkyo University par-
ticipated in the experiment. All were native speakers of Japa-
nese, from the Kanto area~Tokyo and environs, but exclud-
ing Ibaraki and Tochigi prefectures where dialectal
differences from Tokyo Japanese can be observed in accent
patterns!. They received a small payment for participating.

C. Procedure

Subjects were tested individually or in pairs. They heard
the tape containing theka tokens from a JVC Victor DAT
player over Audio-Technical ATH-A9 headphones, and were
required to choose for each token between two words from
which it might have come~e.g., kageHL versuskagi LH;
bakaHL versusgakaLH!. These choices were written on the
response sheet, in both kanji and hiragana orthography, and
the subjects circled their choice for each token. Note that
subjects were never asked to decide whether a syllable was
word-initial or word-final; each choice was between two ini-
tial syllables~one H, one L! or between two final syllables
~one H, one L!. The choice was, further, always between the
two members of a phonetically matched pair, minimizing the
possibility that coarticulatory information adjacent to theka
boundary could provide clues to identify the source word.
Each pair occurred on the response sheet six times~corre-
sponding to the two source words spoken by each of the
three speakers!, and it was given three times in each possible
order, with neither source word nor speaker keeping the
same order.

D. Results

1. Perceptual judgments

The overall correct response rate was high~74%!. Re-
sponses were more accurate for H~87%! than L syllables
~61%; F1@1,23#572.75, p,0.001; F2@1,84#597.63, p
,0.001), and for initial~80%! than final syllables~68%;
F1@1,23#523.92, p,0.001; F2@1,84#518.41, p,0.001).
There was no significant difference in response rate to final
H syllables which were accented~80% correct! versus unac-
cented~85%!.

There was, however, a significant effect of speaker, with
speaker 1 receiving lower correct-identification scores~64%!
than speakers 2 and 3~78%, 79%; F1@2,46#517.51, p
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,0.001; F2@2,84#513.02, p,0.001). An analysis of the
results excluding speaker 1 revealed that both the main effect
of H/L ~H 86%, L 72%! and the main effect of position
~initial 84%, final 74%! remained statistically significant
across the productions of speakers 2 and 3 (F1@1,23#
518.24, p,0.001, F2@1,56#520.01, p,0.001 for H/L,
F1@1,23#511.83,p,0.005,F2@1,56#58.57, p,0.005, for
position!.

Fifteen of the 96 items received scores below chance; all
were L syllables mistakenly judged by the majority of sub-
jects as H. Eleven of those were spoken by speaker 1. Of the
fifteen items, eight had scores significantly below chance
~9/24 or less!; six of these~ka from kago, baka, naka, buka,
deka, yoka! were spoken by speaker 1, and five of these were
final L syllables. Thus this speaker~who, as shown below,
had a notably high voice! systematically failed to produce
clearly final-L syllables~not one of her eight final-L items
was identified with accuracy significantly above chance!.
The other low-scoring items were fromkami, kasa, kaze,
kase, kika~speaker 1!, naka, deka, yoka~speaker 2!, and
yoka ~speaker 3!.

Subjects scored less well in the first quartile of the ex-
periment~66% correct! than in the following quartiles~76%,
75%, 79%!; an analysis of variance showed a significant ef-
fect of quartile (F1@3,59#510.07, p,0.001) and t-tests
showed performance in the first quartile to be significantly
worse than in each of the later quartiles, which did not sig-
nificantly differ.

2. Acoustic analyses

Table I shows the mean value on each of the nine mea-
sures, separately for the four syllable types, for each speaker
and averaged across speakers. Analyses of variance across
the tokens were computed for each measure. The main focus
of interest here is where acoustic differences between H and
L syllables are to be observed, since the listeners’ task in this
experiment was in effect the H/L categorization.

Pitch: The five measures which we made of the pitch
characteristics of the syllables revealed a simple and consis-
tent pattern. The minimum, maximum, and meanF0 values
for the syllables tended to pattern together: if one of these
measures showed a significant difference between H syl-
lables and L syllables, so did the others. Likewise, the two
remaining measures,F0 range and standard deviation ofF0
~both of which provide crude estimates of the amount of
pitch movement across a syllable!, also pattern together, and
separately from the other set.

The minimum, maximum, and~therefore also the! mean
F0 were all significantly higher in H syllables than in L
syllables (F0 min: F@1,28#5259.33, p,0.001; F0 max:
F@1,28#556.43, p,0.001; F0 mean: F@1,28#5310.78, p
,0.001), and were also significantly higher in initial than in
final syllables (F0 min: F@1,28#5107.75, p,0.001;
F0 max: F@1,28#59.08, p,0.01; F0mean: F@1,28#
5126.45,p,0.001). On each measure there was also a sig-
nificant interaction between H/L and position, whereby the
H/L difference was greater in initial than in final syllables
~F0 min: F@1,28#516.28, p,0.001; F0 max: F@1,28#

TABLE I. Mean values on eight acoustic measures~note: the ninth measure referred to in the text,F0 range,
is the minimum-maximumF0 difference!, and mean percent correct responses, forH versusL ka syllables in
initial versus final position, for each speaker~S1, S2, S3!.

Minimum
F0
~Hz!

Maximum
F0
~Hz!

Mean
F0
~Hz!

s. d.
F0
~Hz!

Mean rms
amplitude

s.d. rms
amplitude

Total
duration

~s!

Vowel
duration

~s!

Percent
correct

responses

Initial syllables
H
S1 270 288 282 5.9 1326 274 1.34 0.83 96.4
S2 223 248 237 7.8 1004 283 1.29 0.87 83.9
S3 233 262 254 9.7 931 218 1.26 0.76 90.6
Mean 242 266 258 7.8 1087 258 1.30 0.82 90.3

L
S1 200 231 215 8.4 1000 298 1.57 1.00 47.9
S2 176 209 188 10.5 694 169 1.31 0.76 80.2
S3 164 195 181 10.9 647 193 1.47 0.75 79.2
Mean 180 212 195 10.0 780 220 1.45 0.84 69.1

Final syllables
H
S1 221 254 239 9.0 1214 373 1.36 0.98 82.8
S2 184 212 193 8.0 882 143 1.34 0.88 86.5
S3 186 216 200 7.8 716 229 1.84 1.41 82.8
Mean 197 227 211 8.3 937 248 1.51 1.09 84.0

L
S1 183 257 210 22.6 1003 353 1.31 0.84 30.2
S2 138 189 162 18.2 799 234 1.11 0.62 64.1
S3 159 241 187 24.0 569 312 1.88 1.52 63.0
Mean 160 229 186 21.6 790 299 1.43 0.99 52.4
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564.34,p,0.001; F0 mean:F@1,28#558.92,p,0.001).
All three of these measures also showed a significant

effect of speaker (F0 min: F@2,56#579.23, p,0.001;
F0 max: F@2,56#548.53, p,0.001; F0 mean: F@2,56#
5104.49, p,0.001). The source of this effect was that
speaker 1 had a significantly higher voice, approximately 35
Hz higher on eachF0 measure, than the other two. An
analysis of the results for only the syllables of speakers 2 and
3 showed that all the main effects and interactions remained
significant as reported above~for H/L: F0 min: F@1,28#
5121.39, p,0.001; F0 max: F@1,28#522.34, p,0.001;
F0mean:F@1,28#5128.6,p,0.001; for position: (F0 min:
F@1,28#554.15, p,0.001; F0 max: F@1,28#56.57, p
,0.02; F0 mean:F@1,28#566.41,p,0.001; for the inter-
action: (F0 min: F@1,28#56.35, p,0.02; F0 max:
F@1,28#524.33, p,0.001; F0 mean: F@1,28#527.23, p
,0.001).

Both the F0 range and the standard deviation ofF0
were significantly greater for L than for H syllables (F0
range: F@1,28#552.12, p,0.001; F0sd: F@1,28#559.61,
p,0.001), and significantly greater in final than in initial
syllables (F0 range: F@1,28#543.82, p,0.001; F0sd:
F@1,28#536.37,p,0.001). The interaction was also signifi-
cant~greater H/L differences in final than in initial syllables;
F0 range: F@1,28#522.99, p,0.001; F0sd: F@1,28#
530.58,p,0.001). On neither of these two measures was
there a significant effect of speaker.

Duration: Neither durational measure showed signifi-
cant H/L differences. Final syllables were longer than initial
~overall: F2@1,28#54.9, p,0.05; vowel: F2@1,28#529.8,
p,0.001).

Amplitude: H syllables had significantly greater mean
amplitude than L syllables (F@1,28#510.85, p,0.005).
There was no difference between initial and final syllables,
or interaction between H/L and syllable position. The stan-
dard deviation of amplitude showed no main effect of either
variable. However, there was again an effect of speaker on
both amplitude measures~mean: F@2,56#564.61, p
,0.001; s.d.:F@2,56#531.92, p,0.001), and again, this
was due to deviance of the productions of speaker 1, who
spoke significantly louder than the others.

3. Correlations

To obtain a uniform measure of listeners’ performances,
the responses were converted to percentage H judgments,
that is, the percentage of correct responses for syllables
which actually were H, and the percentage of error responses
for those which actually were L. Correlation coefficients
were then computed across mean H responses per item and
the acoustic measures obtained for each item.

Over all 96 tokens, there were significant positive cor-
relations between H responses and four of the nine acoustic
measures: subjects were more likely to decide that a syllable
was H when it had high minimumF0 (r @95#50.66, p
,0.001), high maximumF0 (r @95#50.52,p,0.001), high
meanF0 (r @95#50.67, p,0.001), and high mean ampli-
tude (r @95#50.38, p,0.001). There were significant nega-
tive correlations with two other measures: subjects were

more likely to decide that a syllable was H when it had low
F0 range (r @95#520.32, p,0.002) and lowF0 standard
deviation (r @95#520.38, p,0.001). These correlations
suggest that high absoluteF0 and high amplitude signaled a
H syllable; pitch movement signaled a L syllable.

Responses to initial syllables showed the same pattern of
relationship toF0 and amplitude as displayed in the overall
correlations (F0 min: r @47#50.86, p,0.001; F0 max:
r @47#50.89, p,0.001; F0 mean: r @47#50.91, p,0.001;
F0 range:r @47#520.30, p,0.04; F0 sd: r @47#520.29,
p,0.05; rms-mean:r @47#50.50, p,0.001), while only
four of the six significant correlations in the overall analysis
were significant for final syllables (F0 min: r @47#50.66, p
,0.001; F0 mean: r @47#50.52, p,0.001; F0 range:
r @47#520.55, p,0.001; F0 sd: r @47#520.66, p
,0.001). The pattern of correlation was furthermore not the
same for each speaker. Responses to all three speakers’ pro-
ductions correlated in the same way with theF0 measures,
but only the responses to the productions of speaker 2
showed a statistically significant relationship to amplitude.

Nor was the pattern the same for H versus L syllables
separately. The likelihood of H responses to syllables which
actually were H correlated only with the maximum and the
mean F0, and only relatively weakly:F0 max: r @47#
50.29, p,0.05; F0 mean: r @47#50.32, p,0.05. In con-
trast, the likelihood of H responses to syllables which actu-
ally were L correlated with minimumF0 (r @47#50.37, p
,0.01), with maximumF0 (r @47#50.43, p,0.002) and
with meanF0 (r @47#50.44,p,0.002), plus a marginal cor-
relation with mean amplitude (r @47#50.25,p,0.09).

E. Discussion

It is clear that Japanese listeners can determine with a
high degree of success from which of two accentually differ-
ent bisyllabic words a single syllable has been extracted.
Overall, there was a higher percentage of correct responses
for H than for L syllables, and there were somewhat lower
correlations of responses to H syllables with acoustic factors;
these two aspects of the results may reflect a bias towards
treating the single syllables as monomoraic isolates marked
H @note that of Japanese monomoraic words, 70% have type
1 accent~NHK, 1985!#.

We expected that listeners’ judgments would principally
be based onF0 values, and the pattern of correlations is
certainly consistent with such an interpretation: syllables
with high absoluteF0 were judged H, syllables withF0
movement were judged L. Listeners can also make some use
of the amplitude. Durational factors seem to play little role in
signaling whether a syllable is H or L.

However, not all speakers are equally successful at con-
veying the H/L difference. Our speaker 1 produced these two
syllable types in a less differentiated way than speakers 2 and
3, and correspondingly she received a lower mean percent-
age of correct responses from the listeners. Recall also that
scores were lower at the beginning of the experiment than at
the end, i.e., listeners seemed to have been learning the task.
It could be that part of this involved learning about the char-
acteristics of the particular speakers’ voices. Speaker 1 spoke
with a higher-pitched voice than the other two speakers did,
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and this too, may have influenced the success with which her
productions were judged; the response rates may have been
more uniform had all speakers had comparableF0. Certainly
the inconsistency among speakers which we observed sug-
gests that listeners cannot rely on clear information being
immediately available from all speakers.

Perhaps the most interesting aspect of the present re-
sults, however, is that cues to the H/L distinction are better
conveyed in initial than in final syllables. The acoustic mea-
sures showed greater H/L differentiation in initial than in
final syllables; the overall percentage correct was higher for
initial than for final syllables; and the correlations between
responses and acoustic factors were stronger in initial than in
final syllables. This suggests that pitch accent information
may already be available to listeners in just the position
where it would be of most use to them in distinguishing
spoken words. The question of whether listeners are, in fact,
able to exploit the available cues to this purpose is addressed
in experiment 2 via a gating task, in which we can examine
the lexical hypotheses which listeners entertain when they
are presented with fragmentary information about the initial
portions of a word.

II. EXPERIMENT 2

A. Materials

Twenty-four pairs of Japanese words were selected.
Within each pair, the two words began with the same initial
bimoraic CVCV sequence, again with V always short, but
differed in segmental structure from the fifth segment~third
mora! on. The accent pattern of the two words also differed;
in one word the initial CVCV sequence was HL, in the other
LH. In this way we made sure that the initial segmental
information alone could not determine listeners’ word
guesses. Thusnagasaandnagashiformed a pair; both begin
naga-; the accent pattern ofnagasais HLL, while nagashiis
LHHˆ. There were 22 pairs with three morae, and 2 with
four morae; no words contained moraic nasals, geminate
consonants, or long vowels. The complete set of pairs~in
HL-/LH- order! was: bakufu/bakuchi, hanabi/hanawa,
hokubu/hokuro, kamotsu/kamome, karafuru/karamatsu,
karasu/karada, karuteru/karudera, kasegi/kasetsu, kokugi/
kokugo, maguchi/maguro, moguri/mogura, mokuba/mokuji,
nagasa/nagashi, namida/namiki, nimotsu/nimono, nomichi/
nomiya, sashizu/sashiki, sekiri/sekiyu, tachiba/tachiki,
tomato/tomari, wakaba/wakate, wakame/wakare, warabi/

waraji, yomichi/yomise. All but four LH- words ~nagashi
LHHˆ, nomiya LHL, karudera LHHHˆ, wakare LHHˆ)
were unaccented.

A further 24 words were selected to serve as practice
and warmup items. Some of these fillers contained moraic
nasals, geminate consonants, or long vowels. Twelve were
three-mora words~eight LHH, four HLL!, and twelve four-
mora ~six LHHH, four HLLL, two LHHL !.

All words were recorded by a male native speaker of
Tokyo Japanese, in a short carrier phraseSore wa... ~‘‘It
is...’’!. The speaker avoided fully devoicing potentially de-
voiced vowels in the first two morae of the words, so thatF0
measures could be undertaken. A gated version of each word
was made, in which the word was presented in increasingly
large fragments. The carrier phrase was always included@as
preceding context greatly facilitates recognition of the seg-
mental identity of very short fragments of Japanese speech
~Kuwabara, 1982!#, and the word fragments incremented by
phoneme transitions. To achieve this, the segments of each
word were labeled such that the portion of the signal carry-
ing information about each phoneme was demarcated as
closely as could be ascertained; this was achieved by a com-
bination of visual inspection of the waveform and auditory
judgment. A marker was then placed at, as near as could be
determined, the midpoint of each such demarcated region.
Each additional fragment then added a portion of the word
up to the next marker.~Most cuts were made on a zero cross-
ing; otherwise, the offset of the signal of a fragment was
ramped to avoid abrupt amplitude changes which might lead
to the perception of illusory clicks. The ramping was
achieved by multiplying the fragment’s final frame with a
mask consisting of a linear ramp from 1.0 to 0.0.! Thus the
word nagasawas presented in seven fragments; fragment 1
contained the carrier plus transition into the initial phoneme,
fragment 2 continued into the first vowel, fragment 3 into the
second consonant, fragment 4 into the second vowel, frag-
ment 5 into the third consonant, fragment 6 into the third
vowel, and fragment 7 contained the whole word. The ad-
vantage of this procedure, over a procedure in which succes-
sive fragments are incremented by a constant temporal inter-
val, is that each fragment is guaranteed to contain more
relevant phonetic information than the preceding fragment,
and that the~perceptually informative! transitions from one
segment to the next are minimally disrupted. Figure 1 illus-
trates the gating procedure.

Two experimental tapes were made, each containing all
filler words and one member of each experimental pair. Ac-

FIG. 1. How the gating fragments were prepared in
experiment 2, illustrated on the wordnagasa. The
boundaries of the six phonetic segments were marked,
then a marker was placed at the midpoint of each seg-
ment. Fragment 1 included the carrier plus the word up
to the midpoint 1, fragment 2 the carrier plus the word
up to the midpoint 2, and so on. ‘‘Fragment’’ 7 con-
sisted of the carrier plus the entire word.
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cent pattern was counterbalanced across tapes; each tape
contained 12 HL- and 12 LH- experimental words, and the
members of any pair occurred at the same position on both
tapes.

B. Subjects

Thirty-six undergraduate members of Dokkyo Univer-
sity participated in the experiment, in return for a small pay-
ment. All were native speakers of Tokyo Japanese from the
Tokyo metropolitan area or Kanegawa, Saitama, or Chiba
prefecture. None had taken part in experiment 1. Eighteen
participants heard each experimental tape.

C. Procedure

The listeners were tested individually or in groups of
two to five. The words were again presented over head-
phones from a DAT player; the tape was stopped after pre-
sentation of each fragment to allow time for the listener to
record a guess as to the word’s identity, along with a confi-
dence rating for that guess. The guesses were written on a
response form in normal Japanese orthography, and the con-
fidence ratings were recorded by circling a number on a scale
of 1 to 5, with 1 representing no confidence and 5 represent-
ing complete certainty.

An important determinant of guessing responses in a
task such as this is word frequency, or familiarity. Thus we
wished to compare the relative familiarity of the actual target
words and the words guessed by the listeners. However, we
could find no published frequency norms for Japanese con-
taining all the relevant words. Accordingly we collected rela-
tive familiarity judgments for all guessed words and targets
from a separate group of 45 subjects, none of whom had
participated in the listening tasks. These subjects judged for
1033 pairs of items~1033 separate word guesses collected in
the experiment below, with in each case the actual word that
was being presented when the guess was produced! which
member of the pair was the more familiar word to them. The
average ratings computed across subjects for each item pair
allowed us to make the requisite comparisons.

When the gating task is used to study the word recogni-
tion process, three dependent variables may be evaluated
~Grosjean, 1996!: the point at which the spoken word is de-
finitively recognized, the confidence ratings assigned to cor-
rect guesses as a function of amount of information avail-
able, and the nature of the candidate words proposed at each
point in the stimulus presentation. In the present study, the
recognition of the spoken word was not the focus of interest;
the first of these dependent variables was therefore not rel-
evant. Instead, we used the task to assess listeners’ recogni-
tion of accent pattern; in particular, we wished to know
whether listeners made effective use of the accentual cues
available in the initial bimoraic portion of each stimulus pair
~such asnaga- in nagasaHLL and nagashiLHH!, a portion
which was segmentally matched but accentually different.
This question is most directly addressed by analyzing the
candidate word guesses produced by listeners at fragments 1,
2, 3, and 4, and in particular by comparing the accent pattern
of these candidate words for target words beginning HL- and

LH-. From fragment 5 onwards, segmental information could
distinguish the members of the word pairs; for the first four
fragments, however, the only distinguishing information was
accentual.

Acoustic analyses of the initial bimoraic portions were
carried out in the same manner as in experiment 1, in order
to explore what cues listeners would use to guide their word
guesses~in particular, should there prove to be considerable
interitem variability in the proportion of accentually correct
word guesses!.

The confidence ratings of accentually correct versus in-
correct guesses were also compared, as well as the rated
familiarity of accentually correct versus incorrect guesses in
comparison to the target word.

D. Results

1. Accent recognition

The word guesses were scored by hand and the accent
pattern of each guess ascertained. Since the initial bimoraic
~segmentally ambiguous! portion was the crucial focus of
interest, only the corresponding initial portion of the accent
pattern of each guess was considered. In effect, this resulted
in a two-way classification of alternative ‘‘initial accent pat-
terns:’’ type 1~HL-! versus all other~LH-, including types 0,
2, and 3! patterns. Thus fornagashiLHHˆ, guesses such as
nagai LHL and namaeLHH ~unaccented! were scored as
accentually correct. Figure 2 shows the proportion of guesses
which had the same initial accent pattern as the spoken word,
for each of the first four fragments, separately for HL- and
LH- words, and averaged across these.

At fragment 1, which contained information only about
the initial consonant of the word, 52.66% of guessed words
had a correct initial accent pattern. This number was not
significantly different from chance, which is 50% for this
two-way classification (z51.53, p.0.05). It can be seen
that in fact LH- words produce more guesses with the correct
accent pattern than HL- words at this point. This is presum-
ably the expected lexical type frequency effect: the vocabu-
lary contains approximately 60% LH- to 40% HL- words
~NHK, 1985!.

FIG. 2. Experiment 2: Proportion of guessed words with same initial accent
pattern as the spoken word.
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At fragment 2, which contained information as to the
initial CV mora, 79.63% of guessed words had a correct
initial accent pattern, and this was significantly higher than
would be predicted by chance (z517.38, p,0.001). It is
thus obviously the case that as soon as any vocalic informa-
tion was available, subjects were able to use it to extract
accent information. Note that virtually never were the word
guesses which subjects produced on the basis of such mini-
mal information actually correct; but they did manifest the
correct initial accent pattern. Thus the 18 listeners givenna-
gasaHLL guessed for the second fragment~na-! 16 different
words, all different fromnagasa: nabe nagashi naifu naito
naka nakai nama namida nanzan napukin Nara Narita
Naruse NASA nasu Natoo. The initial accent pattern of 14 of
these guesses is HL-; only two~nagashi nakai! begin LH-. It
is clear from this list that segmental information was well
perceived; indeed, for fragment 2, for example, 94.09% of
guesses began with the correct consonant and 98.27% had
the correct vowel, both types of segmental information being
significantly better represented in the guessed words than the
accentual information (t@47#55.31 for consonants, 8.65 for
vowels, bothp,0.001).

The proportion of guessed words with correct accent
pattern continued to show further small increments across
fragments 3 and 4: 86.57% and 88.88% correct, respectively.
The arrival of distinctive segmental information in fragment
5 considerably narrowed the range of subjects’ guesses, and
nearly all words were recognised by all listeners by the sixth
fragment. Note that some pairs, e.g.,karuteru karudera, in-
volved more fragments than in Fig. 1.

2. Acoustic analyses and correlations

The analysis of theF0 characteristics of the initial bi-
moraic portions of the words showed, as in experiment 1, a
significant difference between H and L syllables. The H syl-
lables in word-initial position had a meanF0 of 190.7 Hz
with a standard deviation of 15.1 Hz, while L word-initial
syllables had a meanF0 of 116.3 Hz with a standard devia-
tion of 6.8 Hz ~recall that the speaker in this case was a
male!. The average minimum, maximum, and range mea-
sures were also significantly higher for H than L syllables
~F0 min: t@46#57.79, p,0.001; F0 max:t@46#524.43, p
,0.001; F0 range:t@46#53.3, p,0.002; F0 mean:t@46#
518.53,p,0.001; F0 sd: t@46#53.89,p,0.001).

There was, however, no significant correlation between
acoustic measures and the accent patterns of guesses at frag-
ment 2, at which these differences in the first syllable are first
available. This probably reflects the fact that the proportion
of responses with correct accent pattern was already so high
that there was no scope for interitem variation through which
effects of the acoustic information could be observed. One
correlation with the fragment 3 responses reached our crite-
rion ~0.05! of statistical significance: for words beginning
LH-, the greater the standard deviation ofF0 across syllable
1, the higher the proportion of responses with LH-accent
patterns (r @23#50.44,p,0.04). This is in line with the re-
sults of experiment 1 in which pitch movement was associ-
ated with L judgments to isolated syllables.

3. Confidence ratings

Figure 3 shows listeners’ confidence ratings for incorrect
word guesses at fragments 2, 3, and 4. Although listeners
were well aware that these fragments do not suffice to dis-
criminate words, so that their confidence in their guesses was
in general very low, they were nevertheless significantly
more confident in guesses with the same initial accent pattern
as the spoken word~mean rating 1.67! than in guesses with
different accent~mean 0.5;t@95#57.71,p,0.001).

4. Familiarity

The relative familiarity judgments for the guessed words
and targets were analyzed. Here 63% of guesses were rated
higher in familiarity than their targets. However, the strength
of this familiarity effect was not significantly different for
words which had the same initial accent pattern as their tar-
gets~61.5% more familiar! than for words which had differ-
ent accent than their targets~65% more familiar!.

E. Discussion

Experiment 2 has shown that even partial presentation of
the first vowel of a word is sufficient for listeners to ascertain
the initial accent pattern of a spoken Japanese word in non-
constraining context, and to use this information to restrict
the word candidates which they consider possible continua-
tions of this fragment.

In our third experiment we use a response-time measure
to address the question of whether activation of word candi-
dates in spoken-word recognition is constrained by pitch-
accent information. The task which we use is auditory lexical
decision~Goldinger, 1996!, in which listeners’ response time
to decide whether a spoken string is a real word is measured.
In this task, repeated presentation of a word leads to accel-
erated responses on the second presentation~‘‘repetition
priming’’ !. As described in the introduction, minimal stress
pairs in English ~FORbear–forBEAR! are both activated
when either one is heard. Minimal pitch-accent pairs in Japa-
nese also exist, such asamewhich with HL accent means
‘‘rain’’ and with LH accent ‘‘candy.’’ If either form activates
both lexical representations, as in English, then presentation
of one member of a pair~e.g., ame HL! should produce

FIG. 3. Experiment 2: Confidence ratings for incorrect word guesses with
same initial accent pattern as spoken word versus differing pattern.
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repetition priming for a subsequent presentation of the other
member~e.g., ameLH!. However, if pitch-accent informa-
tion fully constrains lexical activation, repetition priming
should be affected only by the same word, not by its minimal
pair. Experiment 3 tested this issue.

III. EXPERIMENT 3

A. Materials

Twenty-four minimal accent-pairs of bimoraic bisyllabic
words were chosen. The complete set was:ame, chiri, kaki,
kiji, michi, mushi, sake, shiro, washi; aka, asa, ashi, hashi,
ichi, ima, ishi, kame, kami, kata, mesu, seki, sumi, toshi, umi.
One member of each accent pair was initially accented~HL!,
while the other was either LH unaccented~the first 9 pairs in
the list! or LH accented on the second mora~the
remaining-15 pairs!.

One hundred other words were chosen to serve as con-
trol and filler words. Twenty-four of these were bimoraic/
bisyllabic and were used as control words; the remaining
words could be two, three, or four morae in length, and some
contained long vowels, moraic nasals, or geminate conso-
nants. One hundred and eight nonwords were also con-
structed; these were constructed to resemble the filler words
in phonological structure.

All words and nonwords were recorded by a female na-
tive speaker of Tokyo Japanese, and digitized. Six running
orders ~tapes! were constructed; each contained all filler
words and all nonwords, in the same order. For each accent-
pair, one member served as target on three tapes and the
other on the other three tapes; each tape contained 12 HL and
12 LH experimental target words. Each set of three tapes on
which a given target word occurred differed in the nature of
the prime word which preceded the target; on one tape the
prime was~a different token of! the same word as the target
~e.g.,ameHL was preceded byameHL!, on another tape it
was the accent pair~e.g.,ameHL was preceded byameLH!,
and on the third tape it was the control word~e.g.,ameHL
was preceded byeki HL!. The nature of the prime was coun-
terbalanced across tapes for each experimental word accent
pattern. The prime preceded the target immediately or with
one, two, or three intervening items; this factor was also
counterbalanced with the other variables. Each running order
was copied to DAT tape and timing marks were placed at the
onset of each item.

B. Subjects

Ninety undergraduate members of Dokkyo University
participated in the experiment, some for course credit and
some for a small payment. Again, all were native speakers of
Tokyo Japanese from the Tokyo metropolitan area or Kane-
gawa, Saitama, or Chiba prefecture, and none had partici-
pated in experiments 1 or 2. Fifteen subjects heard each of
the six running orders.

C. Procedure

Subjects were tested individually or in pairs. The stimuli
were presented over headphones from a DAT recorder as

before. Subjects were seated in front of two response keys in
a quiet room. They were instructed to decide for each item as
quickly as possible whether or not it was a real word of
Japanese, and to press the YES response key to signify a
positive decision, the NO response key for a negative deci-
sion. Only YES responses were recorded. Timing and data
collection were controlled by a Toshiba computer running
the NESU experimental control software.

D. Results and discussion

The response times were subjected to separate analyses
of variance with subjects and with items as random factors.
Missing responses were replaced by the mean for the rel-
evant subject in the relevant condition. Miss rates were not
analyzed because the proportion of missed data was very low
~4.5% of the total including responses which were lost due to
equipment malfunction as well as failures to respond and
erroneous decisions!. The mean RTs across items and sub-
jects are presented in Table II.

The statistical analyses revealed a main effect of prime
type (F1@2,168#514.78, p,0.001; F2@2,46#510.04, p
,0.001).Post hocanalyses showed that decisions to target
words when the target had been preceded by itself as prime
were significantly faster than when it had been preceded by a
control word (t1@89#52.27, p,0.03; t2@47#52.25, p
,0.03) or when it had been preceded by its accent pair
~t1@89#54.56,p,0.001; t2@47#53.71,p,0.001); the dif-
ference between the accent-pair prime condition and the con-
trol condition was significant across subjects but not across
items.

There was no significant effect of the lag between prime
and target, and no significant effect of the target word’s
pitch-accent pattern, nor did either of these factors interact
with the prime-type-effect. There was also no significant ef-
fect of the tapes variable, which was included in the analysis
by subjects. An additional unequal-N analysis across items
compared the HL/LH-accented pairs with the HL/LH- unac-
cented pairs; this accent-type factor had no effect itself and
did not interact with any other factor, including prime type.

The experiment thus revealed no facilitation of lexical-
decision responses as a result of prior presentation of a
word’s minimal accent pair. Only prior presentation of the
word itself produced repetition priming. This result indicates
that HL/LH minimal accent pairs do not facilitate recogni-
tion of one another’s lexical representations, which in turn
suggests that pitch accent information constrains lexical ac-
tivation.

TABLE II. Experiment 3: Mean response times~ms! to decide that target is
a word, as a function of preceding presentation of same word, accent pair, or
control word.

Prime type

Same word Accent pair Control

HL words 751 795 781
LH words 761 821 781
Mean 756 808 781
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IV. GENERAL DISCUSSION

Results from three experiments have clearly demon-
strated that the pitch-accent information available in spoken
Tokyo Japanese words can be, and is, exploited by listeners
in the process of word recognition. In experiment 1 listeners
were easily able to assign a syllable to one of two word
choices on the basis of accentual structure. In experiment 2,
listeners used accentual information to guide their guesses of
completions of partial word fragments, and they were more
confident in guesses with the same accentual structure as the
word from which the fragment actually came in than in
guesses with different accentual structure. In experiment 3,
repetition priming for a spoken word was exercised by its
own representation but not by that of its minimal accent pair.
Accent information constrains the activation and selection of
word candidates in the process of spoken-language recogni-
tion by human listeners.

This contradicts the suggestion, referred to in the Intro-
duction, that Japanese pitch accent has little importance for
word recognition, and instead confirms the suggestion, based
on the earlier findings of Minematsu and Hirose~1995!, that
listeners actively use this information. It also demonstrates
that the recognition of Japanese words is sensitive to nonseg-
mental information in a way that the recognition of English
words apparently is not. As described in the introduction,
lexical stress in English appears to play no role in word
activation ~Cutler, 1986!. However, recent results demon-
strating that lexical processing is constrained by stress in a
language otherwise closely similar to English, namely Dutch
~Koster and Cutler, 1997; van Donselaar and Cutler, 1997!,
suggest that the situation of English is rather unusual@prob-
ably because of the very strong correlation of English stress
with vowel quality ~see Cutleret al., 1997!#. Thus Japanese
is allied with many other languages in that word activation
can draw on nonsegmental information. The correlations be-
tween listener performance and the variousF0 measures
which we report above in experiment 1 suggest that it is the
suprasegmental factors of pitch level and pitch movement
that listeners are drawing on to derive accentual constraints
on word identity. The results of experiment 2 show that this
information is exploited very early: short CV syllables, trun-
cated midway through the vowel, provide sufficient cues to
the distinction between words beginning HL- versus LH-.
This is consistent with research on the perception of tone in
Norwegian and in Chinese showing similarly that supraseg-
mental information can be exploited even in very short
speech fragments. Thus Efremovaet al. ~1963! found that
Norwegian listeners needed only part of a syllable to distin-
guish, in a forced-choice task, between two forms of the
same verb differing in tonic accent~signaled in Norwegian
via fundamental frequency variation!. Similarly, Tseng
~1990! found that tones on isolated Mandarin Chinese vow-
els could be correctly identified in fragments comprising
only the initial 25% of the vowels; and even though the
Cantonese listeners in Cutler and Chen’s~1997! experiment
responded more rapidly to segmental distinctions than to
tonal distinctions, they still made use of the tonal informa-
tion as early as it became available. In experiment 2, like-
wise, word-initial segmental structure was perceived even

more accurately than accentual structure, but a very short
fragment of speech still provided significant information
about accent.

As we pointed out in the Introduction, little research has
previously addressed the role of Japanese accent in the pro-
cess of word recognition. Walsh Dickey’s~1996! study used
a same–different judgment task, and thus did not actually
require lexical processing. Hiroseet al. ~1993! report, as well
as the pilot version of work reported by Minematsu and Hi-
rose ~1995!, a gating experiment in which synthesized ver-
sions of four-mora real words and nonwords with various
accent patterns were presented to listeners; the smallest frag-
ment included the boundary of the third and fourth morae,
and the fragments increased in duration outwards from that
point. The listeners in their experiment were not asked to
name the words, however; they were required to identify the
accentual pattern~and were able to do so, usually without
needing to hear the entire word!. Similarly, Nishinuma’s
~1994; Nishinumaet al., 1996! experiments with non-native
listeners required explicit identification of the accent pattern.
In our experiments, however, the listeners never suggested
that they were aware that our research was centered on the
role of accentual information. All the tasks which we used
involved decisions about words, and the participants in our
experiments simply engaged, as instructed, in lexical pro-
cessing. Insofar as our study can be compared directly with
that of Minematsu and Hirose~1995!, our results are in ac-
cord with theirs; their finding that words in isolation were
significantly harder to identify when misaccented also sug-
gests that accentual patterns constrain word activation.

The experimental materials in our study were deliber-
ately confined to simple cases in which the manifestations of
pitch accent could be easily observed. In experiment 1 we
used only words with the structure CVCV in which all vow-
els were short; the overlapping parts of the experimental
pairs in experiment 2 again had just this structure; and the
minimal pairs of experiment 3 were either CVCV or VCV,
once more with only short vowels. None of our experimental
items contained nasal morae, geminates, or long vowels; in
future work it will clearly be interesting to extend our inves-
tigations to these other phonological structures. In our ex-
periments we also avoided as far as possible the occurrence
of devoiced syllables, in which the manifestation of accent
has been the subject of considerable attention~see e.g.,
Maekawa, 1990!. Note, however, that by examining only the
clear cases we have nevertheless produced a finding which
can generalize to the majority of Japanese utterances. Of all
the possible Japanese morae~defined in terms of separate
IPA transcriptions! 60% in fact have the structure CV; Otake
~1990! computed that CV morae accounted for over 70% of
mora tokens in actual speech samples.

Limits on the generality of our findings may arise, of
course, from other factors. As mentioned in the Introduction,
accent patterns vary across dialect. Some dialects, in fact
~especially those spoken in the northern part of Japan, such
as the Ibaraki and Tochigi provinces!, do not manifest accent
variation. Speakers of these dialects would thus presumably
not behave exactly as the listeners in the present study.
Whether speakers of nonaccentual dialects would display
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sensitivity to accentual information in recognizing words in
Tokyo Japanese and other accentual dialects is as yet an open
question. In the present study we were careful to confine our
materials, and the dialects spoken by our listeners, to one
variety: Tokyo Japanese. We see no reason in principle why
our results should not generalize to other accentual varieties,
however.

A substantial minority of ~especially! longer words
@about 10%~Shibata, 1961!# can have more than one pos-
sible accent pattern~although a given speaker will tend to
use only one of them, just as a speaker of English may
choose between stress patterns as inCONtroversyversus
conTROversy!. Such factors could, again, reduce the value of
accentual information for lexical access, making it~like, in
fact, most information in the speech signal! not fully deter-
ministic, but probabilistic in nature.

Additional reservations which must be maintained pend-
ing further investigations include the practical usefulness of
accentual information in natural continuous-speech contexts.
For instance, preceding context can cause assimilation of ac-
cent patterns, as when the accent of the initial mora of
kodomoLHH ‘‘child’’ can be raised from L to H inkono
kodomoLH HHH ‘‘this child’’ ~Hattori, 1960!. Pitch accent
patterns of words can also interact with following speech
context. In particular, the distinction between final-accented
and unaccented words becomes realised in context, in that
the two accent types exercise differing effects on a following
phonologically weak element such as a particle: an accented
final mora will force L accent on the following element but
an unaccented final mora will not. This final-accented versus
unaccented distinction plays a central role in the challenge
which Pierrehumbert and Beckman’s~1988! autosegmental/
metrical account of the pitch-accent system poses to earlier
views. Pierrehumbert and Beckman support their model with
extensive phonetic data, and there is phonetic evidence~e.g.,
Maekawa, 1990, 1995; Kubozono, 1993; Warner, 1997! sup-
porting their analysis@but see Vance~1995! for phonetic
support for the alternative view#.

Our findings, however, crucially concern word-initial
accent effects, and although there is disagreement on how
these should be described—as successions of different mark-
ings ~HL versus LH! or as different associations of tones
~L%-HL-L versus L%-H-HL!—there is no controversy as to
the existence of pitch-accent differences in the initial por-
tions of Japanese words. Moreover, the robustness of the
pitch-accent effects which we have observed in a variety of
word processing tasks does not suggest exploitation of ac-
centual information to be a resource with only very limited
application in language recognition.

One as yet unanswered question concerns the fine detail
of our general demonstration that listeners are able to exploit
pitch-accent patterns in word recognition. We have in the
present experiments addressed only the crudest distinction
which it is possible to draw on the basis of initial pitch-
accent patterns: a division between type 1 accent@accent on
the first mora, comprising about 40% of lexical types~NHK,
1985!# and all other accent types~the remaining 60% of lexi-
cal types!. The present results do not shed light on the ques-
tion of whether listeners can continue to narrow their word-

recognition choices on the basis of later-arising distinctions
~LHH versus LHL; LHHH versus LHHL, etc.!. Our suppo-
sition based in part on the conclusions drawn from research
on other languages, e.g., the use of stress information in lexi-
cal processing in English versus Dutch, would be that pitch-
accent information will be used to the extent that it exercises
a useful degree of constraint on the population of potential
word candidates. The crude bipartite division which is made
possible by exploitation of the initial HL- versus LH- distinc-
tion is obviously a highly effective means of cohort reduc-
tion, but we suspect that the added value of later-arising
distinctions may be very much less. Whether listeners can
usefully distinguish final-accented versus unaccented words
is also an empirical issue which remains to be addressed;
Sugito ~1998! argues that speakers do distinguish these ac-
centual structures even in isolation, but our results, concern-
ing as they do exclusively the initial portions of words, do
not answer the question of whether listeners can exploit this
distinction. ~For instance, would minimal pairs with these
two accent patterns prime one another’s representations?
Considerhashi, one of our minimal pairs in experiment 3.
We comparedhashi HL ‘‘chopsticks’’ with hashi LH
‘‘bridge;’’ but there is alsohashi LH unaccented ‘‘edge.’’
The results of experiment 3 suggest thathashiHL andhashi
LH, do not activate one another’s representations. But is this
also true ofhashiLH, andhashiLH unaccented?!

Machine recognition of spoken Japanese, as recent re-
search~Hirose, 1997; Hirose and Iwano, 1997! has estab-
lished, can be rendered more efficient by explicit analysis of
F0 contours and comparison of the result with stored infor-
mation on the accentual patterns of words. This is exactly as
would be expected, given that, as our series of experiments
has shown, human listeners engaging in the processing of
spoken words find it effective to do the same.
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The present study measured the recognition of spectrally degraded and frequency-shifted vowels in
both acoustic and electric hearing. Vowel stimuli were passed through 4, 8, or 16 bandpass filters
and the temporal envelopes from each filter band were extracted by half-wave rectification and
low-pass filtering. The temporal envelopes were used to modulate noise bands which were shifted
in frequency relative to the corresponding analysis filters. This manipulation not only degraded the
spectral information by discarding within-band spectral detail, but also shifted the tonotopic
representation of spectral envelope information. Results from five normal-hearing subjects showed
that vowel recognition was sensitive to both spectral resolution and frequency shifting. The effect
of a frequency shift did not interact with spectral resolution, suggesting that spectral resolution and
spectral shifting are orthogonal in terms of intelligibility. High vowel recognition scores were
observed for as few as four bands. Regardless of the number of bands, no significant performance
drop was observed for tonotopic shifts equivalent to 3 mm along the basilar membrane, that is, for
frequency shifts of 40%–60%. Similar results were obtained from five cochlear implant listeners,
when electrode locations were fixed and the spectral location of the analysis filters was shifted.
Changes in recognition performance in electrical and acoustic hearing were similar in terms of the
relative location of electrodes rather than the absolute location of electrodes, indicating that cochlear
implant users may at least partly accommodate to the new patterns of speech sounds after long-time
exposure to their normal speech processor. ©1999 Acoustical Society of America.
@S0001-4966~99!00603-7#

PACS numbers: 43.71.Es@WS#

INTRODUCTION

The auditory periphery processes incoming sounds and
presents a complex temporal-spectral pattern of neural infor-
mation to the brain. Central pattern recognition mechanisms
are trained during childhood to recognize and distinguish
speech patterns in the listener’s native language. The central
pattern recognition mechanisms must accommodate to dif-
ferences in talker gender, speaking rate, competing noise,
changes in the listening environment, etc. However, in con-
ditions of reduced spectral resolution, as experienced by
hearing impaired and cochlear implant listeners, it is still
unknown how pattern recognition is affected by alterations
in the temporal-spectral pattern of information. The present
study is aimed at understanding the possible interaction be-
tween spectral resolution and spectral shifting.

The channel vocoder has been used for almost 60 years
to study the effect of spectral resolution on speech recogni-
tion ~Dudley, 1939!. Generally, channel vocoders estimate
speech parameters from temporal frames of speech~speech
analysis!, encode and transmit the parameters to the receiver
on a frame-by-frame basis, and reconstruct the speech signal
~speech synthesis! at the receiver. In the analysis stage, the
channel vocoder employs a bank of bandpass filters to esti-
mate the slowly time-varying spectral magnitudes in each
band~envelope!. The envelope in each band is extracted by

half-wave rectification and low-pass filtering, Hilbert trans-
forms, or other methods. In the classic vocoder an estimate
of voicing and voice pitch are included in this stage. In the
synthesis stage, the envelopes are multiplied by the voiced or
unvoiced signal sources and the resulting signals are passed
through corresponding bandpass filters. The outputs of the
bandpass filters are summed to form the output synthesized
speech signal. Typically, 16–20 bandpass filters are used to
cover the audio band 0–4 kHz. However, the amount of
spectral information preserved in the processed speech can
be systematically manipulated by changing or limiting the
number of spectral bands. A simplified extension of this ap-
proach, the noise-band vocoder, uses multiple noise-band
carriers to represent the speech envelope signals from broad
spectral bands without implementing the voicing detector
and pitch estimator~Hill et al., 1968; Villchur, 1977; Shan-
non et al., 1995!. Another type of simplified vocoder uses
sinusoidal carriers. Recent studies have shown no significant
difference in speech recognition performance between noise-
band and sinusoidal carriers~Dorman et al., 1997a; Fu,
1997!. The noise-band vocoder was used to process speech
sounds with varying amounts of spectral resolution in the
present study.

The relation between speech performance and spectral
resolution has been extensively investigated~e.g., Boothroyd
et al., 1996; Dubno and Dorman, 1987; Dubno and Schaefer,
1995; Hill et al., 1968; ter Keurset al., 1992, 1993!. Hill
et al. ~1968! measured speech recognition as a function ofa!Electronic mail: qfu@hei.org
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the number of bands with a sinusoidal vocoder. They found
that both vowel and consonant recognition increased rapidly
as the number of bands was increased from 3 to 6, then
slowly improved from 6 to 12 bands. Zollner~1979! found
that word recognition increased from 21% in a 2-band con-
dition to 94% in a 6-band condition, and up to 98% in an
11-band condition. He concluded that only six frequency
bands of information were sufficient to obtain near perfect
speech performance. Shannonet al. ~1995! investigated
speech recognition as a function of the number of bands
using the noise-band vocoder method. They found high lev-
els of phoneme, word, and sentence recognition even with as
few as four bands of spectral information. Dormanet al.
~1997a! measured recognition of multi-talker vowels as a
function of the number of bands. They found that the vowel
score continued to increase significantly up to 9 bands. Fu
~1997! further investigated the effect of frequency divisions,
total frequency range, as well as sinusoidal and noise-band
carriers, and found results similar to the previous studies.
Overall, the results from these studies indicate that a high
level of speech recognition is possible with 4–6 bands of
spectral information.

The sinusoidal vocoder and noise-band vocoder have
proven to be powerful tools for quantifying the effect of
reducing spectral information on speech performance. These
two methods have also been used to simulate the listening
situation in cochlear implants. One multiband, vocoderlike
processor that has been successfully used in several implant
systems is the continuous interleaved sampling~CIS! strat-
egy. The CIS strategy divides speech into several frequency
bands and the temporal envelope is extracted from each band
~Wilson et al., 1991!. The extracted temporal envelope from
each band is used to modulate the current level of a biphasic
pulse train, which stimulates one monopolar electrode~rela-
tive to a remote ground! or a bipolar electrode pair within the
cochlea. Pulses shaped by temporal envelopes extracted from
low-frequency bands are sent to stimulation sites in the api-
cal region of cochlea. Temporal envelopes extracted from
high-frequency bands are sent to stimulation sites in the
basal region of cochlea. If the spectral information can be
fully utilized, implanted listeners should have speech perfor-
mance comparable to normal-hearing subjects listening to an
equivalent processor~Fishmanet al., 1997; Dormanet al.,
1989! because temporal processing is essentially normal and
unimpaired in implant subjects~Shannon, 1992, 1993!. Re-
cent studies on speech performance in cochlear implants
showed that a high level of speech recognition is possible in
cochlear implant listeners with as few as four stimulated
electrode pairs~Fishmanet al., 1997!. The best performance
in implanted subjects was comparable to performance in
normal-hearing subjects with the same number of channels.
However, considerable variability was observed in the per-
formance of implant listeners. One potential source of this
variability is the proximity of the stimulating electrodes to
functional auditory nerve fibers. The speech information de-
livered to each electrode is not necessarily matched to the
tonotopic location of electrodes based on the cochlear place-
to-frequency map~Greenwood, 1990!. A mismatch between
analysis filters and electrode locations may have the effect of

frequency compression or expansion without altering the
temporal properties of the signal.

Considerable research has demonstrated that speech rec-
ognition, particularly vowel recognition, is reduced signifi-
cantly by frequency compression or expansion. Daniloff
et al. ~1968! investigated the effect of various degrees of
frequency compression, with and without time restoration,
on vowel intelligibility. They found that over a limited range
of frequency compression, vowel phonemic quality was rela-
tively unaffected by proportionate shifting of fundamental
frequency and formant structure. However, beyond a fre-
quency compression ratio of about 50%, intelligibility de-
clined sharply. Nagafuchi~1976! measured the intelligibility
of frequency-shifted speech in normal-hearing adults and
children. The results showed that vowel recognition de-
creased rapidly with increasing frequency expansion or com-
pression. Performance was reduced to half for frequency
shifts beyond 50% frequency compression or 200% expan-
sion. Similar results have been reported by several other re-
searchers~Beasleyet al., 1976; Wallace and Koury, 1981!.
These results all showed that vowel recognition performance
decreased dramatically when the frequency shift exceeded
40%–60%. Dormanet al. ~1997b! measured speech recogni-
tion with a five-band sinusoid vocoder in conditions in which
the carrier bands were shifted up to 5 mm~about a 1-oct
shift! basally from the analysis bands. This shift simulated
speech processing in cochlear implants, in that the implant
electrodes are located more basally than the frequency of the
information they convey. Speech recognition performance
dropped off dramatically~10%/mm! as the carrier bands
were shifted basally, particularly for vowels.

The above results indicate that speech recognition, espe-
cially for vowels, is highly sensitive to frequency shifting.
Performance is reduced significantly as a result of frequency
compression or expansion exceeding 40%–60%. However,
most of these studies have applied frequency shifting to com-
plete speech signals; little is known about the effect of fre-
quency shifting when only coarse spectral information is
available. One intuitive assumption is that speech signals
with greater spectral resolution are less affected by spectral
alterations. Experiment 1 investigated the effects of spectral
shifting on vowel recognition in five normal-hearing listen-
ers. Medial vowel stimuli were represented by 4, 8, or 16
modulated noise bands, generated using the noise-band vo-
coder technique. The noise carrier bands were progressively
shifted apically or basally from the tonotopic frequency al-
location of the analysis bands.

In electrical stimulation, spectral information is deliv-
ered to electrodes in different tonotopic locations. Speech
recognition may be impaired if the electrodes are delivering
spectral information that is not matched to the tonotopic lo-
cations of the electrodes. It seems reasonable to hypothesize
that the best performance would be obtained if the assigned
frequency allocation of analysis filter bands matched the nor-
mal acoustic characteristic frequency of electrode locations
within the cochlea~tonotopic-matching hypothesis!. The
mapping of characteristic frequency to electrode location in
this case is referred to as thenormal acoustic map~Green-
wood, 1990!. However, most cochlear implants assign a
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standard default set of frequency bands to electrodes. This
default mapping may match the correct spectral information
to the correct tonotopic location in some implant listeners but
not in others. Implant speech recognition is highly variable
across listeners, perhaps because of a frequency-location
mismatch across subjects. Even in those cases in which a
frequency-location mismatch occurs initially, the listeners
may adjust to the altered tonotopic distribution of spectral
information over time~accommodation hypothesis!. In this
case the frequency assigned to a given electrode versus the
electrode location is referred to as theadapted electrical
map.

Experiment 2 measured vowel recognition in five co-
chlear implant listeners using electrode location shifts corre-
sponding to the acoustic frequency shifts in experiment 1.
The electrode insertion depths of these five implant patients
varied over 7 mm. The recognition patterns as a function of
frequency allocations might indicate which hypothesis is ap-
plicable to cochlear implant users.

I. EXPERIMENT 1: ACOUSTIC STIMULATION

Experiment 1 measured the effect of spectral shifting in
normal-hearing listeners. Spectral resolution was varied by
varying the number of bands in a noise-band vocoder. The
analysis and carrier bands were shifted either together or
relative to each other. Speech pattern recognition was mea-
sured with multi-talker vowels.

A. Methods

1. Subjects

Five subjects with normal hearing participated in this
experiment. All had thresholds better than 15 dB HL at au-
diometric test frequencies from 250 to 8000 Hz. The subjects
ranged in age from 25 to 35 years and were all native speak-
ers of American English.

2. Stimuli and procedure

Vowel recognition was measured in a 12-alternative
identification paradigm, including 10 monophthongs and 2
diphthongs, presented in an /h/-vowel-/d/ context~heed,
hawed, head, who’d, hid, hood, hud, had, heard, hoed, hod,
hayed!. The tokens for these closed-set tests were digitized
natural productions from five men, five women, and five
children, drawn from the speech samples collected by Hill-
enbrandet al. ~1994!. On each trial a stimulus token was
chosen randomly, without replacement, from the 180 tokens
~12 vowels, 15 talkers!. Following presentation of each to-
ken, the subject responded by pressing 1 of 12 buttons, each
marked with one of the possible responses. No feedback was
provided, and subjects were instructed to guess if they were
not sure, although they were cautioned not to provide the
same response for each guess. Results reflect a single run
~180 tokens! for each condition for acoustic listeners.

Subjects were well familiarized with the test materials in
their unprocessed form and with the test procedure from
prior experiments. However, no familiarization with the pro-
cessed speech sounds was provided. The subjects started the

formal test without any training. Conditions were presented
in random order within each subject and were counterbal-
anced across subjects.

All test materials were stored on computer disk and were
output via custom software to a 16-bit D/A converter~TDT
DD1! at a 16-kHz sampling rate. Speech sounds were pre-
sented in a randomized test sequence using a Tucker-Davis-
Technologies~TDT! AP2 array processor in a host PC con-
nected via an optical interface. All signals were presented at
70 dB ~A-weighted scale! diotically through Sennheiser
HDA200 headphones to the subjects who were seated in a
double-walled sound-attenuating booth~IAC!.

3. Signal processing

The acoustic processors that generated the spectrally de-
graded and spectrally shifted speech stimuli were constructed
as follows. The original speech was first preemphasized to
spectrally flatten the signal using a first-order Butterworth
high-pass filter with a cutoff frequency of 1200 Hz, and then
band-pass filtered into 4, 8, or 16 frequency bands using
eighth-order Butterworth bandpass filters~296 dB per oc-
tave!. The corner frequencies and bandwidths of the fre-
quency bands were dependent on the simulated tonotopic
locations and the number of bands. The simulated tonotopic
locations of frequency bands were determined by the follow-
ing equation:

P~ i !5P02BW* i , i 50,1,...,N, ~1!

whereP0 is the most apical location for a given frequency
allocation in mm~from the base!, BW is the tonotopic band-
width of each band in mm, andN is the number of bands.
The tonotopic bandwidth~BW! of each band was 3.75 mm
for the 4-band processor, 1.875 mm for the 8-band processor,
and 0.9375 mm for the 16-band processor. The corner fre-
quencies of bands were determined by the following equa-
tion, from Greenwood~1990!:

F~ i !5165.4* ~10„35.02P~ i !…* 0.0620.88!. ~2!

Note that Eq.~2! refers to a 35-mm-long cochlea and
that actual lengths can vary by several mm. The allocated
frequencies for given tonotopic locations will vary based on
the actual lengths. This variation may shift the location of the
peak performance, but the recognition patterns as a function
of frequency allocation will remain the same. Combining
Eqs. ~1! and ~2!, all corner frequencies of bands could be
determined for a given number of bands and a given analysis
frequency range. The attenuation at the crossover point of
adjacent filter bands was23 dB. The most apical location,
P0 , was varied from 21.25 to 28.00 mm from the base for
the 4-, 8- and 16-band processors. A total of ten different
frequency allocations were generated between these end-
points. Experimental conditions are shown schematically in
Fig. 1. Table I lists the 17 corner frequencies of each fre-
quency range for the 16-band processor. The nine corner
frequencies for the 8-band processor, and the five corner fre-
quencies for the 4-band processor can also be obtained from
Table I by reading only every other value for the 8-band
processor or only every fourth value for the 4-band proces-
sor.
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The temporal envelope in each band was extracted by
half-wave rectification and low-pass filtering~eight-order
Butterworth:248 dB/oct! with a 160-Hz cutoff frequency.
The envelope of each band was used to modulate a wideband
noise, which was then spectrally limited by a bandpass filter
~defined as the carrier band!. The formulas@Eqs.~1! and~2!#
were exactly the same for the carrier bands but the most
apical location,P0 , was not necessarily the same for the
analysis and carrier bands, resulting in a possible tonotopic
shift. The outputs from all bands were then summed. All
combinations of analysis filter bands and carrier filter bands
for different conditions are listed in Table II. Condition 1
simulates a cochlear implant with differing electrode inser-

tion depths and frequency allocations matched to the actual
tonotopic locations of the electrodes. Condition 2 simulates a
cochlear implant with differing electrode insertion depths
with a fixed frequency allocation. Condition 3 simulates a
cochlear implant with relatively shallow insertion depth with
different frequency allocations. Condition 4 simulates a co-
chlear implant with near full insertion depth with different
frequency allocations.

B. Results

In the first condition the analysis and carrier bands were
the same, and the tonotopic frequency allocations of both
shifted together. Figure 2 shows vowel recognition in five
normal-hearing subjects as a function of the most apical co-
chlear location of the frequency allocation, for 4-, 8-, and
16-band processors. Results showed that vowel recognition
was only mildly affected by frequency allocation as long as
the analysis and carrier bands were matched. For the condi-
tion P0521.25 mm the lowest corner frequency was 960 Hz,
which means that all spectral information below 960 Hz was
eliminated. Yet, even with this large loss of low-frequency
information, vowel recognition dropped only 20% from the
best performance. This result is consistent with an earlier
finding indicating the dominant influence of the second for-
mant in speech intelligibility~Thomas, 1968!. A two-way,
repeated-measures analysis of variance~ANOVA ! showed a
significant effect of the number of bands
@F(2,18)5410.51,p,0.001# as well as a significant effect
of frequency allocation@F(9,18)550.31,p,0.001#, but no
interaction between the number of bands and frequency al-
location@F(18,120)50.71,p50.80#. As the most apical lo-
cation was shifted basally,post hocTukey HSD tests indi-
cated that vowel score began to decrease significantly when
the most apical edge was 24.25, 23.50, and 22.75 mm~the
corresponding frequencies are 585, 665, and 753 Hz! for
4-band processors, 8-band processors, and 16-band proces-
sors, respectively.

FIG. 1. Schematic representation of the relative tonotopic locations of
analysis and carrier bands for the four band condition. The overall frequency
range was the same for the 8- and 16-band conditions. The tonotopic loca-
tion and frequency range of the electrodes in a fully inserted cochlear im-
plant is indicated in the lower section.

TABLE I. The corner frequencies of ten frequency allocations for a 16-band processor. The corner frequencies
for an eight-band processor and a four-band processor can also be obtained based on the table.

Corner
frequency

The most apical edge of frequency allocation~mm from the base!

28.00 27.25 26.50 25.75 25.00 24.25 23.50 22.75 22.00 21.25

1 289 337 390 448 513 585 665 753 851 960
2 350 404 464 530 604 686 777 877 989 1113
3 418 480 548 624 708 801 904 1019 1146 1287
4 496 566 644 730 826 932 1049 1180 1324 1485
5 585 665 753 851 960 1081 1214 1363 1528 1710
6 686 777 877 989 1113 1250 1402 1572 1759 1967
7 801 904 1019 1146 1287 1443 1617 1809 2022 2259
8 932 1049 1180 1324 1485 1663 1860 2079 2322 2592
9 1081 1214 1363 1528 1710 1913 2138 2387 2663 2970

10 1250 1402 1572 1759 1967 2198 2453 2737 3052 3401
11 1443 1617 1809 2022 2259 2522 2813 3136 3494 3891
12 1663 1860 2079 2322 2592 2890 3222 3589 3997 4449
13 1913 2138 2387 2663 2970 3310 3687 4106 4570 5085
14 2198 2453 2737 3052 3401 3788 4217 4694 5222 5808
15 2522 2813 3136 3494 3891 4332 4821 5363 5964 6631
16 2890 3222 3589 3997 4449 4951 5508 6125 6809 7569
17 3310 3687 4106 4570 5085 5656 6289 6992 7771 8635
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In cochlear implants the speech information delivered to
each electrode location does not necessarily match the acous-
tic information that would be represented at that location in a
normal cochlea. To evaluate the effect of a mismatch be-
tween the delivered information and the tonotopic location,
we independently varied analysis and carrier bands in
normal-hearing listeners. First we fixed the analysis bands
and varied the carrier bands, a manipulation analogous to
fixing the speech analysis filters in a cochlear implant and
moving the electrode. Figure 3 shows vowel recognition as a
function of the most apical edge of the carrier frequency
allocation when the most apical edge of the analysis fre-
quency allocation was fixed atP0527.25 mm ~337 Hz!.
Panel~a! shows the original data and panel~b! shows the
same data normalized to the matched condition (P0

527.25 mm). An ANOVA on the normalized data showed
no significant interaction between the number of bands and
frequency allocation@F(18,120)51.38, p50.15# but a sig-
nificant effect of frequency allocation@F(9,18)5226.97,p
,0.001#. As the carrier bands were shifted basally,post hoc
Tukey HSD tests indicated that the vowel recognition score
dropped significantly when the most apical edge of the car-
rier bands was moved to 24.25 mm~585 Hz! or more basally
for all processors.

In the next condition we fixed the carrier band and var-
ied the estimated tonotopic location of the analysis bands.
This manipulation is analogous to fixing the electrode loca-
tion in a cochlear implant and varying the frequency alloca-
tion of analysis filter bands. Figure 4~a! shows vowel recog-
nition as a function of the most apical edge of the analysis
bands when the most apical edge of the carrier bands was
fixed at P0522.00 mm~851 Hz!. Figure 4~b! shows vowel
recognition functions from Fig. 4~a! normalized to the
matched condition (P0522.00 mm: 851 Hz!. A two-way
ANOVA on the normalized data showed no significant inter-
action between the number of bands and frequency alloca-
tions @F(18,120)51.35, p50.17# but a significant effect of
frequency allocation@F(9,18)588.71, p,0.001#. Post hoc
Tukey HSD tests indicated that the performance dropped sig-
nificantly when the apical edges of the analysis filter bands
were moved to 25.75 mm~448 Hz! or more apically.

To enable a direct comparison with data from cochlear
implants in experiment 2, we fixed the carrier bands at two

tonotopic locations, one shifted 3 mm from the other. Figure
5 shows vowel recognition as a function of the most apical
edge of the analysis bands for the two 4-band carrier condi-
tions. The most apical edge of the carrier bands was fixed at
either 25.00 mm~513 Hz! or 22.00 mm~851 Hz! while the
most apical edge of the analysis bands was shifted from
28.00 to 21.25 mm in steps of 0.75 mm. A one-way ANOVA
showed a significant effect of frequency allocation for the
apical carrier set@F(9,40)5145.34,p,0.001# as well as for
the basal carrier set@F(9,40)528.16, p,0.001#. The best
performance was observed when the analysis and carrier
bands were matched in frequency, or when the analysis
bands were slightly more apical. Normalized vowel recogni-
tion decreased as much as 20%/mm as the analysis bands
were shifted relative to the carrier bands.

To evaluate the role of talker gender on the tolerance for
spectral shifting, we fixed the analysis bands atP0

527.25 mm ~337 Hz! and shifted the carrier bands from
32.50 to 21.25 mm in 0.75-mm steps. Figure 6~a! shows
vowel recognition scores normalized to the matched condi-
tion as a function of the difference in cochlear location be-
tween analysis and carrier bands for a 16-band processor.

FIG. 2. Vowel recognition scores as a function of the most apical edge of
the analysis and carrier bands for the 4-, 8-, and 16-band processor in five
normal-bearing subjects. The analysis filter bands and carrier filter bands
were matched in each condition. The dashed line in the upper panel indi-
cates the AI prediction for the present conditions using the ANSI weighting
function for monosyllables. Error bars indicate6 one standard deviation.

TABLE II. The most apical edges of frequency allocations used in analysis and carrier filter bands for four
experimental conditions.

The most apical edge of frequency allocation~mm from the base!

Conditions 1 2 3 4 5 6 7 8 9 10

1 Analysis 28.00 27.25 26.50 25.75 25.00 24.25 23.50 22.75 22.00 21.25
Carrier 28.00 27.25 26.50 25.75 25.00 24.25 23.50 22.75 22.00 21.25

2 Analysis 27.25 27.25 27.25 27.25 27.25 27.25 27.25 27.25 27.25 27.25
Carrier 28.00 27.25 26.50 25.75 25.00 24.25 23.50 22.75 22.00 21.25

3 Analysis 28.00 27.25 26.50 25.75 25.00 24.25 23.50 22.75 22.00 21.25
Carrier 22.00 22.00 22.00 22.00 22.00 22.00 22.00 22.00 22.00 22.00

4 Analysis 28.00 27.25 26.50 25.75 25.00 24.25 23.50 22.75 22.00 21.25
Carrier 25.00 25.00 25.00 25.00 25.00 25.00 25.00 25.00 25.00 25.00
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The zero point on thex axis represents the condition where
the analysis band and carrier band are matched. Negative
shifts indicate conditions where the carrier bands were more
basal than the analysis bands, resulting in frequency raising.
Positive shifts represent conditions where the carrier bands

FIG. 3. Vowel recognition scores as a function of the most apical edge of
the carrier filter bands for the 4-, 8-, and 16-band processors. The most
apical edge of the analysis filter bands was fixed at 27.25 mm from the base
~337 Hz! and the carrier bands were shifted over a 6.75-mm range~from
P05289– 960 Hz). Error bars indicate6 one standard deviation. Lower
panel: results normalized to the matched condition (P0527.25 mm).

FIG. 4. Vowel recognition scores as a function of the most apical edge of
the analysis filter bands for the 4-, 8-, and 16-band processors. The most
apical edge of the carrier filter bands was fixed at 22.00 mm~851 Hz!. Error
bars indicate6 one standard deviation. Lower panel: results normalized to
the matched condition (P0522.00 mm).

FIG. 5. Vowel recognition scores as a function of the most apical edge of
the tonotopically shifted frequency allocation sets for the 4-, 8-, and 16-band
processors. The most apical edge of the carrier filter bands was fixed at
25.00 mm~513 Hz: open symbols! or 22.00 mm~851 Hz: filled symbols!.
Error bars indicate6 one standard deviation.

FIG. 6. Vowel recognition scores as a function of the difference in the
apical edge of the analysis and carrier frequency allocation sets for men,
women, and children talkers with 16-band processors. The most apical edge
of the analysis filter bands was fixed at 27.25 mm from the base~337 Hz!.
The most apical edge of the carrier filter bands was varied from 32.50 mm
~88 Hz! to 21.25 mm~960 Hz!. The thick solid line presents the average
function for all talkers. Error bars indicate6 one standard deviation. Lower
panel: comparison of present results for 16-band processors with earlier
studies of frequency compression and expansion with whole speech.
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were more apical than the analysis bands, resulting in fre-
quency lowering. The filled circles show vowel scores for
male talkers.Post hocTukey HSD tests showed that vowel
scores dropped significantly when the carrier bands were
shifted apically 0.75 mm compared to the analysis frequency
allocations~lowering!. However,post hocTukey HSD tests
showed no significant performance drop for up to a 3.75-mm
basal shift~raising! for male talkers. The open circles show
vowel scores for female talkers.Post hocTukey HSD tests
showed no performance drop between13.00 and23.00 mm
compared to the matched condition. Similarly, no perfor-
mance drop was observed between12.25 and23.75 mm for
child talkers~filled squares!.

C. Discussion

The results of the present experiments demonstrate the
effect of spectral resolution and spectral shifting on vowel
recognition. Spectral resolution was altered by reducing the
spectral information to 4, 8, or 16 bands using a noise-band
vocoder. Spectral shifting was accomplished by shifting the
noise carrier bands relative to the analysis bands or vice
versa. When the analysis and carrier bands were matched in
frequency location and frequency range, vowel recognition
was relatively unaffected by tonotopic location~Fig. 2!. In-
dependent of the spectral shift, vowel recognition scores im-
proved markedly when the number of bands was increased
from 4 to 8, and showed a further small improvement when
the number of bands was further increased to 16, consistent
with previously reported results~Dormanet al., 1997a; Fu,
1997!.

1. Effects of spectral region

Vowel recognition was only mildly affected by changes
in the spectral region as long as the carrier bands and analy-
sis bands were matched, i.e., when the speech envelope in-
formation was delivered to the appropriate tonotopic place.
When the most apical edges of both analysis and carrier
bands were shifted basally from 28.00 to 21.25 mm, the cor-
responding frequency regions were shifted from 289–3310
Hz to 960–8635 Hz, as listed in Table I. Vowel scores for
16-band processors started to drop significantly when the
most apical location was 22.75 mm~frequency range of
753–6992 Hz!. This reduction in speech recognition can be
predicted from traditional articulation index~AI ! theory. As
the frequency region was shifted to a more basal location,
more low-frequency speech information was lost. As the
most apical edge was shifted from 28.00 to 23.50 mm, the
frequency region changed basally from 289–3310 Hz to
665–6289 Hz. With these midfrequency regions, either the
loss of low-frequency speech information was roughly com-
pensated by the gain of high-frequency speech information
or the contribution of these lost low frequency cues was rela-
tively small, resulting in a similar AI value and similar
speech performance. However, once the highest frequency in
the region was above 6300 Hz, corresponding to a frequency
region with the most apical edge at 22.75 mm, the extra
speech information from high-frequency regions above 6300
Hz did not contribute much additional information. There-
fore, the loss of low-frequency information was not offset by

a gain in high frequency information, resulting in a decrease
in AI value. Predictions from AI theory~based on the ANSI
standard frequency weighting function for monosyllables!
are shown as a dashed line in Fig. 2. The AI predictions
match the present data well for frequency allocations with
the most apical edge at 25.75 mm or more basal. The ANSI
monosyllable weighting~ANSI, 1969! is likely to be more
high-frequency biased than a function appropriate for vowels
and may underestimate the contribution of lower bands to
vowel identification. This may explain the poorer fit for the
most apical locations seen in Fig. 2. In general, as long as the
analysis and carrier bands are matched, performance as a
function of tonotopic location can be predicted by AI theory.
As the spectral resolution~number of bands! was decreased,
a similar function was obtained, but at a lower overall per-
formance level.

2. Effects of spectral resolution

One might expect that speech signals with higher spec-
tral resolution would be less affected by spectral alterations.
Thus, the lack of interaction between frequency shifting and
spectral resolution in experiment 1 was surprising. In all con-
ditions, the pattern of results was similar for 4, 8, or 16
bands. In addition, the normalized pattern of results for all
three levels of spectral resolution was similar to previous
studies that used whole speech with full spectral resolution.
This suggests that the relative decrement in performance due
to spectral region or spectral shifting is independent of the
spectral resolution. Although vowel recognition was signifi-
cantly affected by the number of bands~4, 8, or 16! and by
frequency region, there was no interaction between the num-
ber of bands and shifts in the tonotopic range. This suggests
that the performance drop as a function of tonotopic band
location was due to the loss of useful spectral information
and that this loss could not be restored by increasing the
spectral resolution~number of bands!.

3. Effects of spectral mismatch

Two manipulations were used to explore speech pattern
recognition as a function of the spectral mismatch between
the analysis and carrier band. In one case the tonotopic loca-
tion of the carrier bands was systematically changed while
the spectral range of the analysis bands was fixed. In this
approach, the spectral distribution of speech information was
held constant while the tonotopic location to which speech
information was presented was shifted along the cochlea. In
the other case the spectral range of the analysis bands was
varied while the tonotopic location of the carrier bands was
fixed. While the general pattern of results was similar for the
two manipulations, there were still some differences, as de-
scribed in the following sections.

a. Varying frequency allocations of the carrier band.
Figures 3 and 6 show the effect of a shift in cochlear location
of the tonotopic pattern. Here the analysis bands were fixed
at a frequency allocation that produced good performance
(P0527.25 mm) when the analysis and carrier bands were
matched~see Fig. 2!. Vowel scores decreased as the carrier
bands were shifted apically or basally, illustrating the detri-
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mental effect of spectral mismatching in either direction. In
this case, the analysis bands were the same in every condi-
tion, so the entire effect was due to the shift in the tonotopic
location to which the information was delivered. The results
indicate that vowel recognition was robust to tonotopic shifts
either apically or basally of up to 3 mm, which corresponds
to a frequency lowering/raising ratio of about 60%. Vowel
scores dropped significantly when spectral information was
shifted by more than 4 mm, which corresponds to a
lowering/raising factor of about 80%.

The present results are remarkably similar to those of
studies ~Tiffany and Bennett, 1961; Daniloffet al., 1968;
Shriner et al., 1969; Nagafuchi, 1976! in which the whole
speech signal was frequency compressed or expanded. Da-
niloff et al. ~1968! found that vowel intelligibility decreased
rapidly when frequency was compressed by more than 70%.
Nagafuchi~1976! demonstrated a significant reduction in the
recognition of Japanese monosyllables with frequency com-
pression or expansion of more than about 80%. Figure 6~b!
compares the present results with those of earlier studies.
The close correspondence between the present results, ob-
tained with reduced spectral resolution, and previous results
with whole speech, combined with the lack of interaction
between spectral resolution and spectral shift in the present
experiments, further demonstrates that the reduction in
vowel recognition observed under conditions of tonotopic
alteration is independent of spectral resolution. This result
suggests that spectral resolution and spectral alteration have
independent effects on speech recognition.

b. Varying frequency allocations of the analysis band.
Fixing the carrier band and varying the analysis band not
only changes the degree of spectral mismatch between analy-
sis bands and carrier bands, but also varies the spectral dis-
tribution of speech information determined by the analysis
filter bands. In this case, the performance is determined by
both the speech information transmitted by the analysis filter
bands and the degree of spectral mismatch instead of the
degree of spectral mismatch alone. For the frequency alloca-
tions in the present study, analysis bands that are located
more apically will have more bands assigned to the low-
frequency regions, which may be advantageous for vowel
recognition ~see Fig. 2!. The greater spectral information
transmitted by the analysis filter bands may offset the detri-
mental effect of the spectral mismatch with the carrier fre-
quency allocation and may produce best performance not
when the analysis and carrier bands are matched, but rather
at a compromise location where the analysis frequency divi-
sion is optimal and the analysis-carrier mismatch is not too
large. This tradeoff is apparent in Fig. 5, which shows that
the best performance was not obtained when the analysis and
carrier bands were perfectly matched, but when the analysis
bands were shifted 0.75–1.5 mm apically relative to the car-
rier bands.

4. Effects of talker gender

One interesting aspect of the results in Fig. 6 is the ef-
fect of talker gender. Listeners can tolerate a larger basal
shift in male talkers than in females or children, and can
tolerate a larger apical shift in females and children than in

males. This result suggests that the frequency range over
which listeners can tolerate tonotopic alteration is absolute.
Since male talkers are already on the low-frequency edge of
this range, listeners cannot tolerate much frequency lowering
for male voices. Conversely, children’s voices are already on
the high-frequency edge of this range, so listeners cannot
tolerate much frequency raising of children’s voices. To
compare the present gender effect with that of previous stud-
ies we compare the frequency lowering thresholds, i.e., the
frequency lowering ratio at which the recognition score fell
to 50% of its performance in the matched condition. In Tif-
fany and Bennett’s experiment~1961! the lowering threshold
was about 53% for male talkers and 40% for female talkers.
Daniloff et al. ~1968! reported a similar 52% lowering
threshold for a male talker and 45% for a female talker.
Frequency lowering thresholds in the present results were
54% for males, 46% for females, and 43% for children.
Thus, all these studies demonstrated a similar gender effect.

II. EXPERIMENT 2: ELECTRIC STIMULATION

Cochlear implants deliver a signal with degraded spec-
tral information~4–20 channels! to locations evenly distrib-
uted along the scala tympani. In most cases the electrode
locations are in the basal and middle turns, covering an
equivalent frequency region of 513–6000 Hz. Aligning the
analysis frequencies with each electrode pair becomes a
problem, because the exact tonotopic location of each elec-
trode is not known. Even if the exact tonotopic location of
each electrode could be determined, we would still not know
which neurons were stimulated by each electrode. Due to the
etiology of the individual patient, the neural population
stimulated by each electrode may not be located immediately
adjacent to the electrode. Commercial devices select a fre-
quency allocation that strikes a balance between the low-
frequency range of speech information and the higher fre-
quency tonotopic location of the electrodes. This frequency
mapping may lead to speech envelope information being pre-
sented to a tonotopic location that would acoustically receive
higher-frequency information. Experiment 2 evaluates the ef-
fect of such a mismatch between analysis filter frequencies
and electrode locations in implant listeners. Vowel recogni-
tion was measured using two electrode configuration sets,
which had the same stimulation mode and spacing, but one
set was located 3 mm basal to the other. For each of these
electrode sets, vowel recognition was measured as a function
of the frequency range of the analysis filters.

A. Methods

1. Subjects

The subjects in the second experiment were five postlin-
gually deafened adults with the Nucleus-22 cochlear implant
and at least 6 months experience utilizing the SPEAK speech
processing strategy. The subjects ranged in age from 39 to 71
years and were all native speakers of American English. All
subjects had 20 active electrodes available for use. Table III
contains relevant information for the five subjects, including
their most recent scores on the CUNY sentence test, pre-
sented without lip reading in the sound field.
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2. Stimuli and procedure

The same vowel stimuli were used as in experiment 1.
All stimuli were preprocessed with the signal processing
methods described below, and presented at comfortable lis-
tening levels through a custom implant interface~Shannon
et al., 1990! instead of the headphone used for the acoustic
experiments. Results reflect two runs~360 tokens! for each
condition for each implant listener.

3. Signal processing

Vowel recognition performance was measured as a func-
tion of tonotopically shifted frequency allocations using a
custom four-channel CIS processing strategy~Wilson et al.,
1991! instead of the SPEAK processing strategy~McDermott
et al., 1992!. The implementation of these customized
speech processing strategies in Nucleus-22 cochlear implant
users was accomplished as follows. The signal was first pre-
emphasized using a first-order Butterworth high-pass filter
with a cutoff frequency of 1200 Hz to whiten the spectrum,
and then band-pass filtered into four broad frequency bands
using eighth-order Butterworth filters. The corner frequen-
cies of the frequency bands were determined by Eqs.~1! and
~2!. The most apical location,P0 , was systematically
changed from 28.00 to 21.25 mm in steps of 0.75 mm, re-
sulting in ten different frequency allocations~Fig. 1!. The
envelope of the signal in each band was extracted by half-
wave rectification and low-pass filtering~eighth-order But-
terworth! with a 160-Hz cutoff frequency. The acoustic am-
plitude ~A! was transformed into the electric amplitude~E!
by a power-law function with an exponent of 0.2 (E5A0.2;
Fu and Shannon, 1998!. Then this transformed electric am-
plitude was used to modulate the amplitude of a 500 pulse/s
biphasic pulse train. Each pulse had a 100-ms phase duration.
The stimulation order of the four channels was 1-3-2-4 for
four electrode pairs. Two four-electrode sets were used in the
present study. All sets used BP11 electrode mode, and the
spacing between stimulated electrode pairs was five elec-
trodes~3.75 mm!. The apical set consisted of the four elec-
trode pairs~20,22!, ~15,17!, ~10,12!, and~5,7!. The basal set
consisted of electrode pairs~16,18!, ~11,13!, ~6,8!, and~1,3!.

B. Results

Figure 7 shows vowel recognition as a function of the
most apical cochlear edge of tonotopically-shifted analysis

filter bands in five cochlear implant listeners. Panel~a!
shows the recognition scores from individual cochlear im-
plant subjects and panel~b! shows the mean scores from
these five subjects for both apical and basal electrode loca-
tions compared to the acoustic results from Fig. 5. The filled
symbols in Fig. 7~a! show the individual recognition scores
as a function of the analysis filter locations when the speech
information extracted from four analysis bands was delivered
to four apical electrode pairs. Open symbols represent data
from the basal electrode locations. Figure 7~b! shows the
mean scores from the five implant subjects as a function of
the tonotopic location of the analysis frequency bands with
the apical electrode set~filled circles! and the basal electrode
set~open circles!. An ANOVA showed a significant effect of

FIG. 7. Vowel recognition scores as a function of the most apical edge of
the analysis filters for two different electrode configurations. Top panel pre-
sents individual results from five Nucleus-22 cochlear implant listeners.
Lower panel presents average implant results compared to results from simi-
lar conditions in normal-hearing listeners from Fig. 5. Error bars indicate6
one standard deviation.

TABLE III. Subject information for five Nucleus-22 cochlear implant listeners who participated in the present
study. Frequency table refers to the frequency allocation used by the listener in their everyday processor.
Frequency table 7 has a frequency range of 120–8658 Hz while frequency table 9 has a range of 150–10 823
Hz. Frequency table 9 is intended to be an approximate tonotopic map to the electrode locations for a full
electrode insertion. Insertion depth is reported as the number of stiffening rings outside the round window from
the surgical report. A full insertion would be 0 rings out.

Subject Age Gender
Cause of
deafness

Duration
of use
~years!

Insertion
depth

~rings out!
Frequency

table
Score

~CUNY!
Score

~vowel!

N3 55 M Trauma 6 3 7 79.4% 58.1%
N4 39 M Trauma 4 4 9 99.0% 74.2%
N7 54 M Unknown 4 0 9 99.0% 65.6%
N9 55 F Hereditary 7 4 9 100.0% 71.3%
N17 71 F Trauma 1 10 7 85.3% 52.5%
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frequency allocation for the apical electrode set@F(9,40)
54.84, p,0.001# as well as for the basal electrode set
@F(9,40)55.84,p,0.001#. Post hocTukey HSD tests indi-
cated that the score was significantly lower when the most
apical edge of the frequency allocation was 22.75 mm or
more basal for the apical set, and when the most apical edge
of the frequency allocation was 25.75 mm or more apical for
the basal set. Although the absolute level of performance
was better for normal hearing than implant listeners, the
overall pattern of results was similar. Normalized scores for
the two groups of listeners were not significantly different
for the apical set@F(9,80)50.74, p50.67# or basal set@
F(9,80)50.76, p50.65#. Note that normal hearing subjects
have different peak levels for the apical and basal set,
whereas the peaks for the implant listeners are the same.

C. Discussion

For both apical and basal sets of electrodes, the func-
tions in Fig. 7 show a maximum performance for analysis
bands in a limited spectral region, indicating that vowel rec-
ognition in implant listeners was a strong function of the
frequency allocation of analysis bands.

One interesting observation is that the pattern of vowel
recognition as a function of the analysis frequency location is
remarkably similar between electric and acoustic hearing
@Fig. 7~B!#. It is difficult to know exactly the tonotopic loca-
tion of the electrodes in an individual implant patient, but, in
general, the electrodes are located more basally than the
speech information that is delivered. If the best performance
was still determined by the normal acoustic map, then we
would expect the implant functions to peak at 25.00 mm or
more basally. Only one of the implant subjects had a full
electrode insertion, which would place the most apical elec-
trode at approximately 25.00 mm from the base. Subject N17
has ten rings out, which means that her most apical electrode
is roughly 18.00 mm from the base. Yet in these two subjects
and in the other three~who had intermediate electrode loca-
tions! the functions had a peak when the apical edge of the
analysis filters was 26.00 mm from the base. Although there
was some individual variation in the functions, none showed
a peak for the apical electrode set that was more basal than
26.00 mm ~from the base!. Since the electrode insertion
depths of these five patients varied over 7 mm, it is unlikely
that the peak in the function is determined by the normal
acoustic map.

The frequency allocations in the present study are based
on the Greenwood~1990! formula, so that they are some-
what different from the allocations in the clinical frequency
tables used in the Nucleus-22 processor. However, further

analysis shows that best performance occurred at the closest
match to the frequency allocation in their clinical processor,
with which they had at least 6 months of experience. For
example, for the apical electrode set, the center frequencies
of the 4-bands in the clinical speech processor for electrodes
~20, 15, 10, 5! were 229, 1246, 2500, and 5307 Hz for clini-
cal frequency set 9, and were 183, 997, 2000, and 4245 Hz
for clinical frequency set 7. Table IV shows the center fre-
quencies of the 4-band frequency allocations used in the
present study, which did not exactly match the distributions
in either set 7 or 9. However, if we assume that the most
important frequency region for speech recognition to be
1000–3000 Hz, the best matched frequency allocations were
P0525.75– 24.25 mm for the apical electrode set, andP0

523.50– 22.00 mm for the basal electrode set. The data of
the present study show that the best performance was ob-
tained for these frequency allocations in both cases. Another
interesting observation is that the peak difference between
normal-hearing subjects and implant listeners was much
smaller for the basal set than for the apical set. The clinical
frequencies assigned to the electrodes in the basal set were
virtually logarithmically spaced, but the apical set had a
mixed spacing for the clinical assigned frequencies. The
logarithmic frequency spacing among the electrodes in the
basal set was closer to that of analysis filter bands used in the
present study, indicating that better speech performance
could be obtained if the frequencies of the analysis filter
bands were close to the clinical assigned frequencies. All
these results suggest that implant patients have adapted to an
electrical tonotopic pattern different from the normal acous-
tic tonotopic pattern. The best matching frequencies are more
likely determined by the adapted electrical map~accommo-
dation hypothesis! than by the normal acoustic map
~tonotopic-matching hypothesis!.

One important question regarding accommodation is
whether the asymptotic level of performance would equal the
performance of the unaltered stimulus. Posenet al. ~1993!
found that, even after considerable training with spectrally
altered stimuli, speech performance was not completely re-
stored to the original level for stimuli without alteration. Re-
sults of the present study show that the functions in implant
listeners have a lower peak level of performance than those
in acoustic listeners, even though the overall shape of the
functions was quite similar. It is likely that the difference in
peak performance was caused by a partial accommodation to
the spectral mismatch between the analysis bands and tono-
topic location of the stimulated electrodes. The duration and
degree of accommodation to such as mismatch is as yet un-
known. Rosenet al. ~1997! observed a rapid accommodation

TABLE IV. The center frequencies of ten frequency allocations for the four-band processor.

The most apical edge of frequency allocation~mm from the base!

28.00 27.25 26.50 25.75 25.00 24.25 23.50 22.75 22.00 21.25

Band 1 411 473 542 618 702 795 898 1013 1140 1281
Band 2 795 898 1013 1140 1281 1438 1611 1804 2017 2254
Band 3 1438 1611 1804 2017 2254 2516 2808 3131 3489 3886
Band 4 2516 2808 3131 3489 3886 4327 4816 5358 5959 6626
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of normal-hearing subjects listening to frequency-shifted
speech with a 4-band noise vocoder. They found that speech
recognition performance was near chance when the carrier
noise bands were shifted by 6.46 mm relative to the analysis
bands. After only 3 h of training, performance with a single
talker increased to about half of that observed with the origi-
nal unshifted 4-band processor. However, Rabinowitz and
Eddington~1995! reported that speech performance was still
worse than a one-channel condition when speech information
was delivered in a reverse tonotopic distribution~low-
frequency speech information was delivered to basal elec-
trodes and visa versa! even after the patient had used the
experimental processor for 3 days. These results indicate that
the performance level of the altered stimulus and accommo-
dation periods may depend strongly on the degree of spectral
mismatch of the altered stimulus.

A severe spectral mismatch may result in a lower
asymptotic level of performance as well as a longer accom-
modation period. One might expect that assigning the fre-
quencies of analysis bands based on the normal acoustic map
in the initial fitting of a cochlear implant speech processor
may solve this problem. It is probably true that the frequency
allocations based on the normal acoustic map require virtu-
ally no or very short accommodation periods. However, such
an allocation for implants with shallower insertion depths
may result in a loss of important low-frequency speech in-
formation, which cannot be restored by accommodation~Fig.
2!. In that case, a frequency allocation with better spectral
resolution might provide better performance even though
there is some spectral mismatch between analysis and carrier
bands~Fig. 5, open circles!. The present results indicate that
a tradeoff between spectral resolution~accommodation hy-
pothesis! and spectral mismatch~tonotopic-matching hypoth-
esis! should be considered carefully in the initial fitting of a
cochlear implant speech processor.

III. SUMMARY AND CONCLUSIONS

Four conclusions are summarized based on the results in
the acoustic stimulation study and the last conclusion is
made based on the results in the electric stimulation study.

~1! Vowel recognition was only mildly affected by shifting
the entire frequency range 6.75 mm along the cochlea, as
long as spectral and tonotopic locations were matched.
The decline in performance at more basal locations
could be explained by AI theory.

~2! Best performance was obtained when the analysis bands
and carrier bands were matched in tonotopic position
and extent. Performance declined steeply as the tono-
topic location of either carrier bands or analysis bands
were shifted relative to each other by more than 3 mm.

~3! Spectral resolution, as represented by the number of
noise carrier bands in a noise-band vocoder, had a sepa-
rate and independent affect on speech recognition from
both spectral range and spectral mismatch. Greater spec-
tral resolution did not provide additional robustness
against the deleterious effects of tonotopic shifting and
mismatching.

~4! The effect of spectral shifting was clearly dependent on
talker gender, with male voices tolerating more basal
shift and children’s voices tolerating more apical shift.
This suggests that the frequency range over which listen-
ers can tolerate tonotopic shifting is fixed.

~5! The implant subjects have accommodated to the tono-
topic patterns provided by their clinical implant proces-
sor and have the same sensitivity to spectral shifting as
normal-hearing listeners.
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Segmental and syllabic representations in the perception
of speech by young infants
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In a series of four experiments, the ability of 3- to 4-month-old infants to form categorical
representations to syllable-initial consonants in monosyllabic stimuli~experiments 1 and 2! and to
initial and final syllables in bisyllabic stimuli~experiments 3 and 4, respectively! was investigated.
Experiment 1 yielded no evidence of categorical representations for the initial consonant. However,
the results indicated that the four or six stimuli presented during the initial phase of familiarization
had been remembered. The results of experiment 2, which employed a less stringent familiarization
criterion, replicated the findings of experiment 1, although there was some evidence for
categorization for infants whose familiarization performance more closely matched the weaker
criterion. In experiment 3, there was strong evidence for a categorical representation of the initial
syllable of bisyllabic stimuli for infants experiencing six familiar stimuli. In experiment 4, there was
less robust evidence of categorization of the final syllable of bisyllabic stimuli, but again only when
six familiar stimuli were experienced. The results were discussed in terms of the earliest
representation of speech being syllables that could be modified by the rhythmic nature of the infant’s
native language. ©1999 Acoustical Society of America.@S0001-4966~99!01203-5#

PACS numbers: 43.71.Ft@WS#

INTRODUCTION

A characteristic of spoken language is its very nearly
continuous nature. Moreover, when discontinuities occur in
the form of short periods of silence and abrupt changes in the
nature of the acoustic energy, these discontinuities tend to
bear no consistent relation to our percepts, be they words or
prelexical units~e.g., phonetic segments and syllables!. In
addition, the speech signal is marked by a lack of invariant
spectral and temporal information for the identification of
specific phonetic contrasts~Liberman et al., 1967; but see
Stevens and Blumstein, 1981! and to a lesser extent their
syllabic combinations, thereby making explanation of the
processes of word acquisition and recognition as yet difficult
to describe.

Nevertheless, conventional wisdom holds that a direct
relation between the acoustics of speech and words~see, for
example, Klatt, 1979, 1989! is impractical. Presumably, the
variation in the production of words both between and within
speakers would create an indefinite number of mappings be-
tween the signal and the mental instantiation of words. Con-
sequently, processing hypotheses have centered on the con-
straint that the speech stream is initially segmented into
smaller, prelexical representational units that serve as the
basis for lexical acquisition and access, despite the nearly
continuous nature of speech and the absence of invariant
cues for sublexical segmentations~e.g., Pisoni and Luce,
1987; Mehler, 1981; Jusczyk, 1996, 1997!.

Phonemes and syllables are the most frequently pro-
posed units. Phonemes provide the smaller inventory of
units, and given the small number of phonemes in any lan-

guage, the acquisition and recognition of words by means of
a phoneme-by-phoneme procedure would be relatively effi-
cient. However, the lack of invariance arising from the ef-
fects of coarticulation, among other contextual factors,
makes the physical realization and representation of the pho-
neme problematic~Libermanet al., 1967! and consequently
not easily segmented and identified. The repertoire of syl-
lables in any language is considerably larger, especially in
languages with complex syllabic structures such as English.
Nevertheless, coarticulatory effects would be less a problem
in that coarticulatory effects across segments within syllables
are~or can be! informative. Of course, coarticulatory effects
across syllables remain a problem. In addition, it is also true
that if lexical searches begin at any identified phoneme or
any identified syllable, greater cognitive economy will be
achieved if the search begins with syllabic structures, as the
ratio of successful to unsuccessful searches will be consider-
able higher with syllabic-initiated searches~Cutler and Nor-
ris, 1988!.

Recent research has sought to provide evidence regard-
ing the representational forms, typically phonemic segments
or syllables, which prelinguistic infants use to represent
speech in order to further our understanding of lexical acqui-
sition and later lexical access. The first study to directly in-
vestigate a possible role of syllables as processing units in
infant speech perception was that of Bertoncini and Mehler
~1981!. They found that 4-day-old infants discriminated the
reversal of the initial and final consonants of patterns with
three synthetic segments only when the consonants were the
syllable-initial and syllable-final consonants of a consonant–
vowel–consonant~CVC! syllable which is a legal syllabic
structure and not when the same consonants began and ended
a CCC utterance, which is not a legitimate syllable. More-a!Electronic mail: Peter_Eimas@brown.edu
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over, reversal of the first and third consonants in a VCCCV
structure, which has a permissible bisyllabic configuration,
were likewise discriminated. The authors concluded that
‘‘We interpret our results as favoring a view according to
which the syllable is the natural unit of segmentation and
processing’’~p. 247!—a view that Mehler and his colleagues
have been instrumental in developing since the early 1980’s
~Mehler, 1981; Mehleret al., 1981; Mehler, Segui, and
Frauenfelder, 1981; Bertonciniet al., 1995!.

Bijeljac-Babic, Bertoncini, and Mehler~1993! have pro-
vided further evidence that the syllable is the unit of process-
ing and the basis for the representation of speech by infants.
They showed that 4-day-old infants, born into French-
speaking homes, distinguished a list composed of bisyllabic
utterances from one composed of trisyllabic utterances. This
occurred even when the natural difference in duration be-
tween utterances of two, as opposed to three, syllables was
reduced by means of algorithms that compress and expand
natural speech, while maintaining their intelligibility. More-
over, infants from the same population did not discriminate
two-syllable utterances that had either four or six phonemes,
despite the fact that the difference in duration between these
utterances was nearly the same as that between the two- and
three-syllable utterances.

A number of experiments on the formation of categori-
cal representations for speech by Jusczyk and his colleagues
~Bertonciniet al., 1988; Jusczyk and Derrah, 1987; Jusczyk,
Kennedy, and Jusczyk, 1995; Jusczyket al., 1990! have like-
wise produced evidence that in its entirety supports a syllabic
form of representation of speech by young infants, either 4
days or 2 months of age. In addition, the findings indicate
that by 2 months of age the encoding of CV syllables to
which the infant had been familiarized was highly detailed.

In a typical experiment~Bertonciniet al., 1988; Jusczyk
and Derrah, 1987!, an infant is presented with a series of
monosyllabic stimuli during the first, familiarization phase
that has a common phonetic segment, either the consonant
@b# with varying vowels~@bi# as in bee,@bo# as in bowl,@bÑ#
as in berg, and@ba# as in body! or the vowel@i# with varying
consonants~@bi#, @si#, @li #, and @mi#!. Based on studies of
categorization in the visual domain~see Quinn and Eimas,
1986, 1996, for reviews!, the expectation is that if a categori-
cal representation was formed at the level of the segment and
was sufficiently salient, then evidence of discrimination
would only be available if a novel CV test stimulus differed
with respect to the initial common consonant in the former
case, and with respect to the final common vowel in the latter
case. Differences in the previously variable segment,
whether the vowel or consonant, would be unnoticed or not
sufficiently attended to in order to cause dishabituation. This
wasnot the case with 2-month-old infants. After familiariza-
tion with the series of@bV# syllables, infants discriminated
about equally the addition of the syllable@bu# to the familiar
stimuli which had a novel vowel along with the common
consonant and which should not have been discriminated had
categorization occurred, the syllable@da#, which consisted of
a novel consonant and a familiar vowel, and the syllable
@du#, which had a novel consonant and a novel vowel and
like @da# should have been discriminated. After familiariza-

tion with syllables with a common vowel and differing initial
consonants, discrimination occurred to all test stimuli
whether they differed from the familiar stimuli in the conso-
nant alone~@di#! or the vowel alone~@ma#! as well as in both
the consonant and vowel~@da# and @d(#!. Categorization, as
defined, had not occurred in either case, but rather it would
appear that each CV had been represented, and consequently
any segmental change was sufficient to cause dishabituation.
It is important to note that during the test trials, the familiar
and novel stimuli were both presented.

After familiarization with the common consonant, the
4-day-old infants, like the 2-month-olds, showed discrimina-
tion of a novel vowel, whether paired with a familiar or
novel consonant,@bu# or @du#, respectively. However, they
did not discriminate@da#, which had a novel consonant, but
importantly did not have a novel vowel. In addition, all of
the test stimuli were discriminated after familiarization with
stimuli having the common vowel@i#, except@di#, the stimu-
lus with only a novel consonant. The findings with stimuli
with a common vowel are thus in accord with a categorical
representation based on vocalic segments~cf. Mehler et al.,
1996!. Nevertheless, the neonate data as a whole were taken
by the authors to support syllabic representations in which
the consonants were represented with sparse, if any, detail.
As a consequence, distinctions would not be made between
the novel and familiar consonants, such as@b# and @d#, and
discrimination would be governed by the novelty of the sa-
lient vowel. With regard to the older infants, each familiar
CV syllabic sequence appeared to be quite specifically rep-
resented and thus any new sequence, whether novel with
respect to the vowel, consonant, or both, would be detected,
as was the case. Of course, the fact that infants did not evi-
dence categorization of the common consonant or vowel
does not necessarily indicate that these segments and their
common nature were not part of the representation of speech.
Under other, as yet unknown conditions, evidence of their
abstraction and categorization might well be obtained.

Based on these data demonstrating a lack of evidence
from young infants for categorical representations at the seg-
mental level, it might be argued that infants below 6 months
of age are unable to form categories based on the common
elements of speech, an argument that is weakened in that a
form of categorization exists in infants this age as defined by
categorical perception~Eimas, 1997; Jusczyk, 1996, 1997!.
In addition, that this is not the case is attested to by the
findings of Jusczyket al. ~1995! that likewise add strong
support for a syllabic unit of representation in infancy that,
as will be argued later together with the present findings, is
the initial or default representation of speech. In their first
experiment, 2–3-month-old infants were familiarized with
four bisyllabic utterances that had a common stressed first
syllable, @ba#: @ba.zi#, @ba.lo#, @ba.m(t#, and @ba.d}s#. ~The
period marks the syllabic boundary.! On attaining the crite-
rion for familiarization, a syllable was added to the original
familiar stimuli such that the test phase included the new
stimulus plus the familiar stimuli. The novel stimulus dif-
fered from the familiar stimuli~a! in the final unstressed
syllable ~as did all the test stimuli!, but had the same initial
syllable~@ba.n#l#!, ~b! in a single feature in the initial conso-
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nant of the first syllable~@pa.m#l#!, ~c! by two features in the
initial consonant of the first syllable~@ka.f#l# or @na.b#l#!,
with the latter stimulus interestingly containing both of the
familiar segments from the first syllable, although no longer
as a complete syllable or part of a single syllable, and~d! in
the vowel of the familiar first syllable~@b,.vÑn#!. Infants
detected the presence of the novel stimulus in all situations
except condition~a!, where the initial syllable was familiar—
evidence in accord with the view that a categorical represen-
tation was formed based on a detailed representation of the
initial CV syllable, and not the vowel alone@see, particu-
larly, test condition~b!#. Moreover, this representation must
have encoded the presence of the second syllable, but merely
as being present without featural, segmental, or wholistic
syllabic details. Otherwise, the test stimulus@ba.n#l# in con-
dition ~a! would have been considered novel.

Given the importance of the manner in which speech is
represented both during the initial acquisition of words and
their later recognition, further evidence related to the catego-
rization and representation of speech by young infants with a
somewhat different experimental procedure was sought. A
familiarization-preference testing procedure was used that, in
different forms, has been successful in demonstrating quite
specific categorical representations of natural kinds and arti-
facts in young infants in the visual domain~for reviews of
this literature, see Quinn and Eimas, 1986, 1996!. In the first
two experiments, infants were familiarized with a number of
monosyllabic speech patterns with one common and at least
one variable segment across the patterns~for example, CV
syllables with the common initial segment@b# and a different
vowel in all syllables, as well as a final consonant in some
syllables!. In other words, all of the test stimuli had a novel
coda. On attaining the familiarization criterion, two novel
syllables are presented successively, one in which the famil-
iar consonant is paired with a novel coda~novel vowel and
novel or familiar final consonant if present!, and the other in
which a novel initial consonant is paired with the same novel
coda. Given that the common initial consonant had been rec-
ognized as being the same in all instances and represented as
a category based on the initial segment, and given the young
infant’s strong preference for novelty, then discrimination
should only occur for the test stimulus with the novel initial
consonant. This procedure is more sensitive in experiments
on the formation of categories in infants than that used by
Jusczyk and his colleagues in that the familiar stimuli are not
presented during the test trials. Thus, it is more difficult in
the present procedure to compare the novel stimuli with the
familiar stimuli—memory is required and it is not unreason-
able to assume that memory for a common segmental ele-
ment that was always presented would be stronger than that
for the relatively many individual syllables that had been
presented less frequently. Hence, the assumption was that if
segmental categories were formed, the present procedure
would be more likely to evidence their existence.

In experiments 3 and 4, almost exactly the same proce-
dure was used with the single exception that infants were
tested with bisyllabic utterances with either a common initial
syllable ~experiment 3! or a common final syllable~experi-
ment 4!. In this manner, it was possible to compare the in-

fant’s ability to represent the basic units of speech, segments,
and syllables, and to infer the initial, more salient represen-
tational unit of speech and its relation to the representation of
speech by adult listeners.

I. EXPERIMENT 1

In this experiment, 3- to 4-month-old infants were famil-
iarized with either four or six monosyllabic patterns, each of
which had the same initial consonant,@b# or @d#. The use of
four or six familiar stimuli was undertaken to further test
earlier findings that evidence for categorization is more
likely to be obtained when the demands on memory are
greater—that is, when there were six familiar stimuli
~Bomba and Siqueland, 1983!. On reaching the criterion for
familiarization, they were then presented with two novel pat-
terns, one, for example, with a novel vowel paired with the
familiar consonant and the other with the same novel vowel
but paired with a novel consonant, the previously unheard
initial consonant@b# or @d#. As noted, the expectation based
on previous research in speech and vision is that if a cat-
egorical representation for the familiar segment was formed
and sufficiently robust, infants should show greater respon-
sivity to the pattern with the novel consonantal segment than
to the pattern with the familiar consonant, the novel variation
in the vowel being ignored. Indeed, the level of responsivity
to the test stimulus with the familiar initial consonant should
approximate what it had been at the end of familiarization,
given only categorical representations for the initial conso-
nant.

A. Method

1. Participants

The listeners were 64 infants, 3–4 months of age (M
53.33 months; s.d.50.48 months! and to the best of our
knowledge, all came from monolingual English-speaking
home environments. There were 24 females and 40 males.
An additional 32 infants failed to complete the experiment
for the following reasons: seven were fussy, 18 failed to look
long enough and thus were not sufficiently exposed to the
familiarizing sounds, and seven did not attain the familiar-
ization criterion within 15 min. The vast majority of infants
in this and the other studies to be reported was Caucasian
and from middle- and upper-middle-class homes situated in
the greater Providence, RI area. The infants in all experi-
ments were recruited by obtaining permission of their moth-
ers to participate shortly after their birth at Women and In-
fants Hospital of Rhode Island. Parents were paid a small
honorarium for their participation.

2. Stimuli

The stimuli were 18 syllables, produced by a male
speaker of North American English with list intonation, most
of which were words for adults but, of course, not for infants.
Nine of the stimuli began with@b# and nine with@d#. They
were as follows: bead, deed, bid, did, bed, dead, bad, dad,
bay, day, boo, due, bot, dot, boat, dote, birt, and dirt.1 The
vowels widely sampled the acoustic space containing Ameri-
can English vowels. The stimuli were recorded onto a DAT
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recorder by a male speaker of American English. They were
then sampled at 20 kHz and stored on the disk of a Gateway
2000 computer. The stimuli were then edited and stored in
18 individual files, one for each stimulus. From each set of
nine stimuli that was assigned to 32 infants, 16 of the infants
received four or six stimuli that were randomly selected to
serve as the familiar stimuli. The selection procedure was
repeated eight times. Thus, each group of four or six ran-
domly selected stimuli was assigned to two infants in order
that the stimuli and their arrangement would be identical
during familiarization, while the test-trial stimuli differed
only with respect to whether the infants heard the novel or
familiar initial consonant on the first or second test trial. To
create the test-trial stimuli for each pair of infants who would
receive the same familiar stimuli, two unfamiliar stimuli with
the same novel coda were randomly selected eight times, one
with the familiar initial consonant and one with a novel ini-
tial consonant.

The six to-be-familiar stimuli were arranged into six dif-
ferent randomly ordered files, each containing all six stimuli
separated by 200 ms of silence. The two test-trial stimuli
were each arranged into two files of six identical stimuli,
with each stimulus again separated by 200 ms of silence.
Thus, the familiar and novel stimuli were presented in an
identical manner.

For the 32 infants who received only four stimuli during
familiarization, the selection and arrangement of the four to-
be-familiar and two test stimuli were as described for infants
receiving six stimuli, with the sole exception that each of the
files contained only four stimuli. In summary, each pair of
infants received a random selection of the stimuli during
familiarization, either four or six stimuli, as well as a random
selection of two of the remaining stimuli for presentation
during the test trials, one with a familiar initial consonant
and one with a novel initial consonant. Both test stimuli had
the same novel vowel and familiar or novel final consonant,
if present.

3. Apparatus

The stimuli were presented to the infant by means of
programs developed by John Mertus at Brown University as
part of the BLISS system and were heard over a mini Advent
speaker. The overall-intensity level~measured at the infant’s
head! was approximately 78 dB~A! SPL.

The speaker was located approximately 65 cm from the
infant’s head and directly above a picture of a woman’s face
that was well lighted and situated on a black panel directly
below the Advent speaker. The picture, which was 15.4
314.7 cm, was located approximately 61 cm from the in-
fant’s eyes and subtended angles of 14 deg 38 vertically and
13 deg 308 horizontally. Just below the woman’s jaw was a
hole in the black panel, through which a permanently
mounted TV camera recorded the entire face of the baby.
The baby’s facial image was displayed on a monitor located
in a separate room. The experimenter in the room with the
monitor viewed the baby and pressed a button on a response
panel whenever the picture of the woman was centered on
the infant’s corneas. Pressing the button initiated presenta-

tion of the speech stimuli and releasing it stopped presenta-
tion when the stimulus file with the four or six stimuli being
presented ended.

4. Procedure

As noted, a familiarization-preference procedure was
used ~cf. Best, McRoberts, and Sithole, 1988; Miller and
Eimas, 1996!. Each infant was positioned in a reclining in-
fant’s seat in a dimly lighted, sound-attenuated room facing
the lighted picture of the woman’s face and the speaker.
After the infant was comfortably settled by the first experi-
menter, the experiment began. The first experimenter, who
was seated to the side of the infant, listened to recorded
music over earphones to mask the speech stimuli being pre-
sented. The second experimenter, who was naive with re-
spect to the experimental condition, observed the infant’s
face on the monitor in a separate room and presented the
stimuli when the infant was appropriately focused on the
woman’s face. When the button was pressed and the speech
presented, the entire file of four or six randomly ordered
stimuli was presented. The second experimenter released the
button whenever the infant looked away from the picture,
which stopped stimulus presentation when the stimulus file
was completed. The second experimenter could, by turning
her head briefly, observe a second monitor that displayed the
trial number of the familiarization or test-trial period and
thus would know when to terminate the experiment. Interex-
perimenter reliability for this procedure across a variety of
dependent measures has been found to be quite high in our
laboratory, being between 0.84 and 0.96~Eimas and Miller,
1992!.

A trial was defined as the observation of the picture by
an infant for at least 4 s, followed by a continuous period of
looking away from the picture for a period of at least 1 s. If
the infant looked away from the picture for less than 1 s
during a trial, the clock recording total observation time for
that trial stopped, and then continued when the infant re-
sumed looking at the picture. The familiarization period
lasted for at least six trials and ended when the mean looking
time for the final three trials was 50% of that for the first
three trials. The six files were presented in a fixed order
across the first six trials, and the order was repeated if there
were more than six trials of familiarization. This insured that
the individual familiar stimuli, whether there were four or six
stimuli, were presented in the six different random orders,
and given the duration of the stimuli, the silence between
stimuli, the minimal duration of a trial, and the familiariza-
tion criterion, each stimulus was heard at least 12 times. In
summary, half the infants were randomly assigned to each
familiarization condition~six versus four stimuli!, and half
the number of these infants was familiarized with a random
selection of stimuli with the initial consonant@b# and half
with the initial consonant@d#.

On completion of the familiarization phase, the test-trial
period was immediately initiated. There were six trials; three
presented the novel stimulus with the familiar initial conso-
nant, and three the novel stimulus with the novel initial con-
sonant. The order in which the two novel test stimuli were
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presented alternated across the six trials, with each stimulus
beginning the test-trial series for half of the infants.

B. Results and discussion

1. Familiarization

Table I shows the mean looking times for the first three
and final three trials of familiarization as a function of the
number of stimuli experienced during familiarization. The
results have been averaged across the two initial consonants
~@b# and @d#! inasmuch as the initial consonant never pro-
duced a reliable or even near-reliable main effect or interac-
tion during either phase of the series of experiments. An
analysis of variance of the familiarization data, performed
separately on the data from each of the familiarization
conditions,2 initial consonant~@b# vs @d#! by trials ~first three
vs last three!, showed that the trials effect was reliable
@F(1,30).74.49,p,0.001, in each analysis#. There was a
reliable decrement in looking times across trials, which is not
surprising given the nature of the familiarization phase. All
otherF values were less than 1.00.

2. Test phase

Difference scores were computed by subtracting the
mean looking times averaged across the last three trials of
familiarization from the mean looking times for the three test
trials when the initial test-trial consonant was familiar; that
is, the same as that heard during familiarization, and when it
was novel or different. Fixation times on any particular test
trial greater than 60 s~which were at least 3 s.d.’s above the
mean of a given condition! were eliminated and replaced by
the mean of that particular condition and trial. There was one
such score in experiment 1, and it occurred when the familiar
and test-trial initial consonants were the same. The mean
difference scores are shown in Table I. The concern of the
present experiments is whether categorization occurred. To
reiterate, the criteria for categorization are a mean difference

score not reliably greater than chance~zero in this case!
when the initial consonants were familiar and a difference
score greater than chance when the initial consonants were
novel, as well as a significant difference between the two
difference scores.3 Given these criteria, categorization did
not occur when the number of familiarization exemplars was
four or six. In both conditions, the two difference scores
were greater than expected by chance@ t(31).2.83, p
,0.01, for all tests# and the two scores in each familiariza-
tion condition did not differ@ t(31),1.0, p.0.10, in each
case#.

The data do, however, support the contention that the
infants encoded and represented the four or six familiar syl-
lables for at least the duration of the experiment, and treated
each test-trial syllable as novel, whether only the coda had
been changed or whether the initial consonant and the coda
were both changed. If this is indeed the case, it would indi-
cate that the syllables had been represented with a consider-
able amount of specificity with respect to both the initial
consonant and the following vowel~cf. Jusczyket al., 1995!.

II. EXPERIMENT 2

At issue at this point was whether some simple experi-
mental manipulation would function to enhance the probabil-
ity of finding evidence for categorization of the initial con-
sonantal segment. One such variable might well be the
duration of the familiarization period. Given a shorter period
of familiarization with the consequence that each exemplar is
experienced less frequently, it is possible that it will become
difficult or even impossible to encode and remember all of
the familiar exemplars. In addition and more importantly,
infants will be relatively more likely to strongly encode and
remember those characteristics that are common to each pat-
tern, and hence provide evidence for a categorical represen-
tation based on the initial consonant~cf. Bomba and Sique-
land, 1983!. In the next experiment, the frequency with
which the infants experienced each exemplar was~presum-
ably! decreased by making the criterion for familiarization
more lenient, now being 75% of the looking time during the
first 3 min rather than 50%.

A. Method

1. Participants

There were 64 infants, 29 females and 35 males, 3 to 4
months of age (M53.24 months; s.d.50.41 months). An ad-
ditional 16 infants failed to complete the experiment, 11 be-
cause they were excessively fussy, and five because they did
not look sufficiently long at the picture to become familiar
with the sounds, or failed to meet the criterion for familiar-
ization. The infants were from the same population of infants
as that described in experiment 1.

2. Stimuli and apparatus

The stimuli, their manner of arrangement, and the appa-
ratus were identical to those of experiment 1.

TABLE I. Mean fixation times~s! and standard deviations as a function of
the number of familiarization stimuli and experiments.

Familiar
stimuli

Familiarization trials Test-trial difference scoresa

First three Last three Familiar Novel

M s.d. M s.d. M s.d. M s.d.

Experiment 1
4 21.58 12.50 8.49 4.73 2.83 6.34 3.45 7.54
6 23.17 9.80 8.13 3.34 3.65 5.16 3.42 5.59

Experiment 2
4 23.65 15.14 10.40 4.92 2.33 6.28 4.01 7.79
6 23.35 16.85 10.15 6.49 2.35 6.65 2.30 4.82

Experiment 3
4 24.58 9.16 8.43 3.25 5.26 6.49 5.73 7.95
6 33.72 20.30 11.26 5.33 1.54 6.61 3.85 6.44

Experiment 4
4 33.78 25.34 9.44 4.96 2.29 6.30 1.91 5.13
6 33.81 18.99 10.57 5.28 0.98 6.03 2.59 7.91

aMean looking-time differences when the test-trial consonant or syllable was
the same or different from that heard during the familiarization trials.
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3. Procedure

In all respects, with but one exception, the procedural
details were the same as those employed in experiment 1.
The one exception was the criterion for familiarization,
which was changed from 50% to 75% of the mean looking
time for the first three familiarization trials during the final
three familiarization trials. This manipulation was partially
successful. The mean number of familiarization trials in ex-
periment 2 was less than in experiment 1, but the difference
was marginally reliable only when there were six stimuli
@6.23 vs 7.63 trials;t(62)51.96, p,0.05, one-tailed#. With
four familiar stimuli, the difference was 7.31 vs 6.25 trials
@ t(62),1.00,p.0.10].

B. Results and discussion

1. Familiarization

Table I shows the mean looking times for the first three
and final three trials of familiarization as a function of the
number of familiar stimuli. Analysis of variance of the fa-
miliarization data, initial consonant~@b# vs @d#! by trials ~first
three versus last three!, revealed significant effects for trials
@F(1,30).42.55, p,0.001, in each familiarization condi-
tion#, there being a reliable decrement in looking times
across trials as expected, given the manner in which the fa-
miliarization phase was conducted. All otherF values for
main effects and interactions were less than 1.00.

2. Test phase

Difference scores were computed for individual infants
as described in experiment 1. There were three looking times
greater than 60 s that were replaced by the mean scores for
the condition and trial from which they were removed; two
of the scores occurred when the familiar and test-trial initial
consonants were different and one occurred when they were
the same. The mean difference scores are shown in Table I.
Inspection of Table I shows that the looking times in all four
conditions again showed recovery—that is, an increase over
the mean times for the last three trials of familiarization.
Moreover, in all four conditions the difference scores were
reliably greater than chance:@ t(31).2.50,p,0.025 in each
instance#. In addition, there was no difference between the
difference scores for familiar and novel initial consonants
when the number of familiar exemplars was either four or six
syllables@ t(31),1.00, p.0.10, in each case#. These mea-
sures thus provided no evidence for categorization.

It would appear then that reducing the infants’ exposure
to the familiar stimuli did not produce evidence for a cat-
egorical representation. However, a closer inspection of the
data shows that this conclusion needs to be somewhat tem-
pered. What is true is that the criterion for familiarization in
this experiment, while set at 75%, was considerably sur-
passed. In actuality, the mean looking time on the final three
trials was 44% of the mean looking time on the first three
trials, a higher percentage than that of experiment 1, which
was 37%, but one that is still considerably below that of the
75% criterion that was sought. Nevertheless, there were 32
infants who produced looking times on the last three trials of
familiarization that were higher than 50%, being on average

62%, and took fewer trials to attain the familiarization crite-
rion than the infants of experiment 1, 6.63 vs 7.47@ t(94)
51.84, 0.05,p,0.10], and interestingly these infants
showed some evidence for categorization. There was a reli-
able difference@ t(31)52.24, p,0.05] between test trials
with familiar and novel consonants~2.13 vs 3.82 s!. How-
ever, both difference scores were greater than chance
@ t(31)52.35, p,0.05 andt(31)53.34, p,0.001, respec-
tively#, which is not in accord with the test-trial performance
being governed solely by categorical representations. More-
over, given the results to be presented showing the formation
of categorical representations for syllables in experiments 3
and 4, these consonantal categorical representations may
well not be the initial representation of speech, but rather
ones that are derived froma priori syllabic representation, or
at the very least, less salient than syllabic representations.

III. EXPERIMENT 3

Experiment 3 was undertaken to determine whether in-
fants would form a categorical representation for the initial
syllables of bisyllabic utterances. The stimulus patterns be-
gan with @ba# or @da#. Each infant was familiarized with a
random selection of four or six bisyllabic patterns, and on
attaining the criterion for familiarization was presented with
two new stimulus patterns, one in which both syllables were
novel and one in which only the final syllable was novel, the
initial syllable having been experienced during familiariza-
tion. The novel second syllable was the same for both test-
trial stimuli. As described earlier, categorization of the initial
syllable would be evidenced if infants showed above-chance
responding to the pattern with a novel initial syllable and
near-chance responding to the pattern with the familiar initial
stimulus, as well as a reliable difference in responding to the
two patterns.

A. Method

1. Participants

The listeners were 64 infants, 3–4 months of age (M
53.35 months; s.d.50.38 months). There were 26 females
and 38 males. Fifty additional infants failed to complete the
experiment for the following reasons: 32 were fussy, 14
failed to look long enough and thus were not sufficiently
exposed to the familiarizing sounds, one fell asleep, and
three did not attain the familiarization criterion within 15
min.

2. Stimuli and apparatus

The stimuli were 18 naturally produced bisyllabic utter-
ances by the same male speaker of American English who
produced the stimuli for experiments 1 and 2. Nine of the
stimuli began with@ba# and nine with@da#. They were as
follows: ba.pea, da.pea, ba.tad, da.tad, ba.mid, da.mid,
ba.said, da.said, ba.nay, da.nay, ba.zoo, da.zoo, ba.woe,
da.woe, ba.gir, da.gir, ba.cog, and da.cog~the period repre-
sents the syllabic boundary!. The stimuli were produced with
list intonation and with the attempt to produce weak stress on
the first syllable. Weak stress was sought so as not to make
the constant syllable too distinctive relative to the constant

1906 1906J. Acoust. Soc. Am., Vol. 105, No. 3, March 1999 Peter D. Eimas: Segmental and syllabic categories



consonant of the first two experiments. The mean peakF0

was 101 Hz for the initial syllable and 103.9 Hz for the
second syllable. The lowestF0 was 85 and 83.6 Hz in the
first and second syllables, respectively. The peak amplitude,
taken at approximately the midpoint of the vowel, differed
by less than 0.3 dB across syllables. TheF0 and amplitude
differences were not statistically reliable. Finally, the mean
duration of the initial and final syllables was 216.1 and 437
ms, respectively (p,0.01). This large difference was prob-
ably due to many factors, including the naturally longer final
syllables and the particular consonants and vowels that made
up the variable second syllable. It would thus appear that the
two syllables were fairly close in terms of stress, although
the initial syllable was perceived as weakly stressed by naive
adult listeners in an informal test, despite its short duration.

Four or six stimuli were randomly selected for each in-
fant for the familiarization period, and two of the remaining
stimuli, one beginning with@da# and one with@ba# and each
with the same final syllable, were randomly selected for the
test phase. The stimuli were arranged in exactly the same
manner as in experiments 1 and 2, thereby ensuring that each
familiar stimulus was heard at least 12 times, given the du-
ration of a stimulus file. The apparatus was the same as that
described in experiment 1.

3. Procedure

The procedural details were identical to those used in the
first experiment.

B. Results and discussion

1. Familiarization

Table I shows the mean looking times for the first three
and last three trials of familiarization.4 An analysis of vari-
ance of the individual looking times for each familiarization
condition, initial syllable~@ba# vs @da#! by trials ~first three
versus last three!, revealed significant effects for trials
@F(1,30).51.50, p,0.001, in each familiarization condi-
tion#, there being a reliable decrement in looking times
across trials. All otherF values for main effects and interac-
tions failed to attain significance@F(1,30),1.40, p.0.10,
in all tests#.

2. Test phase

Individual difference scores were computed as described
above and displayed in Table I. There were five looking
times that were greater than 60 s, three of which occurred on
test trials with the novel initial syllable and two on trials with
the familiar initial syllable. Infants familiarized with four
bisyllabic patterns showed no evidence of categorization.
The difference scores on test trials with the familiar and
novel initial syllables did not differ from each other@ t(31)
,1.00, p.0.10], and both were significantly greater than
chance@ t(31).4.08,p,0.001, in each instance#.

However, for those infants familiarized with six bisyl-
labic patterns there was statistically reliable evidence for cat-
egorization. When the test-trial pattern contained the familiar
initial syllables, the difference score~1.54 s! did not differ

from chance@ t(31)51.32,p.0.10], whereas when the ini-
tial syllables were novel, the difference score~3.85 s! did
differ from chance@ t(31)53.38,p,0.001] and the two dif-
ference scores were statistically different@ t(31)52.23, p
,0.05].

In sum, it would appear that categorization of a syllabic
structure was in fact evidenced, but only when the number of
familiar exemplars was relatively large.5 This is not a new
finding, at least in the visual domain. For example, Bomba
and Siqueland~1983; also see Quinn, 1987! obtained no evi-
dence for categorization of geometric forms with six variants
of the forms, but did find strong evidence for categorization
when the number of familiar exemplars was increased to 12.
Finally, given the fact that after familiarization with four
exemplars, both difference scores were significantly greater
than chance, it would appear that the infants had encoded
~represented! each of the familiar patterns, with the conse-
quence that any test-trial pattern differing in both syllables or
only the second syllable was considered novel and in being
novel attracted attention. The final experiment sought evi-
dence for the categorization of the final syllable in bisyllabic
patterns, primarily in order to add generality to the findings
of experiment 3. The stimulus patterns were like those used
in experiment 3 in that the initial and final syllables were
interchanged, thereby creating a constant final syllable dur-
ing familiarization.

IV. EXPERIMENT 4

A. Method

1. Participants

The infants were 64 infants, 3–4 months of age (M
53.51 months; s.d.50.43 months). There were 27 females
and 37 males. Thirty-nine additional infants failed to com-
plete the experiment for the following reasons: 21 were
fussy, six failed to look long enough and thus were not suf-
ficiently exposed to the familiarizing sounds, three fell asleep
and nine did not attain the familiarization criterion within 15
min.

2. Stimuli and apparatus

The stimuli were 18 bisyllabic utterances, again pro-
duced by the same male speaker of American English with
list intonation and~attempted! weak stress on the second,
common syllable. The mean peakF0 values were 106.33 and
99.94 Hz and the lowestF0 values were 83 and 78.6 Hz for
the first and second syllables, respectively. Both differences
were not statistically significant. The mean peak amplitude
of the unstressed syllable was 2.14 dB greater than that of
the stressed syllable, and this difference was significant
@ t(34)53.91, p,0.01]. Finally, the mean duration of the
initial syllable was 351.3 ms and 372.6 ms for the second
syllable, a nonsignificant difference. It would thus appear
that the first variable syllable was somewhat more stressed
than the second constant syllable, although this was not ap-
parent to adult listeners, perhaps because of the repetition of
the constant second syllable. Nine of the stimuli ended with
the syllable@ba# and nine with@da#. They were as follows:
pea.ba, pea.da, tad.ba, tad.da, mid.ba, mid.da, said.ba,
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said.da, nay.ba, nay.da, zoo.ba, zoo.da, woe.ba, woe.da,
gir.ba, gir.da, cog.ba, and cog.da. The stimuli were produced,
arranged, and selected for individual infants as in experiment
3. The apparatus was the same as that described in experi-
ment 1.

3. Procedure

The procedural details were identical to those used in the
first and third experiments.

B. Results and discussion

1. Familiarization

Table I provides the mean looking times for the first
three and last three trials of familiarization for both familiar-
ization conditions. Analysis of variance of the individual
looking times, initial syllable~@ba# vs @da#! by trials ~first
three versus last three!, revealed as expected reliable effects
for trials @F(1,30).35.83,p,0.001, in both familiarization
conditions#, the looking times on the last three trials reliably
declining. All otherF values for main effects and interac-
tions failed to attain significance@F(1,30),2.0, p.0.10].

2. Test phase

Individual difference scores were computed as described
above and displayed in Table I. There were four looking
times greater than 60 s, two on trials with the novel final
syllables and two on trials with the familiar final syllable.
Infants familiarized with four bisyllabic patterns again
showed no evidence of categorization. The difference scores
on test trials with the familiar and novel initial syllables did
not differ from each other@ t(31),1.33, p.0.10] and both
were significantly greater than chance@ t(31).2.06, p
,0.05, in each instance#.

However, for those infants familiarized with six bisyl-
labic patterns containing a common final syllable, there was
evidence for categorization, although it was not as compel-
ling as when the familiar patterns contained a common initial
syllable. When the test-trial pattern contained the familiar
final syllable, the difference score~0.98 s! did not differ from
chance@ t(31)50.92,p.0.10], whereas when the final syl-
lable was novel, the difference score~2.59 s! was marginally
different from chance@ t(31)51.86, 0.05,p,0.10]. The
two difference scores were likewise only marginally differ-
ent from each other@ t(31)51.71, 0.05,p,0.10]. Of inter-
est is the basis for this difference in the evidence for catego-
rization as a function of position of the common syllable
when there were six familiar bisyllablic stimuli. It is possible
that the common syllabic information was physically more
distinctive or salient in experiment 3 than experiment 4, es-
pecially given the greater intensity of the variable initial syl-
lable in experiment 4. However, there are data that argue
against this explanation. First, analyses of the stimuli showed
that the common syllable was, in fact, longer on average by
156 ms when it occurred in syllable final position~experi-
ment 4! than when it formed the initial syllable~experiment
3! @ t(1,34)512.27,p,0.001]. Thus, the perceptual promi-
nence of the common syllable in experiment 3 can be con-
sidered to be less than that of experiment 4. Nevertheless, the

increased duration of the common syllable in experiment 4
was carried by the vocalic information, and its longer dura-
tion might have masked the initial consonant more in experi-
ment 4 than in experiment 3, thereby making the common
syllable less distinctive when it appeared in final position.
Second, the variable syllable, which might have masked the
common syllable or attracted attention, was actually longer
by 86 ms in experiment 3 than in experiment 4@ t(1,34)
54.92,p,0.001]. And finally, there was no reliable differ-
ence across experiments in the range ofF0 within a syllable
~approximately 16 to 24 Hz! for either the common or vari-
able syllables across experiments@ t(34),1.10, p.0.10, in
each case#. Thus, there is only moderate evidence that the
reason for the difference between experiments can be attrib-
uted to the acoustic signal,per se. If this is indeed true, one
can speculate that the difference is related to the nature of the
infant’s processing system; for example, the manner in
which attention is allocated. This processing difference may
reflect the beginnings of attentional development to a
language-specific effect~English in this case!, namely, that
the prosodic pattern of bisyllabic utterances in English is
predominantly that of a strong syllable followed by a weak
syllable~Cutler and Carter, 1987!, and this effect develops as
infants increasingly experience more of their native lan-
guage. This conjecture is substantiated by the fact that in-
fants by 9 months of age are reliably sensitive to this char-
acteristic of English as evidenced by greater responsivity to
strong–weak than to weak–strong bisyllabic English words
~Jusczyk, Cutler, and Redanz, 1993!. Interestingly, this dif-
ference may also be related to the findings with adult listen-
ers that word-initial information often plays an especially
important role in word recognition~e.g., Marslen-Wilson and
Welch, 1978; Marslen-Wilson, 1987!.

In sum, the results following familiarization with four
different bisyllabic patterns were consistent with that of ex-
periment 3 in that there was evidence that each of the bisyl-
labic patterns had been encoded, but no evidence that the
common quality of the final syllable had been recognized
and encoded. When there were six familiar stimuli, however,
the pattern of results indicated that there was again evidence
for categorization, but it was by no means as robust as that
which had been obtained with a common initial syllable.
Moreover, analyses of the stimuli did not provide strong rea-
sons for weaker categorization of the final syllable in bisyl-
labic utterances based on the acoustic characteristics of the
stimuli.

V. GENERAL DISCUSSION

The present series of experiments adds support to the
contention that the speech stream is initially segmented by
infants into syllabic structures, as first put forth by Mehler
~1981! and Bertoncini and Mehler~1981!, or at the least that
the syllabic representations are initially the more robust. Ex-
periment 1 failed to reveal evidence for categorical represen-
tations based on segmental units—the initial consonant of
CV or CVC utterances. However, both test stimuli, whether
they included a novel or familiar initial consonant plus a
novel coda, showed reliable evidence of recovery in looking
time compared with the final levels of familiarization—a
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finding supporting the contention that the infants had en-
coded and remembered the list of familiar monosyllabic
stimuli. In experiment 2, which replicated experiment 1 but
with a less stringent criterion for familiarization, there was
weak evidence for categorization, but only for those subjects
who more closely approximated the familiarization criterion
and thus had less exposure to the familiar stimuli. They
showed a nearly significant preference for the novel conso-
nant. However, they also showed reliable increments in re-
sponse times to test-trial stimuli with novel and familiar ini-
tial consonants—a finding not in accord with performance
being governed solely by a categorical representation for the
initial consonant. It would appear that under some circum-
stances, as yet not well defined, infants 3 and 4 months of
age can begin to demonstrate evidence of categorical repre-
sentations based on segmental units. However, it remains to
be determined if these segmental representations, whether
formed directly from the speech signal or derived from syl-
labic representations, are difficult to demonstrate because
they are simply beginning to develop and consequently are
relatively weak and thus less prominent, but will be more
strongly evidenced later in infancy.

The final two experiments provided strong evidence for
categorization of the common initial syllable of bisyllabic
stimuli ~experiment 3! and weaker evidence for the catego-
rization of the final syllable~experiment 4!, but in each in-
stance only when there were six as opposed to four familiar
stimuli. In these successful cases, there was significant or
near-significant recovery and preference for the test-trial
stimulus with a novel initial or final syllable, and the recov-
ery for the stimulus with the familiar syllable was not sig-
nificantly different from chance. There would thus appear to
be reasonable support for the contention of Mehler~1981!
and Bertoncini and Mehler~1981! that the syllable is the
natural unit of speech processing in the very young infant.
Indeed, if the CV-like representations of infants included in-
formation about vowel duration and intensity, and were func-
tional at the start of language processing, sufficient informa-
tion would be available for infants to discriminate between
languages with different rhythmicities~Mehler et al., 1996!,
whether either language is familiar or not~Nazzi, 1996!, and
permit discovering other efficient means for segmenting and
representing speech if necessary. Moreover, with this view of
the initial representation of speech, it is possible, or so it will
be argued below, to accommodate the data from both infants
and adults concerning the representation of speech and the
early influence of phonologically based characteristics of the
parental language on the representation of speech.

Given that this is indeed the manner in which the infant
initially attempts to segment speech, this processing con-
straint that is seemingly an inherent part of our speech-
processing system need not be the final form of the segmen-
tation process, nor need it be the only way in which we
segment the stream of speech. Early experience with phono-
logically different languages and the resulting acoustic–
phonetic differences in the speech signal may result in dif-
ferent processing strategies by adult listeners. Whereas
monolingual speakers of French, which is a syllable-timed
language, segment speech into syllabic representations that

are presumably used for lexical access and recognition~Cut-
ler et al., 1986; Pallieret al., 1993!, a study with bilingual
French and British-English speakers~Cutler et al., 1992!
showed that listeners whose dominant language was French
showed clear evidence of syllabification, but only for French
materials and not for British-English materials. Listeners
whose dominant language was British English, a stress-timed
language that is also marked by ambisyllabicity, showed no
evidence of syllabification for English or French materials,
as was true for monolingual speakers of British English~Cut-
ler et al., 1986!. To accommodate these results, Cutleret al.
~1992! argued that different segmentation strategies fall into
two classes: restricted because they depend on language-
specific phonological processes~and their acoustic–phonetic
consequences! for development, and unrestricted because
they are available to all language users, most likely even
after having acquired a restricted strategy. They further pro-
posed that a syllabic-segmentation procedure is restricted,
whereas a segmentally based strategy presumably employed
by English listeners and French-dominant listeners when
processing British English is general and universally avail-
able, which is to say simply that it is part of the biology of
language. Moreover, Cutleret al. ~1992! have argued that the
acquired restricted syllabic-segmentation procedure is op-
tional. It can be ‘‘switched off’’ when its use may prove to
be inefficient. This is, they contended, what presumably oc-
curred when French-dominant bilinguals were processing
British-English materials: after long exposure to British En-
glish, they learned that a syllabic segmentation is, with suf-
ficient frequency, inefficient. Monolingual French speakers,
in not having the long exposure to English, have not learned
to inhibit a syllabic-segmentation strategy with English
words, and thus attempt to syllabify English, and do so rela-
tively efficiently. A second restricted strategy requiring ex-
perience is evidenced by native Japanese speakers, whose
language has a periodicity based on morae, the subsyllabic
prelexical structures of Japanese~Otakeet al., 1993!.

Although this view of general and restricted strategies is
consistent with the data from adult listeners described above,
it does not accommodate the findings with infants. More-
over, other findings with adult listeners exist that are not
easily reconciled with this view. However, they are compat-
ible with the evidence from infant listeners and support the
idea that the early default~natural or unrestricted! represen-
tational system is based on syllables~e.g., Mehler, 1981;
Bertoncini and Mehler, 1981; Bertonciniet al., 1988; Jusc-
zyk et al., 1995!. The evidence from adult listeners comes
from a series of studies using a syllable-matching paradigm
~Mehleret al., 1981! with two dialects of English@Australian
~Bradley, Sa´nchez-Casas, and Garcia-Albea, 1993! and
North American~Allopenna, 1996!# and with Dutch~Zwit-
serloodet al., 1993!. These languages, despite being marked
by ambisyllabicity, hypothesized by researchers~e.g., Cutler
et al., 1986! to be a causal factor for British English speak-
ers’ failure to use a syllabic-segmentation procedure, all
showed evidence that can be interpreted as favoring a
syllabic-segmentation strategy. Further evidence of a
syllabic-segmentation strategy in North-American English
comes from an attentional induction procedure~Finney, Pro-
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topapas, and Eimas, 1996; Pitt, Smith, and Klein, 1998!.
Granted that there are unrestricted and restricted strate-

gies~Cutleret al., 1986, 1992! and given the infant and adult
data in their entirety, it is at least arguable that the syllabic-
segmentation strategy is the unrestricted strategy; that is, the
general or biologically given natural strategy~see Eimas,
1997, for a more complete discussion of this view and the
relevant data!. Other strategies, e.g., a segmentation strategy
based on phonetic segments or morae, are restricted, which is
to say acquired by experience with the native language. This
unrestricted syllable-segmentation strategy is, if reinforced
by the native language, retained as the basis for the segmen-
tation and representation of lexical items during the initial
stages of word learning and the later on-line processing of
speech by mature listeners. On the other hand, given a native
language such as Japanese and~quite possibly! British En-
glish, the unrestricted syllabic representational units can be
~and most likely are! rapidly replaced to permit the use of
morae or segments.

Furthermore, in bilinguals for example, one of the re-
stricted strategies can be added to the use of the syllabic-
segmentation strategy to permit combinations of strategies
for the initial acquisition of words and their later recognition
by more mature users of human languages, as would appear
to be the case for French-dominant bilinguals processing
British English. That is, for these listeners, an unrestricted
syllabic-segmentation strategy would be used with French,
whereas the restricted segmentally based strategy would be
used with British English. In other words, the unrestricted
syllabic-segmentation strategy, if used with one language ac-
quired during infancy, need not necessarily be used with all
languages acquired at the same time. Something analogous
may be seen in the process of language development in in-
fants whose native language is North-American English~and
quite possibly British English!. As was shown in experiment
2, segmental categories~representations! did appear, albeit
weakly, under some conditions, and there is evidence that
infants about 6 months of age are able to form equivalence
classes based on consonants, in this case a number of frica-
tives ~Kuhl, 1980!. It thus might be that native speakers of
English, like the bilinguals described above, possess two
processing strategies, one unrestricted and one restricted,
with the latter developing gradually with experience with the
native language. Be that as it may, a most important function
of the initial unrestricted strategy is that it provides the infant
with a means for acquiring and representing words or a stan-
dard for finding a more efficient or an additional strategy for
this task, which in turn makes possible the acquisition of
other forms of linguistic knowledge, e.g., syntax, that are
necessary for full competence in a human language.
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1Four of the nine stimuli beginning with@b# and with @d# in experiments 1
and 2 had the final consonant@d#, and three the final consonant@t#. This was
done in order to begin to explore, albeit unsystematically, whether listeners
who heard a varying number of familiar stimuli with the same or different
initial and final consonants performed differently, or performed differently
when the novel test stimulus had the same or different novel initial and final
consonants. There was no apparent effect of the final consonant.

2Each of the familiarization conditions was analyzed separately as if it was
a separate experiment, given the strong possibility that if categorization
were to occur, it would be evident only in the condition with six familiar-
ization stimuli~cf. Bomba and Siqueland, 1983!. Moreover, if this were the
case, it would be unlikely to obtain a significant interaction between the
number of familiar stimuli and the measure of categorization given the
inherent variability of data of this nature and the relatively small increments
in the recovery scores on average when they occur~see, for example, Miller
and Eimas, 1996!.

3There is another measure of categorization commonly used in the visual
domain, the novel preference score~e.g., Quinn and Eimas, 1996!. It is
computed for each infant by taking the total looking time to the test stimu-
lus from the novel category and dividing it by the sum of the looking times
to both test-trial stimuli and converting the ratio to a percentage. Categori-
zation is taken to occur if the mean preference for the novel-category
stimulus over the stimulus from the familiar category is significantly
greater than 50%. This score is not independent of the measures of catego-
rization used in the present experiments, and thus it is not surprising that
when it was computed for each familiarization condition in the four experi-
ments, it did not alter the conclusions in any instance.

4After familiarization with six stimuli, the mean looking time and variance
on the first three trials were higher than usual. They were the result of
consistently longer looking times by four of the 16 infants, for reasons that
are not apparent.

5In a replication of the experiment on the categorization of the initial syl-
lable when four familiar stimuli were heard, the findings were well matched
by those from the earlier study. First, there was a reliable decrement in
looking times during familiarization@F(1,30)585.31,p,0.001], and sec-
ond and more importantly, both difference scores, that with a familiar and
that with a novel initial syllable, showed reliable increments in looking
times @M52.43 s; s.d.54.37; t(31)53.14, p,0.001 andM53.70 s; s.d.
55.77; t(31)53.63, p,0.001, respectively#. In addition, the difference
between the two test-trial difference scores was not significant@ t(31)
51.32,p.0.10]. Thus, there was no evidence for categorization, although
there was again evidence that the individual familiar patterns had been
remembered.
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An analytic signals(t) is modeled over aT second duration by a pole-zero model by considering
its periodic extensions. This type of representation is analogous to that used in discrete-time systems
theory, where the periodic frequency response of a system is characterized by a finite number of
poles and zeros in thez-plane. Except, in this case, the poles and zeros are located in the
complex-time plane. Using this signal model, expressions are derived for the envelope, phase, and
the instantaneous frequency of the signals(t). In the special case of an analytic signal having poles
and zeros in reciprocal complex conjugate locations about the unit circle in the complex-time plane,
it is shown that their instantaneous frequency~IF! is always positive. This result paves the way for
representing signals by positive envelopes and positive IF~PIF!. An algorithm is proposed for
decomposing an analytic signal into two analytic signals, one completely characterized by its
envelope and the other having a positive IF. This algorithm is new and does not have a counterpart
in the cepstral literature. It consists of two steps. In the first step, the envelope of the signal is
approximated to desired accuracy using a minimum-phase approximation by using the dual of the
autocorrelation method of linear prediction, well known in spectral analysis. The criterion that is
optimized is a waveform flatness measure as opposed to the spectral flatness measure used in
spectral analysis. This method is called linear prediction in spectral domain~LPSD!. The resulting
residual error signal is an all-phase or phase-only analytic signal. In the second step, the derivative
of the error signal, which is the PIF, is computed. The two steps together provide a unique AM-FM
or minimum-phase/all-phase decomposition of a signal. This method is then applied to synthetic
signals and filtered speech signals. ©1999 Acoustical Society of America.
@S0001-4966~99!01003-6#

PACS numbers: 43.72.Ar@JLH#

INTRODUCTION

Many natural and man-made signals of interest are time-
varying or nonstationary in nature, i.e., their frequency con-
tent or spectrum changes with time. Examples include
speech signals, animal calls, biological/biomedical signals
such as cardiac rhythms, etc. Techniques for characterizing
such signals are of great importance in applications involv-
ing such signals. A collection of short-time Fourier spectra
known as spectrogram is a common tool for analyzing such
time-varying signals. Unfortunately, the spectrogram suffers
from the need to compromise time and frequency resolution,
i.e., a large time window is required to resolve closely
spaced frequencies. To overcome this problem, a number of
so-called time-frequency distributions or representations
have been developed.1,2 The time-frequency analysis tools
are very useful in visualizing the time and frequency behav-
ior of simple signals like a chirp. However, when the signals
are complex, as in the case of speech, it is hard to interpret
time-frequency representations because of the interactions
between components in the signal. The time-frequency
analysis methods also create a practical problem. They result
in enormous 2D data sets. Although sometimes these 2D
data sets can be viewed by humans to sort out the important
features of interest, it is hard to program a machine to reli-
ably extract such features. Hence it has been difficult to ap-
ply these methods to automatic signal classification prob-
lems.

In the area of speech processing, the above problem is
circumvented by directly extracting features from short seg-
ments of a speech signal. Such algorithms are based on
short-term spectral analysis in the form of linear prediction
~which captures the spectral envelope of a signal with a few
parameters!,3,4 cepstral analysis,5 and Mel-cepstrum.6 Using
these procedures, spectral templates or feature vectors are
computed and used in applications like machine recognition/
verification. However, these methods are vulnerable to inter-
ference and channel degradations as encountered in tele-
phone speech. Signals are also often analyzed over short-
time intervals, using specific signal models, such as sum of
sinusoidal or damped sinusoidal signals or phase-modulated
sinusoidal signals. If such models are appropriate for the data
at hand, then significant advantages can be gained. In this
paper a model-based approach is proposed for representing
signals by their envelope and instantaneous frequency which
is guaranteed to be positive.

A. Envelope and instantaneous frequency of signals

Many of the above-mentioned methods represent a sig-
nal by characterizing its power as a function of time and
frequency. Are there other alternatives? Clearly, a signal’s
phase and envelope carry information about how various
components of the signal are related to each other. Hence, is
it possible to characterize a signal by its phase and envelope
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modulations? In his 1946 paper, among other important
ideas, Gabor approached this question by defining the so-
called analytic signal or pre-envelope.7,8 Recall that ifsr(t)
is a real signal, then the corresponding analytic signal is
s(t)5sr(t)1 j ŝr(t), whereŝr(t) is the Hilbert transform9 of
sr(t). The Fourier transform ofs(t), S(v), is nonzero only
for v.0. The envelope ofsr(t) is then defined asus(t)u and
its instantaneous frequency~IF! is denoted by the first de-
rivative of s(t)’s phase function scaled by 1/2p. An analytic
signal is valuable because it permits an unambiguous char-
acterization of a real signal in terms of its envelope and IF.10

Characterizing a signal by envelope and IF is also commonly
referred to as AM-FM modeling of signals.11–14

Engineers and scientists are most familiar with IF in the
context of frequency-modulated signals as in a FM radio.
But what about the IF of an arbitrary signal? For an arbitrary
signal, the IF is typically an erratic function whose range
may extend from negative to positive infinity.10 For example,
for a signal consisting of two complex sine waves, i.e.,
s(t)5a1ej v1t1a2ej v2t, the IF could lie anywhere in the
range of~2`,`! depending on the relative sizes ofa1 and
a2 . The general impression among researchers is that the IF
function is unusable unless it is sufficiently smoothed.15

Some incompletely resolved questions regarding IF include:
how do we interpret the envelope and IF of naturally occur-
ring ~not man-made! signals like speech? How are phase or
IF and envelope related to each other? Is IF more important
than envelope? When is a signal’s IF a smooth function?
Under what conditions is a signal’s IF guaranteed to be posi-
tive, and so on. Further, one of the factors that has discour-
aged researchers15,16 in using phase and envelope to repre-
sent a signal is the following: for example, if bandpass
filtered speech is decomposed into envelope and IF, then the
resulting modulations, rather ironically, have bandwidths
that are typically much greater compared to that of the origi-
nal band-limited signal.

In addition to Gabor, Dugundji, and others,7,8,17–22sig-
nificant contributions to understanding analytic signals were
made nearly 30 years ago by Voelcker.23,24 Voelcker pro-
posed a methodical way to understanding the IF and log-
envelope of signals which may help answer some of the
questions raised above. Unfortunately, Voelcker’s work
never became popular because it was somewhat hard to read.
He proposed that complex-valued signals~and hence analytic
signals! be modeled as polynomials or a ratio of polynomials
in the complex variablet ~time!, just like a given system or
frequency response may be modeled by a ratio of polynomi-
als in the s-domain ~continuous-time systems! or the
z-domain~discrete-time systems!. He called it ‘‘product rep-
resentation of signals.’’ Once we realize that signals may be
represented by a polynomial or a ratio of polynomials with
complex coefficients, then a myriad of ideas that have been
developed in systems literature can be applied to this so-
called product representation of signals. In this paper we
extend Voelcker’s work by applying some of the well-known
ideas from the theory of linear prediction25 to his signal
model.

A motivation for representing signals by envelope and
IF comes from our desire to understand and model the signal

processing function performed by the auditory periphery,
particularly the cochlea. The cochlea is known26 to decom-
pose acoustic stimuli into frequency components along the
length of the basilar membrane. This phenomenon is called
tonotopic decomposition. Further, it is also known that the
nerve fibers emanating from a high-frequency location in the
cochlea ‘‘phase-lock’’ to the envelope of the stimulus around
that frequency, i.e., convey information about the envelope
modulations in the signal.27 Thus, to a first-order approxima-
tion, it is often argued that the tonotopic location/place along
the length of the basilar membrane conveys the IF or fre-
quency information about the signal, and the rate of nerve
fiber activity around that location conveys the envelope in-
formation. Hence analytical signal models that explicitly
characterize the envelope and phase variations of a complex
stimulus on a short-time basis may eventually help in under-
standing the cochlear function.

B. Organization of the paper

In Sec. I we consider complex-valued periodic signals
and express them as a product of so-called elementary sig-
nals àla Voelcker. This type of representation is analogous
to that used in discrete-time systems theory, where the peri-
odic frequency response of a system is characterized by a
finite number of poles and zeros, except in our case the poles
and zeros are located in a complex-time plane. Using this
signal model, we derive expressions for the envelope, phase,
and the instantaneous frequency. In the special case of an
analytic signal having poles and zeros in reciprocal complex
conjugate locations about the unit circle in the complex-time
plane, it is shown in Sec. II that their instantaneous fre-
quency~IF! is always positive. This result paves the way for
representing signals by positive envelopes and positive IF
~PIF! as desired in literature associated with time-frequency
distributions.10,14 In Sec. III we propose a new algorithm
which consists of two steps to achieve a unique decomposi-
tion of an analytic signal into two analytic signals, one com-
pletely described by its envelope and the other having a posi-
tive IF. This type of decomposition is different from those
known in the cepstral literature.5 In the first step, the enve-
lope of the signal is approximated to desired accuracy using
a minimum-phase approximation by using the dual of the
autocorrelation method of linear prediction25 well known in
spectral analysis. The criterion that is optimized is a wave-
form flatness measure as opposed to the spectral flatness
measure used in the spectral domain. We call our method,
linear prediction in spectral domain~LPSD!. The resulting
residual error signal is an all-phase or phase-only analytic
signal. In the second step, the derivative of the error signal is
approximated. The two steps together provide a unique
AM-FM or minimum-phase/all-phase decomposition of a
signal. This method is then applied to synthetic signals and
filtered speech signals.

I. ENVELOPE AND IF IN TERMS OF A SIGNAL
MODEL

Consider a periodic analytic signals(t), with periodT
seconds. LetV52p/T denote its fundamental angular fre-
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quency. Ifs(t) has finite bandwidth, it may be described by
the following model for a sufficiently largeM, over an inter-
val of T seconds:

s~ t !5ej v tt(
k50

M

ake
jkVt. ~1!

ej v tt represents a frequency translation. In other words,v t

>0 is the nominal carrier frequency of the signal.ak are the
complex amplitudes of the sinusoidsejkVt; a0Þ0 and aM

Þ0. By analytic continuation we may regardej Vt as a com-
plex variable~à la the complex variableZ!. That is, t, the
time variable, is regarded as complex-valued. Note that in
Eq. ~1! the M th degree polynomial inej Vt represents the
complex envelope of the signals(t). We may factor this
polynomial into itsM (5P1Q) factors and rewrites(t) as

~2!

p1 ,p2 ,...,pP , and q1 ,q2 ,...,qQ denote the polynomial’s
roots; pi5upi uej u i, qi5uqi uej f i. pi denote roots inside the
unit circle in the complex plane,qi are outside the unit circle.
Currently we assume that there are no roots on the circle.
That is upi u,1 and uqi u.1. Each factor of the form (1
2pie

j Vt) in the above is called an ‘‘elementary signal.’’23

The pi andqi are referred to as zeros of the signals(t). The
above expressions, representing a band-limited periodic sig-
nal, may be recognized as the counterpart of the frequency
response of a finite impulse response~FIR! filter in discrete-
time systems theory.28 More generally, ifs(t) consists of an
infinite number of spectral lines@i.e., its Fourier transform,
S(v)5(k50

` akd(v2kV)#, then we can represents(t) over
T seconds to desired accuracy using a sufficient number of
poles and zeros as follows:

~3!

pi and qi correspond to zeros inside and outside the unit
circle, respectively.ui correspond to the signal’s poles. Since
the spectrum of the signal is assumed to have only positive
frequencies, poles are restricted to be inside the unit circle.
Again this representation is analogous to causal, stable IIR
filters in discrete-time systems literature. Even more gener-
ally, if the spectrum ofs(t) is two-sided then we may model
s(t) using poles and zeros inside and outside the unit circle.
ej v tt, the arbitrary frequency translation, is analogous to an
arbitrary time shift in the impulse response in the case of a
discrete-time filter. In summary, we model complex-valued
periodic signals using an all-zero or a pole-zero signal model
as in Eqs.~2! and~3!, respectively. This type of signal mod-
eling goes back to the work of Cauchy and Hadamard and is
related to the theory of entire functions.29,30 Voelcker called
this way of modeling signals as ‘‘product representation of

signals.’’ We shall primarily work with the all-zero models
since they are easier to use.

The factors corresponding to the zeros inside the unit
circle, P i 51

P (12pie
j Vt), constitute the minimum-phase

~MinP! signal. Similarly, the factors corresponding to the
zeros outside the circle,P i 51

Q (12qie
j Vt), constitute the

maximum-phase~MaxP! signal. These are the direct coun-
terparts of the frequency responses of the well-known
minimum-and maximum-phase FIR filters in discrete-time
systems theory;5 just as in systems theory~see Sec. 10.3 in
Ref. 5! the phase of the MinP signal is the Hilbert transform
of its log-envelope. That is, the MinP signal may be ex-
pressed in the formea(t)1 j â(t). See Appendix A for details.
â(t) is the Hilbert transform ofa(t). Similarly, since a
maximum-phase~MaxP! signal has zeros outside the unit

circle, it may be expressed aseb(t)2 j b̂(t). Thus, envelope or
phase alone is sufficient to essentially characterize a MinP or
a MaxP signal.@Along the same lines, an all-phase~AllP!
analytic signal~the analog of an all-pass filter! would be of
the formej g(t).# Thuss(t) may be expressed as

~4!

where the ‘‘hat’’ stands for Hilbert transform.vc is QV
~contributed by the linear phase term from the MaxP signal!
plus the arbitrary frequency translation,v t , shown in Eq.
~2!. Ac is a0P i 51

Q (2qi). See Appendix A for details. The
expressions fora(t) andb(t) are derived in Appendix A.

a~ t !5 (
k51

`

(
i 51

P

2
upi uk

k
cos~kVt1ku i !

and

b~ t !5 (
k51

`

(
i 51

Q

2
1/uqi uk

k
cos~kQt1kf i !. ~5!

Closed-form expressions can be obtained forȧ̂(t) and

ḃ̂(t).23,31 The ‘‘dot’’ stands for the time-derivative opera-
tion. Note that the envelope ofs(t) is Ace

a(t)1b(t) and the IF

is vc1 ȧ̂(t)2 ḃ̂(t). A detailed description of properties of
envelope and IF of signals described by Eq.~2! can be found
in Ref. 31. We briefly summarize the main points here. The
envelope, log-envelope, and phase~or IF! of s(t) are not
band-limited quantities. It can be shown that ifs(t) is band-
limited then us(t)u2 and d/s(t)/dtus(t)u2 are band-limited.
Further, it can also be shown that no ‘‘information’’ is lost
by filtering the log-envelope and IF of a band-limiteds(t),
using a lowpass filter with bandwidth equal to that of the
signals(t). That is, in principle, it is possible to essentially
reconstruct the signals(t) given ideally filtered versions of
log-envelope and IF ofs(t). The counterpart of this property
in the systems domain is the property of complex cepstrum
~see Ch. 12 in Ref. 5!. That is, even though the complex
cepstrum of a finite-length discrete-time sequence is infinite
in length, only a finite number of samples of the complex
cepstrum is needed to recover the original sequence.
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Using the above product representation model, in addi-
tion to being able to obtain explicit expressions for the log-
envelope and IF, it is also easy to gain intuitive understand-
ing of the relationship between phase and envelope of signals
based on familiar results in systems theory. Just like the unit
circle in the~discrete-time! z plane corresponds to the inter-
val between zero frequency and the sampling frequency,5 the
unit circle in the complex-time plane corresponds to the in-
terval ofT seconds. If a periodic signal is such that a zero of
the signal,pi or qi , is close to the unit circle, then significant
phase changes will occur in the temporal neighborhood of
this zero, which will be reflected in the IF values. Specifi-
cally, a zero close to the unit circle will result in a large spike
in the IF. In fact, if a zero happens to fall on the circle, the
envelope goes to zero~at a time instant determined by the
zero’s location! and the IF at that time instant is undefined~à
la group delay of systems!. Thus if we want to use IF and
log-envelope as information-bearing attributes of a signal,
then it is necessary to ‘‘tame’’ these quantities by shaping
the signal spectrum. That is, we must preprocess the signal
such that the zeros,pi andqi , stay away from the unit circle.
This preprocessing then becomes part and parcel of the sig-
nal representation.

A. Extension to nonstationary signals

The model in Eq.~2! describes a stationary and periodic
signal. Of course, most signals of interest are not stationary
and certainly not periodic. Hence, as in the case of short-time
spectral analysis/spectrogram, we may consider a short
T-second segment of a nonstationary signal and imagine that
it is periodically extended in order to apply the model in Eq.
~2!. Then, successive overlappingT-second segments of a
signal may be described as in Eq.~2!, possibly with slowly
drifting parameters (pi andqi) and the associated envelope
and IF they represent. Thus although the model described in
this section is strictly valid for a periodic signal, we intend to
apply it to nonstationary signals by viewing the signal
through a slidingT-second window. In fact there is no reason
to fix the window length toT seconds. The window length
may be a function of the nominal center frequency of the
signal s(t) as its characteristics change. Next, we use the
above model to define a signal whose IF is positive.

II. POSITIVE INSTANTANEOUS FREQUENCY „PIF… OF
A SIGNAL

Recall that an analytic signal is said to be minimum-
phase~MinP! if its log-envelope (lnus(t)u) and its phase angle
are related by Hilbert transform. An analytic signal is said to
be maximum-phase~MaxP! if its log-envelope is the nega-
tive of the Hilbert transform of its phase angle. An important
property of these signals is that their logarithm is also an
analytic signal. Another important aspect is that either enve-
lope or phase of these signals is essentially sufficient infor-
mation to characterize these signals. An analytic signal is
said to be all-phase~AllP! if its envelope,us(t)u, is constant.
That is, AllP is a pure phase signal with one-sided spectrum.
Now we shall discuss signals whose IF is always positive.

A. General case

Let s(t) be any analytic signal with spectrum confined
to the positive side of the frequency axis,

s~ t !5a~ t !ej f~ t !. ~6!

Let a(t).0. The IF of s(t) is ḟ(t)/2p. The IF could lie
anywhere in the interval of~2`,`! depending on the
makeup ofs(t). Let us rewrites(t) as

s~ t !5eln a~ t !1 j f~ t !. ~7!

Adding and subtracting in the exponent the term31 j ln â(t),
~‘‘hat’’ stands for Hilbert transform!, we get after rearrang-
ing,

~8!

The above is analogous to the unique decomposition of the
frequency response of a linear, causal, continuous-time sys-
tem into its minimum-phase and all-pass parts.9 Observe that
in the above the first term on the right is a MinP analytic
signal. If we multiply both sides of the above by
e2 ln a(t)2j ln â(t) ~which is also MinP with spectrum confined to
positive frequencies!, since the spectrum ofs(t) is already
confined to positive frequencies only, it follows that the
spectrum ofej (f(t)2 ln â(t)) is nonzero only for positive fre-
quencies. Henceej (f(t)2 ln â(t)) must be an AllP analytic sig-
nal. The AllP signal is also called a Blaschke function in
analytic function theory,32,33and may be written as a product
of all-phase ‘‘sections,’’ i.e., asP i(t2zi)/(t2zi* ). It can be
shown that the AllP signal has not only a one-sided spectrum
but has the remarkable property that its IF is a positive defi-
nite function.23,32 Based on this property we have defined a
function c(t), called the positive IF~PIF!,34 of any analytic
signals(t) as follows:

c~ t !5PIF of s~ t !5
d„f~ t !2 ln â~ t !…

dt
. ~9!

In words, we define an analytic signal’s PIF as the derivative
of that part of its phase which is left over after removing the
contribution due to the signal’s log-envelope~specifically the
Hilbert transform of its log-envelope! from the original
phase. The main point is that any analytic signal can be
characterized by two positive functions: a positive envelope
function ~the magnitude of the MinP part! and a positive IF
function ~of its AllP part! rather than by its usual IF@phase-
derivative,ḟ(t)#. This is an important observation that we
repeatedly exploit.

B. Periodic case

Although the above decomposition is valid for any ana-
lytic signal, as mentioned before, in practice one has to work
with a finite, T-second, segment of a possibly nonstationary
signal,s(t). Hence, we may invoke the~periodic extension!
model we have used in Eq.~1!. We shall repeat Eqs.~2! and
~4! here for convenience.
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s~ t !5a0ej v tt)
i 51

P

~12pie
j Vt!)

i 51

Q

~12qie
j Vt! ~10!

~11!

Note that the zeros,qi , andpi are assumed to be outside and
inside the unit-circle, respectively. We shall reflect theqi to
inside the circle~as 1/qi* ) and cancel them using poles. Then
we group all the zeros inside the unit circle to form a differ-
ent MinP signal and the zeros outside the circle and the poles
that are their reflections inside the unit circle to form the
all-phase or AllP part of the signal. That is,

~12!

Equivalently, multiplying and dividing Eq.~11! by ej 2b̂(t)

and collecting terms we get

~13!

This grouping of signals is, of course, analogous to well-
known decomposition of a linear discrete-time system into
minimum-phase and all-pass systems~see Sec. 5.6 in Ref. 5!.
Analogous to the fact that the group delay of the all-pass
filters is always positive~Sec. 5.5 in Ref. 5!, the IF of AllP
part will always be positive~even ifv t , the frequency trans-
lation, is zero!. See Appendix B for a derivation of the IF of
an AllP signal. Thus the PIF,c(t), of s(t) is a positive
function and is as follows:

c~ t !5vc22ḃ̂~ t !. ~14!

The expression forb̂(t) is the same as that ofb(t) in Eq. ~5!
with cosine replaced with sine. Of course, we could also
group the zeros outside the unit circle together to form a
MaxP-AllP decomposition. That is, we could also rewrite
Eq. ~12! as a MaxP/AllP product as follows:

s~ t !5Ace
a~ t !1b~ t !2 j „â~ t !1b̂~ t !…ej „vct12â~ t !…. ~15!

In this case the IF corresponding to the AllP part will be
always negative~assuming the frequency translationv t is
zero! and may be called negative IF~NIF!. If we can separate
the MinP and the AllP components of the signals(t), the

MinP part conveys the AM information, i.e.,ea(t)1b(t) @or
equivalently, its logarithma(t)1b(t)# around the carriervc

and the AllP part conveys the PIF information,c(t).
The next question is: givens(t) over aT-second inter-

val, how do we compute the PIF of the signal or equivalently
separate the MinP and AllP components? There are at least
three not so elegant ways to separate the MinP and AllP
components. First, one could find the Fourier coefficients of
s(t), then root the polynomial formed using the Fourier co-
efficients, i.e., findpi andqi , and then group them as in Eq.
~12! to separate the components. Alternatively, one could
compute the log-envelope ofs(t) ~i.e., lnus(t)u), compute its
Hilbert transform, and subtract it from the phase ofs(t) @as
in Eq. ~8!#. Third, we can use the block diagram in Fig. 12.7
~p. 784! of Oppenheim and Schafer5 by replacing their
X(ej v) by s(t). In this case one computes the logarithm of
s(t) and keeps the causal part of its spectrum~i.e., spectrum
corresponding to the positive frequencies! as the MinP part.
The AllP part is obtained by dividings(t) by the MinP part
as in Ref. 5. However, there is a new and elegant way of
achieving this decomposition which we describe next.34 Re-
markably, it does not require explicit computation of the
logarithm or the Hilbert transform or rooting of a polyno-
mial. We also called this method a generalized AM-FM de-
modulator since the outputs of the algorithm are the envelope
and PIF.

III. ALGORITHM FOR DECOMPOSING AN ANALYTIC
SIGNAL INTO ENVELOPE AND PIF

Although in the previous section we have pointed to the
fact that any analytic signal can be written as a product as in
Eq. ~13!, the question is how do we separate these multiplied
components? In this section we describe a remarkably simple
algorithm to separate the MinP and AllP components. This is
shown in Fig. 1. It consists of two parts. In the first part,
which consists of a multiplier or modulator, an inverse signal
generator~ISG!, and an error minimization block, a model
fitting procedure is used to flatten the envelope of the signal
s(t).

This is achieved by minimizing the energy of an error
signal e(t)„5h(t)s(t)…. The energy ofe(t) is defined as
follows:

E
0

T

ue~ t !u2 dt5E
0

T

us~ t !h~ t !u2 dt. ~16!

h(t) is a signal generated by the ISG using the formula
h(t)511(k51

H hke
jkVt

•V52p/T. In other words, the ISG

FIG. 1. LPSD algorithm; 1/h(t) corresponds to the MinP part of the signal
s(t). c(t) corresponds to the IF of the AllP part of the signals(t).
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generates a low-pass periodic signal. The error energy is
minimized by choosing the coefficients,hk . The reader who
is familiar with model-based spectral analysis will immedi-
ately recognize the analogy between this method and the
‘‘autocorrelation method’’ of linear prediction.4,25 In the au-
tocorrelation method, a discrete-time FIR filter, called an in-
verse filter or prediction-error filter, with frequency response
H(ej v) ~with first coefficient held at unity!, is used to flatten
the envelope of a spectrunX(ej v) of a sequencex(n) by
minimizing the error*0

2puX(ej v)H(ej v)u2 dv. This is an ex-
act analog of Eq.~16!. Analogous to the autocorrelation
method, the error in Eq.~16! is a measure of the flatness of
the envelope ofe(t). Also, minimizing the error in Eq.~16!
amounts to performing linear prediction on the Fourier coef-
ficients of the signals(t) and hence we called it linear pre-
diction in spectral domain or LPSD in earlier work.34 The
signalh(t) may be called the ‘‘inverse signal’’ analogous to
the inverse filter.

Similar to the MinP property of the prediction-error fil-
ter used in linear prediction,25 minimizing *0

Tue(t)u2dt results
in a h(t) that is a MinP signal~having all its signal zeros
inside the unit circle!. This is true even if the envelope of
s(t) goes to zero at some points between 0 andT seconds,
i.e., even if somepi or qi fall on the unit circle. The signifi-
cance of this MinP property is that, as we already know,
h(t)’s log-envelope and phase are Hilbert transforms. Be-
cause the error minimization is performed to flattens(t)’s
envelope, if the value ofH is chosen sufficiently large, then
h(t) will be given by

h~ t !'e2„a~ t !1b~ t !…e2 j „â~ t !1b̂~ t !…. ~17!

Thus, 1/h(t) is the desired approximation tos(t)’s MinP
component and hence the name ‘‘inverse signal’’ forh(t).
Consequently, the error signale(t) will be e(t)

'Ace
j „vct22b̂(t)…, and hence is an approximation to the AllP

component ofs(t). In the second part, denoted in Fig. 1 as
‘‘measure frequency,’’ the PIF is computed asė(t)/ue(t)u or
d/e(t)/dt. The next section describes the algorithm used to
minimize the error*0

Tue(t)u2 dt.

A. LPSD algorithm using signal samples

In this section we present the details of the LPSD algo-
rithm for computing the MinP and AllP approximations
given the samples of the signals(t). The algorithm amounts
to performing linear prediction on the discrete Fourier trans-
form ~DFT! values of the signal samples. Lets@n# (n
50,1,...,K), given by Eq.~1!, denote samples of the given
signal;K5N21. Let V52p/N be the assumed fundamen-
tal frequency. By replacingh(t) ande(t) by their respective
sampled versions, we have

e@n#5s@n#h@n#5s@n#1 (
k51

H

hks@n#ejkVn, ~18!

which can be further expressed in matrix notation as

S s@0#
s@1#
]

s@K#

D 1S s@0# s@0# ¯ s@0#

ej Vs@1# ej 2Vs@1# ¯ ejHVs@1#

] ] � ]

ejKVs@K# ej 2KVs@K# ¯ ejKHVs@K#

D
3S h1

h2

]

hH

D 5S e@0#
e@1#
]

e@K#

D . ~19!

If we let s, H, h, ande denote the vectors/matrices from left
to right in Eq. ~19!, then the solution vector,h, that mini-
mizeseTe5(n50

N21ue@n#u2, in Eq. ~19!, is given by

h̃52~HTH!21HTs. ~20!

Here T stands for conjugate-transpose and ( )21 denotes
matrix inverse operation. The matrix,H, can be further de-
composed into a productH5SN3NXN3H :

H5S s@0# 0 ¯ ¯ 0

0 s@1# 0 ¯ 0

] ] � ] ]

0 0 ¯ 0 s@K#

D
N3N

3S 1 1 ¯ 1

ej V ej 2V
¯ ejHV

] ] � ]

ejKV ej 2KV
¯ ejHKV

D
N3H

. ~21!

In Eq. ~21!, observe thatS is a diagonal matrix consisting of
signal samples whileX is essentially the DFT matrix. Using
this decomposition, the solution vector,h̃, given by Eq.~20!,
can be rewritten as

h̃52~XTSTSX!21XTSTs. ~22!

Clearly, the solution depends only on the magnitude of
s@n#. h@n# can then be reconstructed by substituting ele-
ments of the vectorh̃ in h@n#511(k51

H hke
jkVn

•sMinP@n#
can then be computed as 1/h@n#; the log-envelope and phase
of sMinP@n# correspond toa@n#1b@n# andâ@n#1b̂@n#, re-

spectively. The positive frequency,vc22ḃ̂@n#, can be
found as the IF of the error signal,e@n#, using any standard
IF estimator such as the phase difference between neighbor-
ing samples.35 Instead, as mentioned earlier, we may also
apply the LPSD algorithm again toė@n# @because the enve-
lope of the first derivative ofe(t) is c(t), which is the PIF#.
We call this step the second-stage LPSD.

The LPSD algorithm attempts to flatten the envelope of
the signals(t) by using an adaptive amplitude demodulator.
This process not only eliminates the AM but also automati-
cally removes from the phase ofs(t) a quantity equal to the
Hilbert transform of the log-envelope ofs(t). This is what
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causes the IF ofe(t) to be positive. Instead, if we simply
‘‘clip’’ s(t), i.e., obtains(t)/us(t)u, then its phase derivative,
the traditional IF, will not always be positive. Second, the
MinP property ofh(t) guarantees that the envelope approxi-
mation 1/uh(t)u will never equal zero. Further, MinP signals
will have their energy concentrated over a relatively small
region in the spectral domain analogous to a MinP filter
which has its impulse response peaking close to origin. It is
also possible to use the LPSD algorithm to achieve a MinP-
MaxP ~instead of MinP-AllP! decomposition ofs(t). Sepa-
ration of these components may also be viewed as deconvo-
lution of their spectra in the frequency domain. Third, an
important advantage of the LPSD algorithm is that it
achieves the separation of the MinP and AllP components
without explicitly rooting a polynomial or computing the
logarithm or Hilbert transform of the signals(t).

B. Simulation results

We now provide results of applying the LPSD procedure
to decompose synthetic signals. It will be followed by an
example of a speech signal.

1. Synthetic signals

A signal s(t) consisting of nine@M58 in Eq. ~1!# har-
monically related complex exponentials with frequencies 0,
200 Hz,..., up to 1.6 kHz, with amplitudes 1, 3.37, 3.42, 9.45,
15.76, 5.4, 5.4, 3.72, and 1.5, respectively, and whose re-
spective phases~in radians! were 0,20.3, 21.3, 23.1, 2.8,
2.7, 21.3, 20.9, and20.6, was synthesized.s(t) corre-
sponds to a mixed phase signal consisting of four zeros in-
side and four zeros outside the unit circle. The signal is pe-
riodic with 5-msec periods~200-Hz fundamental frequency!
and has a carrier frequency of 800 Hz~corresponding to its
MaxP component’s translationQV, vc52p3800 andv t

50). The signal was sampled at 16 kHz. In Fig. 2~a! we
have displayed the signal’s zeros while in Fig. 2~b! we have
plotted its magnitude spectrum.

The signal samples were fed to the LPSD algorithm de-
scribed in the previous subsection. The coefficients of the
inverse signalh(t) were computed using Eq.~20!. Once the
coefficients ofh(t) are computed, thenh(t) ~actually its
samples! is synthesized. For the case of 60 coefficients@i.e.,
H560 in Eq. ~19!#, the estimated log-envelope given by
1/uh(t)u is shown~solid line! in Fig. 3~a!. Actually, two pe-
riods ~10 msec! of the log-envelope are shown. Also shown
is the true envelope~dashed line! given by lnus(t)u. They per-
fectly match and hence the dashed line is not visible. The
magnitude of the error signale(t) is shown in the dashed-
dotted line in Fig. 3~a!, and is close to unity, indicating that
the error signale(t) is indeed AllP. In Fig. 3~b! we have
plotted the signal’s raw IF@obtained by differencing the
phase angles of adjacent samples of the signals(t)#. Note
that the raw IF goes negative~dashed line!. On the other

hand, the PIF~i.e., vc22ḃ̂@n#) computed by differencing
the phases of the neighboring samples of the error signal
e(t), stays positive, as it should. The PIF can also be ob-
tained by using the LPSD algorithm onė(t); we call this
second-stage LPSD. The PIF obtained by differencing the
phase angles of neighboring samples ofe(t) or by using the

second-stage LPSD gave essentially the same results. Also
plotted in Fig. 3~b! is the true PIF~dashed-dotted line, again
not visible!. The true PIF was obtained, for the purpose of
comparison, by using the roots of the polynomial in Eq.~1!
and synthesizing the AllP signal given in Eq.~12! and deter-

mining its IF.vc was estimated as the mean of PIF andḃ̂@n#
was separated by subtractingvc’s estimate from the PIF.
Further, ȧ̂@n# was computed by subtracting the estimate of

b̂̇@n# from the MinP signal’s (1/h(t)’s! IF; the solid line in
Fig. 3~c! corresponds to the separatedâ̇@n#; it matches with
the true one~obtained using the signal’s roots! shown as a
dashed-dotted line. In Fig. 3~d! we have displayed the real
part of the signal reconstructed using the separated MinP and
MaxP components using a solid line; the dashed-dotted line
corresponds to two periods of the real part of the original
signals(t); they match exactly.

Figure 3~e! corresponds to the estimated PIF~solid line!
whenH520 in first stage andH515 in second-stage LPSD.
Clearly, a higher model order@the results of which are shown
in Fig. 3~b!# results in a better approximation. The effect of
varying a signal’s duration and changing model order is
shown in Fig. 3~f!: we have plotted210 log ~error! as a
function of the signal length and model order; ‘‘error’’ de-
notes sum of squared error between the true PIF and the
estimated one. First, not surprisingly, the approximation gets
better as model order increases. Second, asT approaches the
true period~80 samples! of the signal, the approximation
improves. However, asT further increases, the assumed fun-
damental frequency,V, decreases and hence LPSD requires
a much higher order for a better approximation.

FIG. 2. The eight zeros of the synthetic signals(t) are shown in~a!; its
magnitude spectrum is plotted in~b!. The signal~sampled at 16 kHz! has a
200-Hz fundamental frequency and a carrier frequency of 800 kHz.
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The above example had no roots with unit magnitude.
To test LPSD on signals with some zeros on the unit circle,
magnitude of one of the zeros of the signal used in a previ-
ous example was set to unity. We usedH540 in LPSD’s
first stage andH510 in the second one. The results are
displayed in Fig. 4~a! and ~b!. In Fig. 4~a! we plot the log
envelopes; sharp dips in the signal’s log magnitude~dashed
line! are due to the on-circle zero. Observe that the approxi-
mation ~solid line! tends to exclude this zero. Further ob-
serve that the magnitude of the error signale(t) is unity, but

for the time corresponding to location of on-circle zero
~dashed-dotted line!. In Fig. 4~b! we show the approximated

PIF using a solid line along with the truevc22ḃ̂@n# ~dashed
line!. Clearly, the PIF approximates the spikes due to on-
circle zeros in addition to closely matching the IF due to
zeros off the unit circle. To summarize thus far, given a
signal s(t), its various components~MinP/MaxP/AllP!,
which are actually multiplied components, can be separated
using simple linear techniques without resorting to logarith-

FIG. 3. The separated log-envelope using LPSD~60 coefficients! is shown
~solid line! in ~a!; the true one is shown as dashed line; the magnitude of the
error signale(n) is shown as dashed-dotted line. In~b! we plot the signal’s
raw IF ~dashed! which goes negative; the solid line refers to estimate of PIF
(H515 in second stage!; the true PIF is also displayed~dashed-dotted!.

First stage estimate ofâ̇@n# is shown as solid line in~c! along with true

â̇@n# plotted as dashed-dotted line. The real part of the reconstructed signal
using the separated components is plotted in~d! ~using solid line! along
with the real part of the original signals(t) ~dashed-dotted line!; they match
exactly. The PIF when 20 coefficients were used in LPSD’s first stage and
15 in the second is plotted in~e!. The effect of increasing a signal’s duration
and increasing model order is shown in~f!. We plot 2 log10 ~error! as a
function of the signal length~in samples! and model order; error denotes
sum of squared error between true PIF and estimated one. Time is shown in
samples.
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mic processing or rooting algorithms. We now give an ex-
ample using speech signals.

2. Speech signal

In this section we give results of processing clean voiced
speech, obtained from the TIMIT database, in the sentence
train/dr3/fcke0/si1111.wavwhich corresponded to the utter-
ance ‘‘How do we define it?’’ Figure 5~a! shows the results
for a segment, whereas Fig. 5~b! shows the results for the
entire sentence. The signal~sampled at 16 kHz! was preem-
phasized using a high-pass filter~with transfer function 1
20.98z21) and its analytic version was computed using the
fast Fourier transform~FFT! based Hilbert transformer in
Matlab. We then chose 14.56 ms of the signal~samples
6851:7084! that was part of the phoneme /iy/. This signal
was then bandpass filtered using three bandpass filters
~BPFs! which were part of ‘‘Lyon’s Passive Long Wave Co-
chlear Model’’ proposed by Lyon.36 The bandpass filters
~BPFs! were manually chosen such that their center frequen-
cies were roughly centered around the formant locations. In
Fig. 5~a! we have shown the magnitude spectrum of the pre-
emphasized speech signal~solid line! along with the normal-
ized magnitude responses of the three BPFs~dotted lines!.
The signals at these BPFs’ output were inputs to our LPSD
algorithm. The bandwidths (Bc) for BPFs centered at'500
Hz, 2.25 kHz, and 5 kHz were approximately 120, 340, and
900 Hz, respectively. These bandwidths roughly correspond
to the critical bandwidths of the auditory filters at the given
center frequencies. Recall that LPSD assumes a fundamental

FIG. 5. The spectrum of a preemphasized voiced speech segment is dis-
played in ~a!. The signal was filtered using 3 BPFs@magnitude responses
shown in ~a! as dotted lines# which correspond to Lyon’s auditory filters.
LPSD parameters were selected based on BPFs’ bandwidths. The estimated
log envelopes are shown~not to scale! in ~b! as solid lines along with the
signals’ true log envelopes shown as dashed, dashed-dotted, and dotted lines
for BPFs 1, 2, and 3, respectively. The raw IFs for signals filtered by BPFs
#1, #2, and #3 are displayed in~c! as dashed, dashed-dotted, and dotted lines
respectively, along with corresponding lowpass filtered~with order 50 and
cutoffs 120, 340, and 900 Hz! IFs shown as solid lines. In~d! we plot the
PIFs estimated using LPSD withH54, 11, and 28, respectively.

FIG. 4. We consider a signal with a zero of unity magnitude. Its log enve-
lope is shown in~a! as a dashed line; dips correspond to location of the
on-circle zero. We usedH540 in LPSD’s first stage andH510 in the
second one. The estimated log envelope and PIF are plotted~solid lines! in
~a! and ~b!, respectively; original functions are shown using dashed line;
dashed-dotted line in~a! denotes error’s magnitude.
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frequency,V, of 2p/N; this corresponds to 32 Hz for the
present example. Having specified a certain bandwidth for
envelope approximation, one can compute the algorithm’s
model order asH52pBc /V. Based on these calculations,
we chose LPSD model orders,H, to be 12, 33, and 84, cor-
responding to three times the critical bandwidths for first-
stage envelope approximation. The values ofH were set to 4,
11, and 28 for approximating the PIFs in second-stage pro-
cessing. One may also keepH fixed and vary the processing
interval for each BPF proportional to 1/Bc . Our goal was not
to parsimoniously describe the signal but to demonstrate that
the carrier frequency and the modulations carry sufficient
information to describe the signal. The estimated log enve-
lopes are shown in Fig. 5~b! as solid lines~not to scale! along
with the signal’s Hilbert envelopes for each of the three fil-
ters~dashed, dashed-dotted, and dotted for BPFs 1, 2, and 3,
respectively!. The raw IFs~obtained by phase-differencing!
for signals filtered by the three BPFs are displayed in Fig.
5~c! as dashed, dashed-dotted, and dotted lines, respectively,
along with corresponding lowpass filtered~with order 50 and
cutoffs 120, 340, and 900 Hz! IFs shown as solid lines. The
PIFs resulting from second-stage processing are depicted in
Fig. 5~d!.

Based on earlier discussions we can see that the sharp
spikes in raw log-envelopes and most of the spikes in raw
IFs ~especially for signals at output of BPFs 2 and 3! are due
to signal zeros very close to the unit circle; the latter may be
caused by neighboring peaks in the signal’s spectral enve-
lope ~or neighboring formants!. Further, the raw IFs also go
negative at times. In general, the raw log-envelopes and IFs
are highly fluctuating quantities. Clearly, the LPSD may be
viewed as a technique to compute a signal’s envelope’s loga-
rithm. The IF approximated by LPSD has two distinct advan-
tages over techniques that merely filter the raw IF. First, in
the absence of on-circle zeros, it is always positive. Second,
it approximates the typically impulsive IF better~due to the
all-pole model assumption! as opposed to lowpass filtered IF.

When a composite signal consists of many spectral re-
gions of interest which are time-varying, as in speech, the

signal must be decomposed by a bank of time-varying filters
which may then be followed by envelope and PIF decompo-
sition described here. The bank of filters must be data adap-
tive and should form part of the speech signal representation.
A block diagram depicting this basic idea is shown in Fig. 6.
We have made some progress in implementing this block
diagram,31 but due to space limitations the details are not
presented here. Figure 7~a!, ~b!, ~c!, and~d! show the results

FIG. 6. We envision a ‘‘tonotopic signal analyzer’’ as a general purpose
processor that decomposes an input signal~on the time-frequency plane!
around regions of dominant spectral energies into carrier frequencies, log
amplitudes, and MinP-AllP~or MinP-MaxP! modulations@ak(t) andbk(t)#.
These modulations are further broken down into their respective center fre-
quencies, and so on. The result is a treelike break-up of the signal wherein
higher nodes of the tree correspond to more significant temporal-spectral
events in the signal.

FIG. 7. ~a! The speech signal for the sentence ‘‘How do we define it?’’ is
plotted; this segment was obtained from the TIMIT database~TIMIT/train/
dr3/fcke0/si1111.wav!. ~b! We have displayed the estimated average log-
envelopes as solid, dashed-dotted, and dotted lines at the output of the three
time-varying filters. The details of the time-varying bandpass filters~BPFs!
are given in Ref. 31.~c! We have superimposed on the spectrogram the
estimated PIFs of the components at the output of the time-varying BPFs.
~d! The averages of the PIFs are shown. They tend to follow the trajectories
of the first three formants.
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of processing the entire sentence ‘‘How do we define it?’’
using this decomposition. We may call this approach ‘‘Tono-
topic Signal Analysis~TSA!,’’ since the procedure not only
attempts to track the formant center frequencies but also pro-
vides the details of modulations~the a and b! about those
frequencies. Reference 31 provides several such speech pro-
cessing examples.

IV. DISCUSSION

In this paper our main accomplishment is the decompo-
sition of an analytic signal into two analytic signals using a
simple ~LPSD! algorithm. Decomposition of analytic func-
tions of a complex variable has been studied in systems
theory and filter design since the days of Henrik Bode37 in
the 1930s. However, much of that work dealt with frequency
responses, i.e., frequency is viewed as a complex variables
~continuous-time systems! or z ~discrete-time systems!.
Cepstrum-related research5 may be viewed as an extension
of this work. Voelcker’s contribution, which extends Gabor’s
work,7 is that he recognized that analytic functions could be
used for studying the relationships between phase and enve-
lope of signals by treating time as a complex variable. To our
knowledge, Voelcker did not attempt to decompose signals
into MinP and MaxP or AllP components. The MinP/MaxP/
AllP decomposition was, perhaps, first done by Oppenheim
and colleagues~see Ch. 12 in Ref. 5, and references therein!.
However, their decomposition was achieved by rooting a
polynomial or computing logarithm/log-derivative in the
z-transform or frequency domain. In contrast, the signifi-
cance of our result is that the MinP-AllP or MinP-MaxP
decomposition is achieved using an elegant adaptive de-
modulator without rooting, Hilbert transformation, or phase
unwrapping, directly from the given signals(t). A similar
procedure can be developed for the frequency domain as
well. The primary difference between our approach and the
cepstrum analysis is that we explore the signal’s logarithm in
the time domain which yields a physically acceptable quan-
tity like the positive instantaneous frequency. This helps us
in characterizing the IF of signals which consist of many
components such as a speech formant. The average PIF~i.e.,
the carrier frequency! indicates the place-location of a sig-
nal’s spectral concentration.

Unfortunately, in this paper, we still need to form the
analytic signal before the proposed decomposition can be
achieved. That is, since in practice only real-valued signals
are available for processing, one has to compute its Hilbert
transform. In more recent work38 we have proposed an algo-
rithm which avoids computation of the analytic signal. It is
possible to obtain the envelope and PIF directly from the real
signal under certain restrictions.
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APPENDIX A: MINIMUM AND MAXIMUM PHASE
SIGNALS

An elementary signal,23 e(t), is defined as

e~ t !512pej Vt, ~A1!

wherep5upuej u. If upu,1 thene(t) is called a MinP signal,
since no other signal with the same envelope has a smaller
phase angle. Observe thatue(t)u.0. Taking the natural loga-
rithm of both sides and using the series expansion, ln(12y)
5(k51

` (2yk/k), we get

ln~12pej Vt!5 (
k51

`
2pke2 jkVt

k
. ~A2!

After exponentiating both sides, we get the following iden-
tity:

12pej Vt5expS (
k51

`
2upuk

k
cos~kVt1ku!

1 j (
k51

`
2upuk

k
sin~kVt1ku!D . ~A3!

From the above expression we note that for an elementary
MinP signal,e(t), the logarithm of its envelope and its phase
angle are related through the Hilbert transform. Similarly, for
an elementary MaxP signal (12qej Vt) where q5uquej f,
uqu.1, we get the following identity:

12qej Vt5~2qej Vt!expS (
k51

`
2u1/quk

k
cos~kVt1kf!

2 j (
k51

`
2u1/quk

k
sin~kVt1kf!D . ~A4!

The key difference between Eqs.~A3! and~A4! is the change
in the sign of the phase function.

Using the above identities in Eq.~2! yields

sMinP~ t !5ea~ t !1 j â~ t ! ~A5!

and

sMaxP~ t !5A0eb~ t !1 j ~v0t2b̂~ t !!, ~A6!

where

a~ t !5 (
k51

`

(
i 51

P

2
upi uk

k
cos~kVt1ku i ! ~A7!

and

b~ t !5 (
k51

`

(
i 51

Q

2
1/uqi uk

k
cos~kVt1kf i !. ~A8!

Thus s(t) as described in Eq.~2! can be compactly repre-
sented as

s~ t !5Ace
j vctea~ t !1 j â~ t !eb~ t !2 j b̂~ t !, ~A9!

whereAc corresponds to the overall amplitude of the signal
andvc denotes its ‘‘carrier’’ frequency.vc is equal toQV
plus any arbitrary frequency translation that the signals(t)
may have been subjected to. The log-envelope and phase of
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s(t) are expressed in terms ofa(t) andb(t) as

lnus~ t !u5a~ t !1b~ t !1 ln Ac ~A10!

and

/s~ t !5vct1â~ t !2b̂~ t !, ~A11!

respectively. The above expressions can be a useful peda-
gogical tool in explaining phase-envelope relationships in the
signal as well as systems domains. For instance, the well-
known results in Ref. 39, where one attempts to reconstruct a
signal from either phase or magnitude information, may eas-
ily be explained using the above expressions. For example, if
a pair of roots ofs(t) occurs in complex conjugate reciprocal
locations, i.e.,pi51/qi* , then thei th term in the summation
in Eqs.~A7! and~5! are identical and hence vanish from the
expression for phase in Eq.~A11!. Hence, in this case, phase
does not uniquely specify the signals(t). This is essentially
theorem 1 in Ref. 39, which is stated in the systems domain.
Similarly if pi521/qi* , then from Eq.~A10! we see that
magnitude alone is not sufficient to specify a signals(t). In
general, both phase and envelope are required to represent
s(t).

The instantaneous frequency~IF! of s(t) is the deriva-

tive of the phase ofs(t) and is simplyvc1 ȧ̂(t)2 ḃ̂(t)
~where the dot stands for the first derivative!, i.e., it consists
of a dc~corresponding to carrier frequency! and a sum of IFs
of s(t)’s MinP and MaxP components. Thus we have

d/s~ t !

dt
5vc2VF (

k51

` S (
i 51

P

upi uk cos~kVt1ku i !

2(
i 51

Q

u1/qi uk cos~kVt1kf i !D G . ~A12!

Clearly, the spectrum ofs(t)’s IF @given by Eq.~A12!# con-
tains an infinite number of harmonic components~V being
the fundamental frequency!. A closed-form expression for IF
is obtained by summing Eq.~A12! as

d/s~ t !/dt

5vc2VF(
i 51

P upi u~cos~Vt1u i !2upi u!
122up1ucos~Vt1u i !1up1u2

2(
i 51

Q u1/qi u~cos~Vt1f i !2u1/qi u!
122u~1/qi !ucos~Vt1f i !1u~1/qi !u2G . ~A13!

The above reveals thats(t)’s IF tends to6` whenever one
or more of its zeros tend to lie on the unit circle~see Ref. 31
for details!. All these results were known to Voelcker.

APPENDIX B: SIGNALS WITH POSITIVE
INSTANTANEOUS FREQUENCY

Consider a signal,z(t), which is a ratio of two signals as
follows:

z~ t !5
12qej Vt

12 ~1/q* !ej Vt ; ~B1!

‘‘ * ’’ denotes complex conjugation,q5uquej f, and uqu.1.
Rearranging the numerator we have

z~ t !52qej Vt
12~1/q!e2 j Vt

12~1/q* !ej Vt . ~B2!

Simplifying the above equation, we find thatz(t)’s envelope
is a constant~equal touqu! for all time, t, and that its phase
angle is

/z~ t !5Vt1p1f12(
k51

` u1/quk

k
sin~kVt1kf!. ~B3!

Taking the first derivative of/z(t), its IF can be expressed
as

d/z~ t !

dt
5VS 112(

k51

` U1qU
k

cos~kVt1kf!D . ~B4!

Since the right side of Eq.~B4! is V(12u1/qu2)u1
2(1/q* )ej Vtu22 and is analogous to a ‘‘power spectrum,’’
z(t)’s IF is always positive. We may generalize this result to
the case of a signal consisting of a product of rational signals
as in Eq.~B2!, i.e., z(t) of form

z~ t !5)
i 51

L
12qie

j Vt

12~1/qi* !ej Vt . ~B5!

Since the phase angle contribution due to each of theL terms
in the above equation adds up, the corresponding IF is

d/z~ t !

dt
5V(

i 51

L S 112(
k51

` U 1

qi
Uk

cos~kVt1kf i !D .

~B6!

Since each of theL terms in the above summation is positive,
we claim that the final IF given by Eq.~B6! is positive.
These results are analogous to the results well known in dis-
crete time all-pass~AP! systems, where the equivalent of IF
is the group delay;40 our derivation is slightly different than
the one given in Oppenheim and Schafer.5
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The dynamics of airflow during speech production may often result in some small or large degree
of turbulence. In this paper, the geometry of speech turbulence as reflected in the fragmentation of
the time signal is quantified by using fractal models. An efficient algorithm for estimating the
short-time fractal dimension of speech signals based on multiscale morphological filtering is
described, and its potential for speech segmentation and phonetic classification discussed. Also
reported are experimental results on using the short-time fractal dimension of speech signals at
multiple scales as additional features in an automatic speech-recognition system using hidden
Markov models, which provide a modest improvement in speech-recognition performance.
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INTRODUCTION

The dynamics of speech airflow might create small or
large degrees of turbulence during production of speech
sounds by the human vocal-tract system. Static airflow and
acoustic characteristics of turbulent speech, e.g., fricative
and stop sounds or sounds with aspiration, have been studied
by several researchers; references and related discussion can
be found in Fant~1970!, Flanagan~1972!, and Stevens
~1971!. While the majority of work in this area has mainly
associated turbulence in speech with consonants, it is also
possible to have vowels uttered with some~speaker-
dependent! amount of aspiration which adds some small de-
gree of turbulence to them. To produce natural-sounding
synthetic speech, it was judged necessary to simulate an as-
piration noise source in speech-synthesis systems~Klatt,
1987!.

Most approaches modeling speech turbulence at the
speech-waveform level have focused on the random nature
of the corresponding signal component. Another important
aspect of speech sounds that contain frication or aspiration is
the high degree of geometrical complexity and fragmentation
of their time waveforms; due to lack of a better approach,
this has been left unmodeled and treated in the past as noise.
In this paper, we use the theory of fractals~Mandelbrot,
1982! to model the geometrical complexity of speech wave-
forms via their fractal dimension, which quantifies the degree
of signal fragmentation. In Sec. I, we provide some motiva-
tion and justification from the field of speech aerodynamics
for using fractal dimension to quantify the degree of turbu-

lence in speech signals. In Sec. II, a simple and efficient
algorithm is described for measuring the fractal dimension.
The algorithm is based on multiscale nonlinear operators of
morphological filtering that iteratively expand and contract
the signal’s graph~Maragos, 1994; Serra, 1982!. Some of
our contributions include the measurement and study of the
fractal dimension of speech signals in a short-time
~phoneme-based! and multiscale framework, which we be-
lieve is necessary since speech signals are nonstationary and
their fragmentation may vary across different time scales. In
this area, we extend the preliminary experiments in Maragos
~1991! by providing measurements averaged over large num-
bers of phonemic instances from the TIMIT and ISOLET
databases. Another contribution is to the field of speech rec-
ognition: the multiscale fractal dimensions of short-time
speech segments are used as additional features in an auto-
matic speech-recognition system based on hidden Markov
models~HMMs!. As discussed in Sec. III, the fractal features
can offer a modest improvement to the performance of
HMM-based speech recognizers.

I. SPEECH AERODYNAMICS AND FRACTALS

Conservation of momentum in the airflow during speech
production yields the Navier–Stokes governing equation
~Tritton, 1988!

rS ]u

]t
1u•“uD52¹p1m¹2u, ~1!

where r is the air density,p is the air pressure,u is the
~vector! air-particle velocity, andm is the~assumed constant!
air-viscosity coefficient. It is assumed that flow compress-
ibility is negligible @valid since in speech flow
(Mach numbers)2!1#, and hence“•u50. An important pa-
rameter characterizing the type of flow is the Reynolds num-
ber Re5rUL/m, whereU is a velocity scale foru andL is a

a!The first part of this work was performed while both authors were at the
School of E.C.E., Georgia Institute of Technology, Atlanta, GA 30332.
The second part was done while P. Maragos was at the Institute for Lan-
guage and Speech Processing, Athens, Greece.

b!Electronic mail: maragos@cs.ntua.gr
c!Electronic mail: potam@research.att.com
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typical length scale, e.g., the tract diameter. For the air we
have very lowm, and hence high Re. This causes the inertia
forces @in the left-hand side of Eq.~1!# per unit volume to
have a much larger order of magnitude than the viscous
forcesm¹2u. While m is low and may not play an important
role for the speech airflow through the interior of the vocal
tract, it is essential for the formation of boundary layers
along the tract boundaries and for the creation of vortices. A
vortex is a region of similar~or constant! vorticity v, where
v5“3u. Vortices in the airflow have been experimentally
found above the glottis by Teager and Teager~1990! and
Thomas~1986!, and theoretically predicted by Kaiser~1983!,
Teager and Teager~1990!, and McGowan~1988!, using
simple geometries. There are several mechanisms for the cre-
ation of vortices:~1! velocity gradients in boundary layers,
~2! separation of flow, which can easily happen at cavity
inlets due to adverse pressure gradients@see Kaiser~1983!,
and Teager and Teager~1990! for experimental evidence of
separated flow during speech production#, and ~3! curved
geometry of tract boundaries, where due to the dominant
inertia forces the flow follows the curvature and develops
rotational components. After a vortex has been created, it can
propagate downstream as governed by the vorticity equation
~Tritton, 1988!

]v

]t
1u•“v5v•“u1n¹2v, n5m/r. ~2!

The term v•“u causes vortex twisting and stretching,
whereasn¹2v produces diffusion of vorticity. As Re in-
creases~e.g., in fricative sounds or during loud speech!, all
these phenomena may lead to instabilities and eventually re-
sult in turbulent flow, which is a ‘‘state of continuous insta-
bility’’ ~Tritton, 1988! characterized by broad-spectrum rap-
idly varying ~in space and time! velocity and vorticity. The
transition to turbulence during speech production may occur
for lower Re closer to the glottis because there is an air jet
flowing out from the vocal cords, and for jets, turbulence
starts at a much lower Re than for flows attached to walls~as
is the case downstream in the vocal tract!.

Modern theories that attempt to explain turbulence~Trit-
ton, 1988! predict the existence of eddies~vortices with a
characteristic sizel! at multiple scales. According to the
energy-cascade theory, energy produced by eddies with large
sizel ~of the order of the boundary-layer thickness! is trans-
ferred hierarchically to the small-size eddies, which actually
dissipate this energy due to viscosity. A related result is the
Kolmogorov law

E~k,r !}r 2/3k25/3, ~3!

where k52p/l is the wave number in a finite nonzero
range,r is the energy-dissipation rate, andE(k,r ) is the ve-
locity wave number spectrum, i.e., Fourier transform of spa-
tial correlations. This multiscale structure of turbulence can
in some cases be quantified byfractals. Mandelbrot~1982!
and others have conjectured that several geometrical aspects
of turbulence~e.g., shapes of turbulent spots, boundaries of
some vortex types found in turbulent flows, shape of particle
paths! are fractal in nature. We may also attempt to under-
stand aspects of turbulence as cases of chaos. Specifically,

chaotic dynamical systems converge to attractors whose sets
in phase space or related time-series signals can be modeled
by fractals; references can be found in the survey by Peitgen
et al. ~1992!. There are several mechanisms in high-Re
speech flows that can be viewed as routes to chaos; e.g.,
vortices twist, stretch, and fold~due to the bounded-tract
geometry! ~Tritton, 1988; Mandelbrot, 1982!. This process
of twisting, stretching, and folding has been found in low-
order nonlinear dynamical systems to give rise to chaos and
fractal attractors.

All the above theoretical considerations and experimen-
tal evidence, and the fact that the speech signal is produced
by a nonlinear dynamical system that often generates small
or large degrees of turbulence, motivated our study of its
fractal aspects. In this paper, we use fractals as a mathemati-
cal and computational vehicle to analyze various degrees of
turbulence in speech signals. One of the main quantitative
ideas that we focus on is the fractal dimension of speech
signals, because it can quantify their graph’s roughness
~fragmentation!. Because the relationship between turbu-
lence and its fractal geometry or the fractal dimension of the
resulting signals is currently not well understood, in this pa-
per we conceptually equate the amount of turbulence in a
speech sound with its fractal dimension. Although this may
be a somewhat simplistic analogy, we have found the short-
time fractal dimension of speech to be a feature useful for
speech-sound classification into phonetic classes, segmenta-
tion, and recognition.

II. FRACTAL DIMENSIONS OF SPEECH

A. Preliminaries on fractal dimensions

Let the continuous real-valued functionS(t), 0<t<T,
represent a short-time speech signal and let the compact pla-
nar set

F5$„t,S~ t !…PR2:0<t<T%, ~4!

represent itsgraph. Mandelbrot ~1982! defines thefractal
dimensionof F as equal to its Hausdorff dimensionDH ; in
general, 1<DH<2. The signalS is calledfractal if its graph
is a fractal set, i.e., ifDH strictly exceeds 1~5the topological
dimension ofF !. Next, we discuss two other dimensions
closely related toDH .

Minkowski–Bouligand dimension DM : This is concep-
tually based on Minkowski’s idea of finding the length of
~possibly irregular! curvesF: DilateF with disks of radius«
by forming the union of these disks centered at all points of
F and thus create a ‘‘Minkowski cover.’’ Find the areaA(«)
of the dilated set, and set its multiscale length equal to
lim«→0L(«), whereL(«)5A(«)/2«. Then,DM is the con-
stantD in the power lawL(«)}«12D as«→0, whichL(«)
obeys ifF is fractal.

Box-Counting dimension DB : Partition the plane with a
grid of squares of side« and count the numberN(«) of
squares that intersect the curve. Then, the box dimension is
obtained by replacing the Minkowski cover area with
the box cover area, i.e., it is equal toDB

5 lim«→0 log@N(«)#/ log(1/«).
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In general, 1<DH<DM5DB<2. In this work, we focus
only on DM , which we shall henceforth call the ‘‘fractal
dimension’’ D because:~i! It is closely related toDH and
hence able to quantify the fractal aspects of a signal.~ii ! It
coincides withDH in many cases of practical interest.~iii ! It
is much easier to compute thanDH . ~iv! It will be applied to
sampled signals where most approaches can yield only ap-
proximate results.~v! DM can be more robustly estimated
than DB , which suffers from uncertainties due to the grid
translation or its spacing« relative to the signal’s amplitude.
Note thatDB5DM in the continuous-time case, but they cor-
respond to two different algorithms~with different perfor-
mances! for sampled signals.

B. Morphological covering algorithm

As shown by Maragos and Sun~1993!, and Maragos
~1994!, D will not change if we replace the disks in the
Minkowski cover ofF with other compact planar shapesB.
Thus, if «B5$«b:bPB% is an «-scaled shapeB, we can
obtain multiscale multishape-area distributions

AB~«!5area~F% «B! ~5!

whereF% «B is the set resulting from the morphological set
dilation of F by «B:

F% «B5$z1«bPR2:zPF, bPB%. ~6!

The infinitesimal order of the multiscale-area function yields
the fractal dimension ofF, i.e.,

D522 lim
«→0

log@AB~«!#

log~«!
. ~7!

Assuming now thatAB(«)}«22D as«→0 yields that

log@AB~«!#5~22D !log~«!1constant, as«→0. ~8!

Thus, in practice,D can be estimated by least-squares fitting
a straight line to and measuring the slope of the plot of the
data log@AB(«)# vs log(«).

Implementing the set dilationF% «B involves represent-
ing the signal graphF as a binary-image signal and dilating
this binary image. However, this two-dimensional processing
of a one-dimensional signalS(t) on the one hand is unnec-
essary, and on the other hand increases the requirements in
storage space and the time complexity for implementing the
covering method. Thus, for purposes of computational effi-
ciency, it is desirable to obtain the areaAB(«) by usingone-
dimensional operationson S(t). Toward this goal, let us
consider first the morphological dilation% and erosion* of
the signalS(t) by a real-valued functionG(t) defined as

~S% G!~ t !5sup
x

$S~x!1G~ t2x!%,

~S*G!~ t !5 inf
x

$S~x!2G~x2t !%.

These signal dilations and erosions are one-dimensional non-
linear signal operators whose computational structure is
similar to a convolution and correlation, respectively. Then
~Maragos and Sun, 1993; Maragos, 1994!, if we select asB

any compact single-connected and symmetric planar set, and
if we define

G«~ t !5sup$yPR:~ t,y!P«B% ~9!

as the function~structuring element! whose graph is the top
boundary of«B, we obtain

AB~«!5E
0

T

@~S% G«!~ t !2~S*G«!~ t !#dt1O~«2!,

~10!

whereS% G« andS*G« are the dilation and erosion, respec-
tively, of S by G at scale«. Thus, instead of creating the
cover of a one-dimensional signal by dilating its graph in the
plane by a setB ~which means two-dimensional processing!,
S(t) can be transformed via an erosion and a dilation by
functions G« . These dilations and erosions create an area
strip as a layer either covering or being peeled off from the
graph of the speech signal at various scales. We refer to this
whole approach as themorphological covering method.

Discrete covering method:To adapt our previous discus-
sion to the case of a discrete-time finite-length speech signal
S@n#, n50,1,...,N, we use covers at discrete scales«
51,2,..., andB becomes a finite set of pixels in the discrete
plane. If we restrict the discrete setB to be convex and of
radius51, then the corresponding functionG@n# ~at scale
«51! is restricted to have a centered three-sample support
and only two possible shapes: atriangle, defined byGt

@21#5Gt@1#50 andGt@0#5h>0, or arectangle, defined
by Gr@21#5Gr@0#5Gr@1#5h>0. The heighth is allowed
to vary and match the amplitude range of the signalS. The
main result in the discrete case is the following scale-
recursive algorithm~Maragos, 1994!:

S% G@n#5 max
21<k<1

$S@n1k#1G@k#%, «51

S*G@n#5 min
21<k<1

$S@n1k#2G@k#%,

~11!
S% G«115~S% G«! % G, «>2

S*G«115~S*G«!*G,

where«51,2,3,...,«max. For n50, N, the local max/min op-
erations take place only over the available samples. Next, we
compute the areasAB@«# by replacing the*0

T in ~10! with
summation(n50

N . Finally, we fit a straight line using least-
squares to the plot of~logAB@«#, log«!. The slope of this line
is an estimate of 22D and gives us the fractal dimension of
S. For real-world signals with some fractal structure, the as-
sumption of a constantD at all scales« may not be true.
Hence, instead of a global dimension, we estimate themul-
tiscale fractal dimensionMFD@«#, which for each« is equal
to the slope of a line segment fitted via least-squares to the
log–log plot of ~8! over a short moving window$«,«
11,...,«1w% of w scales, where in practicew ranges from 3
to 10. Throughout this paper, we have usedw510.

The heighth5G@0# of the structuring functionG is
important because it controls the finesse or coarseness of the
multiscale-area measurements. A good practical rule is to set
h less than or equal to the signal’s dynamic range divided by
the number of its samples. We experimentally observed that
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this rule performs very similarly to the caseh50. Whenh
50, i.e., when the functionG becomes a flat function corre-
sponding toB being a horizontal segment, Dubucet al.
~1989! have shown that the fractal dimension can still be
computed from the above covering method~for continuous-
time signals!. This case has two advantages: the erosions/
dilations can be performed faster, and the algorithm yields
local fractal dimensions that are invariant to any affine trans-
formation S(t)°aS(t)1b of the amplitude range (a.0).
Therefore, we henceforth selecth50.

Applying the morphological covering method on a
sampledsignal incurs a discretization error in the estimated
fractal dimension. Namely, the graph of the sampled signal
has lost some of the degree of fragmentation inherent in the
graph of the continuous-time signal or presents a distorted
view of the geometry of the continuous-time graph due to a
small number of available samples and/or a small number of
available scales. Thus, the error depends on the sampling
frequency and the essential bandwidth~i.e., the frequency
range containing most of the area under the square amplitude
spectrum of the signal!. Analytic formulas for the error cur-
rently do not exist, but experimenting with special cases
could be instructive. We have applied the above discrete flat
covering algorithm to the particular case of a sampled sine
and measured the error between the estimated fractal dimen-
sion ~at scale«51! versus the theoretically correct value of
1. By analyzing sampled sine signals over a fixed finite-time
interval, we experimentally observed that for a fixed sam-
pling frequency, increasing the frequency of the sine in-
creases the dimension error. Further, for a fixed frequency of

the sine, increasing the sampling frequency decreases the
error. We conjecture that this error depends on the oversam-
pling ratio, i.e., the ratio of the sampling frequency divided
by the sine frequency. As indicative values from this~experi-
mentally found! error law, withw55, to obtain an estimated
dimension<1.1 ~i.e., an error<10%! we need an oversam-
pling ratio of at least 20:1, whereas an estimated dimension
<1.01~i.e., an error<1%! requires an oversampling ratio of
at least 70:1. At present, we have no such guidelines for
more general signals, but increasing the sampling frequency
decreases the error.

C. Experiments on measuring fractal dimension of
speech signals

Figure 1 shows 30-ms segments of an unvoiced frica-
tive, a voiced fricative, and a vowel speech sound extracted
from words spoken by a male speaker and sampled at 30 kHz
(N5900), together with their corresponding profiles of
MFD@«# for scales«51,...,120. This range of« corresponds
to time scales from 1/30 to 4 ms. The reason for using a
higher than usual sampling rate is to approximate as closely
as possible the geometrical roughness of the continuous-time
speech signal and decrease the discretization error in the es-
timated fractal dimension. However, similar results have
been observed at lower sampling rates~10 and 16 kHz! and
are reported in the following sections. We have conducted
many experiments similar to the ones shown in Fig. 1, from
which we conclude the following:~1! Unvoiced fricatives
~/f/, /th/, /s/!, affricates, stops~during their turbulent phase!,

FIG. 1. Top row shows waveforms from speech sounds sampled at 30 kHz. Bottom row shows their multiscale fractal dimensions estimated over moving
windows of 10 scales.
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and some voiced fricatives like /z/ have a high fractal
dimensionP@1.6,1.9# at all time scales~mostly constant at
scales.1 ms!, consistent with the turbulence phenomena
present during their production.~2! Vowels at small scales
~,0.1 ms! have a small fractal dimensionP@1,1.3#. This is
consistent with the absence or small degree of turbulence
~e.g., for loud or breathy speech! during their production.
However, at scales.2–3 ms, i.e., at scales of the same order
as the distance between the major consecutive peaks in the
speech waveform, their fractal dimension increases apprecia-
bly. Here, we observe a phenomenon similar to the previ-
ously mentioned increase of the estimated fractal dimension
of a fixed-time segment of a sine when the sampling fre-
quency remains constant and the sine frequency increases.
~3! Some voiced fricatives like /v/ and /th/ have a mixed
behavior. If they do not contain a fully developed turbulence
state, their fractal dimension is medium-to-high@1.3, 1.6# at
scales,0.1 ms, increases at large scales.5 ms ~for the
same reasons as for vowels!, and may decrease for interme-
diate scales. Overall, their dimension is high~.1.6!, al-
though often somewhat lower than the dimension of their
unvoiced counterparts. Thus, we have found that the short-
time fractal dimensionD ~computed over;10–30-ms
frames and evaluated at a scale,0.1 ms! can roughly dis-
tinguish three classes of speech sounds:~i! vowels~smallD!,
~ii ! low-turbulence voiced fricatives, e.g., /v/, /th/~medium
D!, and~iii ! unvoiced fricatives, high-turbulence voiced fri-
catives, stops, and affricates~large D!. Thus, the fractal di-
mension consistently quantifies the well-known fact that the
geometrical fragmentation of the waveforms of these three
speech classes increases in the same order. However, for
loud speech~where the air velocity and Re increase, and
hence turbulence occurs more often! or for breathy voice
~especially for female speakers!, the fractal dimension of
several speech sounds, e.g., vowels, may significantly in-
crease. In general, the fractal-dimension estimates may be
affected by several factors including~a! the time scale,~b!
the specific discrete algorithm~usually most algorithms for
sampled signals underestimate the true fractal dimension
since some signal’s roughness has been lost during sam-
pling!, and ~c! the speaking style. Therefore, we do not as-
sign any particular importance to the absolute estimates but
only to their average ranges for classes of speech sounds and
to their relative differences.

We also usedD estimated at a single small time scale,
i.e., MFD@«51#, as a short-time feature for purposes of
speech segmentation and for signaling important events
along the speech signal. Figure 2 shows the waveform of the
word ‘‘soothing’’ and its short-time fractal dimension, aver-
age zero-crossing rate, and mean-square amplitude as func-
tions of time. While the fractal dimensionD behaves simi-
larly with zero crossings, it has several advantages: For
example, it can segment and distinguish between a vowel
and a voiced fricative, whereas the zero crossings usually fail
because the rapid fluctuations of the voiced fricative may not
appear as fluctuations around zero amplitude, which would
increase the zero-crossing rate but as a graph fragmentation
which increasesD. We have also observed cases whereD
could detect voiced stops but the zero crossings could not.

Related to the Kolmogorov 5/3-law,@Eq. ~3!# is the fact
that the variance between particle velocities at two spatial
locationsP andP1DP varies}(DP)2/3. These distributions
have identical form to the case of fractional Brownian mo-
tion ~Mandelbrot, 1982! whose variances scale with time dif-
ferencesT as T2H, 0,H,1, the frequency spectra vary
}1/f 2H11, and time signals are fractal with dimensionD
522H. Thus, puttingH51/3 leads toD55/3 for speech
turbulence. Of course, Kolmogorov’s law refers to wave
number~not frequency! spectra, and we dealt with pressure
~not velocity! signals from the speech flow. Thus, we should
be cautious on how we interpret this result for speech. How-
ever, it is interesting to note that in our experiments with
fricative sounds, we observedD ~for time scales,0.1 ms! in
the range@1.65, 1.7# or often exactly 5/351.67. In previous
work, Pickover and Khorasani~1986! reported global fractal
dimensions ofD51.66 for speech signals. However, they
made no connection to the 5/3 law. Further, they used much
longer time scales, i.e., 10 ms to 2 s, and a different algo-
rithm for computing fractal dimension. Thus, their work re-
ferred to time scales above the phoneme level, whereas our
work is clearly below the phoneme time scale.

D. Experiments averaged over multiple phonemic
instances

In Fig. 3, the short-time fractal dimensionD is shown
computed over scales from 1/16 to 4 ms, using a 20-ms
analysis window. For each phoneme, the mean and standard
deviation ~shown as error bars! of the MFD is computed
from 200 instances~100 from male and 100 from female
speakers! of each phoneme in the TIMIT database. These
experiments reinforce the claims made in the previous sec-
tion that the short-time fractal dimensionD in small scales
can help discriminate among broad phonemic classes. Note
that the standard deviation of the MFD distribution is typi-

FIG. 2. Speech waveform of the word ‘‘soothing’’ sampled at 10 kHz and
short-time speech measurements~fractal dimension at scale«51, normal-
ized zero-crossings rate, and normalized mean-square amplitude! over a
10-ms window, computed every 1 ms and postsmoothed by a 3-point me-
dian filter.
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cally smaller forD computed over smaller time scales~,1
ms!, with the exception of the phoneme /b/. Further, the dif-
ferences among the average fractal dimensions are larger for
smaller~,1 ms! time scales.

In Fig. 4~a!, we compare the multiscale fractal dimen-
sion for the unvoiced fricative /sh/, the corresponding voiced
fricative /zh/, and the vowel /uh/, averaged over 200 phone-
mic instances obtained from the TIMIT database. Clearly,
the small- and medium-scale fractal dimension measurement
is smaller for voiced than for unvoiced sounds. The MFD is
very small for vowels.

Plosives are a highly confusable set of phonemes. Mul-
tiscale fractal dimension is able to discriminate between
voiced and unvoiced plosives produced with identical vocal-
tract configuration~thus having very similar short-time spec-
tral envelopes!, i.e., /p/ and /b/, /t/ and /d/, etc. For example,
in Fig. 4~b! we show the MFD for the voiced–unvoiced plo-
sive pair /d/ and /t/ averaged over 200 occurrences. Again,

the MFD is smaller for the voiced /d/ than for the unvoiced
/t/. The discriminative power of the fractal dimension for
fricatives and plosives, where traditional spectral features are
inadequate, could be a valuable asset for speech recognition,
as discussed next.

III. APPLICATION TO AUTOMATIC SPEECH
RECOGNITION

It has been demonstrated that the multiscale fractal di-
mension can potentially be used to discriminate among pho-
netic classes. Here, we attempt to incorporate the fractal di-
mension in a hidden Markov model~HMM !-based speech
recognizer; mixtures of Gaussian distributions are used to
model the observation probabilities for each HMM state.

To successfully incorporate a feature in a pattern classi-
fier, the new features must contain~if possible! only infor-
mationrelevantto the discrimination task, i.e., not be redun-

FIG. 3. Mean and standard deviation~error bars! of the multiscale fractal dimension distribution for the phonemes /aa/, /b/, /en/, /f/, /m/, /r/ calculated from
the TIMIT database~20-ms analysis window, updated every 10 ms!.

FIG. 4. Multiscale fractal dimension:
~a! phonemes /sh/, /zh/, /uh/ and~b!
phonemes /t/, /d/; averaged over 200
phonemic instances from the TIMIT
database~20-ms analysis window, up-
dated every 10 ms!.
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dant or irrelevant. The fractal dimension of a speech signal is
defined in this paper to be a two-dimensional~2-D! distribu-
tion in time and scale. The main issue is how to represent
this 2-D distribution so that it fits in the HMM framework.
The feature vectors used in speech recognition are typically
computed over a 20–30-ms window and are updated every
5–10 ms. Fractal dimension is a feature with high temporal
resolution; thus, it might be advantageous to avoid over-
smoothing. An 8-ms averaging window~updated every 10
ms!1 was arbitrarily chosen, and is being used to compute the
fractal features in the remainder of this paper. The ‘‘stan-
dard’’ speech-recognition features~i.e., cepstrum and mean-
square amplitude! are computed using a 20-ms window.

The second issue to be resolved is the dimensionality of
the fractal-feature vector. Smaller dimensionality presents a
computational advantage, but comes with a performance
tradeoff if relevant information is lost during the dimension-
ality reduction process. It is clear from Figs. 3 and 4 that the
fractal dimensions of adjacent scales are highly correlated.
Further, the fractal dimension of large scales~.1.5 ms! pro-
vide little information relevant to the discrimination task at
hand. Various empirical procedures exist for decorrelating a
feature vector. In this paper, we chose the simplistic ap-
proach of sparsely sampling the low end of fractal scales~,1
ms!.

The feature vector augmented with fractal features as
described above was applied to the speech-recognition task
of the highly confusablee-set consisting of the following
spoken letters: b, c, d, g, p, t, v, and z. Thee-subset of the
ISOLET database consists of 2700 word occurrences
sampled at 16 kHz~Cole et al., 1990!. The HMM-based
HTK recognition package was used for all experiments
~Young, 1995!. A hold-one-out~‘‘round-robin’’ ! procedure
was used during training so that all 2700 words were avail-
able for testing. As a result, the statistical significance of
recognition performance comparisons was five times higher
than in Singer and Lippmann~1992!.

The standard-feature set consisted of the mean-square
amplitude~usually called ‘‘energy’’2! A, the first twelve cep-
strum coefficientsC1 ,...,C12 computed from a mel filter-
bank ~Davis and Mermelstein, 1992! and their first time de-
rivatives DA and DC1 ,...,DC12. The standard feature

vector was augmented by the fractal dimension of scale one
D15MFD@1# and its first time derivativeDD1 . Scale one
corresponds to a time scale of 1/16 ms. The fractal features
are assumed to be independent of the standard features and to
belong in separate probability ‘‘streams.’’3 Five-state left–
right hidden Markov models were used in these experiments.
As shown in Table I, combining the standard and the fractal
features gives a modest 12% reduction in the word-error rate
over using the standard features alone. Further improvement
is achieved when the higher-scale fractal dimensions~scales
6, 11, and 16, corresponding to time scales of 0.38, 0.69, and
1 ms! are used in addition toD1 as shown in the third col-
umn of Table I; this yields an error reduction of 18%. Fur-
ther augmentation of the fractal-feature vector has not shown
experimentally any performance improvement. Henceforth,
we refer to the feature vector consisting of
$D1 ,D11,DD1 ,DD6 ,DD11,DD16% as the ‘‘fractal’’-feature
vector.

Next, we attempted to improve overall performance by
augmentation of our feature set with the second time deriva-
tives of the energy and cepstrum features
$DDA,DDC1 ,...,DDC12% and by doubling the complexity
of the HMM models, i.e., using ten instead of five Gaussian
distributions per mixture per state. As shown in Table II, as
the complexity of the models and/or the dimensionality of
the standard features increases, the improvement in perfor-
mance achieved by using the fractal features becomes mar-
ginal. Note that similar recognition performance~about
10%–15% word-error rate! was reported for the ISOLET
database in Singer and Lippmann~1992!.

Preliminary experiments on general phoneme-
recognition tasks have shown similar performance improve-
ments when the standard-feature vector was augmented with
fractal features. Overall, fractal features can provide modest
improvement to recognition performance with a small in-
crease in the dimensionality of the feature vector.

IV. CONCLUSIONS

In this paper, motivated by considerations based on the
dynamics of the speech airflow, we have conjectured that
short-time speech sounds contain various degrees of turbu-

TABLE I. Word percent correct for theE-set recognition task using 5-mixture Gaussians per HMM state.

$A,C1 ,...,C12 ,DA,DC1 ,...,DC12% $A,C1 ,...,C12 ,DA,DC1 ,...,DC12%
1 1

$A,C1 ,...,C12 ,DA,DC1 ,...,DC12% $D1 ,DD1% $D1 ,D11 ,DD1 ,DD6 ,DD11 ,DD16%

81.2% 83.5% 84.5%

TABLE II. Word percent correct for theE-set recognition task.

Features

Models $A,C,DA,DC,DDA,DDC%

$A,C,DA,DC,DDA,DDC%
1

$D,DD%

5-mixture Gaussians 85.6% 86.3%
10-mixture Gaussians 88.6% 88.9%
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lence at multiple time scales below the phoneme time scale.
To quantify these various degrees of turbulence, we have
proposed the use of the multiscale fractal dimension~MFD!,
measured via an efficient signal-processing algorithm based
on simple morphological dilation/erosion operators. Several
experimental observations have been made by measuring the
MFD of short-time speech sounds and demonstrating its po-
tential for classification into certain broad phonetic classes
and for speech segmentation.

Motivated by the novel information that the MFD can
extract from the speech waveforms, we investigated the ap-
plication of MFD as a fractal-feature vector to the problem of
HMM-based automatic speech recognition. By augmenting
the standard-feature vector~containing short-time spectral in-
formation! used in current speech-recognition systems with
elements of the MFD vector, we have experimentally ob-
served an improvement in performance, i.e., a modest reduc-
tion in the error of certain word-recognition tasks over
standard-speech databases.

For future research, there are certain issues relating to
the design of the classifier and the augmentation of the fea-
ture vector with fractal features that deserve further investi-
gation. Such issues include the dimensionality of the fractal-
feature vector and the time scales of the fractal dimension
used as features during recognition. The choice of the dura-
tion of the short-time analysis frame and alternative ways of
incorporating the fractal-feature vector in the HMM frame-
work should also be considered more carefully. Additional
performance improvements may be achieved with a more
careful choice of these parameters. Further, despite the nov-
elty of the information represented by the MFD vector, the
improvement in performance that we observed when com-
bining spectral and fractal features turned out to be relatively
modest for HMM models with high complexity. This rela-
tively small improvement in performance could be due to a
correlation between the standard fractal features and the mul-
tiscale fractal dimension. Specifically, preliminary experi-
ments lead us to pose a question whether the fractal dimen-
sion is correlated with the high-frequency part of the
spectrum. Thus, a formal study might be useful to investigate
the existence and degree of any possible correlation between
spectral features and multiscale fractal dimension.
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1We chose to update all features every 10 ms because it is unclear how to
incorporate features sampled with different frequencies in the HMM frame-
work.

2We prefer the term ‘‘mean-square amplitude’’ over the term ‘‘energy’’
because, as Kaiser~1990! has discussed, the energy in an oscillatory signal
is more appropriate to be related to the physical energy of the source

producing this signal. Such an energy is proportional both to the oscillation
amplitude squared and the frequency squared and can be measured via the
Teager–Kaiser energy operator.

3All stream weights are assumed to be unity.
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Computer identification of musical instruments using
pattern recognition with cepstral coefficients as features
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Cepstral coefficients based on a constantQ transform have been calculated for 28 short~1–2 s! oboe
sounds and 52 short saxophone sounds. These were used as features in a pattern analysis to
determine for each of these sounds comprising the test set whether it belongs to the oboe or to the
sax class. The training set consisted of longer sounds of 1 min or more for each of the instruments.
A k-means algorithm was used to calculate clusters for the training data, and Gaussian probability
density functions were formed from the mean and variance of each of the clusters. Each member of
the test set was then analyzed to determine the probability that it belonged to each of the two classes;
and a Bayes decision rule was invoked to assign it to one of the classes. Results have been extremely
good and are compared to a human perception experiment identifying a subset of these same sounds.
© 1999 Acoustical Society of America.@S0001-4966~99!00703-1#

PACS numbers: 43.75.Cd@WJS#

INTRODUCTION

The perception of timbre by humans has been widely
studied over the past four decades with the elusive goal of
correlating the results of perceptual experiments with a small
number of acoustical properties of the sounds studied. Many
of the studies have used perceived proximity ratings as a
measure of similarity of sounds followed by analysis using
multidimensional scaling~MDS! techniques, while others
have modified the acoustic signal and then done perception
experiments to determine whether the altered signal could be
distinguished from the original. There have been a wide
range of results identifying various spectral and temporal
properties and assigning weights to their saliency.

As is often the case in research in musical acoustics, the
first work was reported in Helmholtz’~1885/1954! monu-
mental work. He postulated that timbre perception depended
on the spectral shape resulting from real-time frequency
analysis on the basilar membrane. This is called his ‘‘har-
monic structure’’ theory.

Saldano and Corso~1964! did experiments to distinguish
between Helmholtz’ theory and the formant theory of musi-
cal quality according to which there is a strengthening of
partials in certain regions due to resonances of the musical
instrument. Their spectral results were equivocal, but they
demonstrated the importance of onset patterns for timbre rec-
ognition. Experiments by Risset and Mathews~1969!
pointed out the importance of the time-varying properties of
the onset in trumpet sounds.

Clark et al. ~1964! found timbre to be determined by the
attack transient, by modulation during the steady state, and to
some degree by one or more formants. In an interesting study
to determine the relative effects of spectral and temporal
properties on timbre, Strong and Clark~1967a, b! inter-
changed spectral and temporal envelopes on sounds by a

number of wind instruments and found that the results de-
pended on the instrument.

In an early MDS study supporting the importance of
spectral properties, Plomp~1970! found a 0.86 correlation
between a three-dimensional perceptual space and a three-
dimensional physical space derived from differences in SPL
outputs of a1

3-octave band filter. Later experiments by Plomp
~1976! supported the formant theory of musical instruments.
Wedin and Goude~1972!, in another MDS study, found
three principal factors, all derived from the long term aver-
age spectrum.

In a series of widely cited papers, Grey~1977, 1978!,
Grey and Gordon~1978! and Grey and Moorer~1977!, were
able to use MDS to correlate experimental results with three
acoustical properties, both spectral and temporal. Similar re-
sults were reported later by Krumhansl~1989! and McAd-
ams and others~1995!.

Charbonneau~1981! reduced the information in the
acoustic signal and concluded that humans perceive the time
variations of groups of partials rather than individual ones.

Kendall ~1986! found that steady-state-alone conditions
were matched as well as using the entire unaltered signal and
concluded that ‘‘the perceptual importance of transients in
defining the characteristic sounds of instruments has been
overstated.’’

The preceding resume is admittedly sketchy and slanted
toward information about the frequency domain as that is
more pertinent to the present study. Two recent articles do an
excellent job of reviewing the entire timbre perception litera-
ture ~McAdams, 1993; Hajdaet al., 1997!.

There has been little work attempting computer ‘‘per-
ception’’ of timbre, or musical instrument identification, par-
ticularly when compared to the large volume of research by
the speech community on automatic speaker/speech recogni-
tion. This emphasis is understandable in view of the enor-
mous range of practical applications of the latter, for ex-
ample, the identification of a speaker calling a bank toa!Electronic mail: brown@media.mit.edu
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conduct a transaction and the enormous field of communica-
tions applications.

The literature on automatic identification of musical in-
struments consists for the most part of reports in conference
proceedings. Kaminskyj and others~1995, 1996! reported
preliminary calculations using temporal features. De Poli and
Tonella ~1993! used a neural net calculation to classify
sounds with a procedure similar to Grey’s and based on his
parameters. Cosi and others~1994! used features based on an
auditory model followed by a neural net to classify instru-
ment tones and reported successful classification.

Langmead~1995a,b! used auditory-based features and
found that a temporal factor, which he called spectral onset
asynchrony, was the most effective in creating timbre cat-
egories. Kostek and Wieczorkowska~1997! reported on an
examination of various sound parameters, initially from the
frequency domain but with temporal features added, with the
as yet unachieved goal of separating musical instrument
sounds.

With rare exceptions the timbre perception studies as
well as the computer identification work has used a single
example of each instrument. The current study, reported by
Brown ~1997, 1998a, b, c!, does not compute a distance mea-
sure between single examples of a number of classes of in-
struments, but rather determines whether a statistically sig-
nificant number of instruments from two different classes
can be grouped correctly. It is more similar in method and
goal to speaker/speech studies than to previous timbre stud-
ies.

This study is motivated by a long-time interest in the
properties of musical signals which give rise to human per-
cepts, and the objective measurement of these properties by
computer. While a calculation of this type cannot answer the
question of whether humans are using the same information
in their decisions, it can, nevertheless, provide a solid scien-
tific conclusion as to whether there is sufficient information
present in the chosen properties of the waveform for a cor-
rect decision.

There are also a number of practical applications to this
problem as formulated. One is in the field of audio indexing
~Wilcox, 1994!, the goal of which is the automatic identifi-
cation of the segments in an audio stream. A successful so-
lution to this problem would eliminate the necessity of se-
quential monitoring by a human. Another application is the
long-studied automatic transcription problem~Moorer,
1975!, which has as goal the conversion of an audio stream
into a written score. Finally, and potentially most important,
the explosion of internet sites has made automatic recogni-
tion methods of great importance in classifying and reducing
the sheer volume of material to be searched on the internet.

The current study was inspired by one of the most suc-
cessful methods of automatic speaker identification~Rey-
nolds and Rose, 1995 and references therein!, which in-
volved the use of a Gaussian mixture model with cepstral
coefficients as features. It can be argued that sound produc-
tion by a musical instrument is analogous to quasi-steady
vowel production by a singer in which the shape of the vocal
tract determines the spectrum~Strong, 1998!. This seems the
appropriate description for the case of instruments, such as

strings and natural horns, where the spectrum is largely de-
termined by a resonator of fixed shape. The vowel analog
may be less obvious in the case of instruments, such as the
woodwinds of this study, where the dimensions of the reso-
nator change to produce different notes.

Independent of analog chosen, a set of features used
successfully for speech/vowel/speaker identification are the
cepstral coefficients which have been used in this study. The
method of analysis to be described does not take into account
the temporal evolution of the spectral features as is done
with hidden Markov models in speech identification, but
rather treats all data frames independently, as done with
speaker identification.

In choosing instruments for this study it was desirable to
have similar~or at least overlapping! frequency ranges, a
similar excitation mechanism, and similar resonators. The
oboe and the saxophone met these criteria because they are
both conical bore, reed instruments with overlapping fre-
quency ranges, and in the case of the soprano sax, the fre-
quency range is almost identical. They have similar attacks
and decays, and a scientist/woodwind musician~Coleman,
1997! reported that the soprano sax and oboe can be difficult
to distinguish when playing music of a similar style. Prelimi-
nary experiments with human subjects supported this obser-
vation. Since humans are thought to be the ultimate receiv-
ers, these seemed to be an extremely challenging pair of
instruments to study for an initial test of this method as ap-
plied to musical instruments.

I. METHOD OF PATTERN RECOGNITION

A. Introduction

The goal of a pattern recognition calculation is to clas-
sify a group of patterns called the test set into two or more
classes. This is done by calculating features for the test set
and comparing them to the same features for known ex-
amples of the classes called the training set; i.e., the com-
puter ‘‘learns’’ what the values of the features are for an
example of each of the known classes. These are then used as
a basis for comparison to the unknown sounds.

This process is analogous to that followed by human
subjects in classifying sounds. Humans build up mental rep-
resentations of sounds made by different sources. Then,
when asked to classify a new, unknown sound, they compare
it to each of these mental representations to make a decision.
See, for example, Galotti~1994! or any other introductory
text on cognitive psychology.

For computer identification, an unknown sound can be
segmented into shorter ‘‘frames’’ and a feature vector calcu-
lated for each of these frames. If the feature vector is of
dimension M, then each frame contributes a point in an
M-dimensional space. The classifier must then adopt a dis-
tance measure for determining whether the given points are
closer to those of class A or B~in the case of two classes!
and, based on this, make a likelihood decision, i.e., make the
decision that minimizes the probability of error.

B. Feature selection: Cepstral coefficients

In any pattern recognition problem the most crucial step
is the choice of features since this determines whether the
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classes can be differentiated. In this work the musical instru-
ment was modeled as a resonator with a periodic excitation,
with the sound produced analyzed in the same manner as in
the speaker identification work previously mentioned. In
speech analysis the glottal impulses are treated as a periodic
excitation followed by a filter, which is the vocal tract or
resonator~Rabiner and Schafer, 1978!. The musical analog
for reed woodwind instruments is the pressure-controlled
opening and closing of the reed~s! delivering puffs of air into
a cylindrical or conical bore resonator.

A set of features which has been particularly successful
in characterizing the vocal tract resonances which identify
individual speakers, speech, or vowels are the cepstral coef-
ficients. See Rabiner and Schafer~1978! and Rabiner and
Juang~1993! for a discussion of the use of cepstra for speech
applications. The cepstrum is the Fourier transform of the
log magnitude spectrum~Oppenheim and Schafer, 1975!; it
involves two transforms which makes it computationally
more intensive than FFT-based calculations. These features
will be applied to musical instruments to determine whether
they offer instrument specific information sufficient to differ-
entiate the instruments producing the sounds.

For musical signals the information in a constantQ
transform is more useful than that of a linear FFT as the
frequencies can be chosen to map directly on to the notes of
the musical scale~Brown, 1991!. The cochlea of the ear,
except at the low-frequency end, is usually modeled by a
third octave filter bank which has a ratio of adjacent center
frequencies of 21/3 or 1.26. In this implementation, the signal
input was divided into 23-ms frames and a FFT was calcu-
lated. A constantQ transform equivalent to a third octave
filter bank was calculated from these Fourier coefficients us-
ing the method described by Brown and Puckette~1992!
with Hamming windowed kernels. Although the previous de-
scription was for 1

12- or 1
24-octave filters, it is equally appli-

cable for any desired filter bandwidth.
The transformation from constantQ coefficients to cep-

stral coefficients was carried out using Eq. 10.1 from
O’Shaughnessy~1987!,

c@n#5 (
k51

M

log~Xcq@k# !cosXnS k2
1

2D p

M
C, ~1!

for n51,2,...,N.
Here Xcq@k# is the kth constantQ coefficient,M518,

andN518 to give 18 cepstral coefficients.
In this implementation the constantQ coefficients were

roughly equivalent to a third octave filter bank with 18 co-
efficients and center frequencies from 100 to 5439 Hz. They
were transformed to 18 cepstral coefficients using Eq.~1!
above. The lower limit of 100 Hz was chosen to match that
of the lowest note of the tenor sax and a frequency ratio of
1.265 was chosen to give an upper frequency below the Ny-
quist for a sampling rate of 11 025 Hz.

C. Method of clusters

Rather than comparing all points in an unknown sound
to all points in the training set, Popat and Picard~1997! have
used the method of clustering~Therrien, 1989! to summa-

rize the training data for each class. The method of clustering
involves grouping points calculated from the 23-ms frames
of the known, or ‘‘training’’ sound, into so-called clusters.
Thus each class can be characterized by a number of clusters.
After determining the parameters for the clusters, an arbi-
trary probability density for each class can be modeled as a
sum of weighted Gaussians, called a Gaussian mixture
model. The probability that each point of the unknown sound
belongs to that class can then be calculated.

The optimum number of clusters can be determined ei-
ther by software or by heuristics. Once the number of clus-
ters is decided, the cluster ‘‘centers’’ for the training set are
determined by choosing a distance measure between the
training samples and the cluster centers. A common method,
called theK-means algorithm, minimizes the Euclidian dis-
tances between the sample features and the cluster centers by
an iterative procedure. It can be shown that the mean of the
feature values of the samples assigned to a given cluster will
minimize this distance. Thus thekth cluster can be charac-
terized by a meanmk and a standard deviationsk . For the
case of a single cluster, the training data are represented by
the mean and standard deviation of the totality of feature
values for this sound. The mathematics of this process is
described in the section on calculations.

II. EXPERIMENTAL SETUP

A. Sound database and processing

In order for a study of this type to be statistically valid,
it should include examples by many different instruments of
the same class. This means doing in-house recordings of
mostly amateurs with instruments which are probably not
examples of the highest quality available, or of taking per-
formances by professionals from recordings. There is also
the choice of whether to take excerpts from real perfor-
mances or to study isolated notes or sequences of notes. For
example, the McGill set of CDs is available for studies of
single notes usually by a single instrument.

All of these studies are of interest, but it was decided
that the most general and challenging study, the one which
was most similar to speaker/speech problems as well as hav-
ing greater relevance to the other applications mentioned in
the Introduction, would involve the study of excerpts from
real performances by experts. This meant taking these ex-
cerpts from recordings and gave the widest variety of sounds
from each of these instruments as could possibly be found.

All of the sound samples in this study were excerpted
either from the Wellesley College Music Library collection
of compact disks, audio cassettes, and records or from the
personal collection of Jay Panetta, a member of the Music
Department faculty. These were listened to and segments of
solo oboe and sax were excerpted for the experiment. The
excerpts were of solos by the instruments in order to insure
that the features calculated belonged to the instrument class
to be identified. Each of the excerpts involved a number of
different notes, the intention being to capture a random se-
lection on the recording as would be appropriate for an audio
indexing problem.

It was particularly difficult to get examples of solo sax
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music, and there remains a small amount of background~low
intensity contribution from other instruments in the en-
semble! music in a few of these sax sounds. There are so-
prano, alto, and tenor saxophone sounds included in the
study. Ideally it would have been preferable to include only
soprano sax sounds, but there would not have been a large
enough number of sounds for good statistics. In practice this
was of less concern since the subjects in the expert group
reported below were unable to identify the type of sax reli-
ably and the documentation on the recording often did not
include information about the type of sax in the performance.

For the calculation of features, the sounds were down-
sampled from a 44 100-Hz sampling rate to 11 025 Hz since
an upper range of 5500 Hz was thought to be sufficient to
characterize the sounds, and this speeded up the calculations.
The resampling software is part of Dan Ellis’ dspB software
~Ellis, 1992!. It consists of a Hanning-windowed ideal sinc
interpolator in a polyphase rational-intermediate-frequency
implementation, where both the window length and the
sampling-frequency ratio are chosen to allow arbitrary accu-
racy in aliasing rejection and output sampling rate. A 256-
point Fourier transform was taken with a hop size of 128
points giving 23-ms segments with frames overlapping by
11.5 ms. Frames with average amplitude less than 600~for
16-bit samples! were dropped.

B. Training set

As is customary in pattern recognition problems, the
system must be trained on examples of each of the classes.
An oboe sound and a sax sound of approximately 1-min
duration representing each of the instrument classes were
chosen for the training set. Alternatively, a number of shorter
sounds by different instruments of each class might also have
been used, but it was thought to be of interest to determine
whether the system could be trained on a single instrument.

There were two such long oboe sounds from different
instruments and four long sax sounds also from different
instruments. The calculations were carried out with each of
the two oboe sounds paired with each of the four sax sounds
~eight combinations with a single representative of each class
in any one calculation! to determine the effect of choice of
training sounds. The best results were obtained with a 61-s
~5254 frames! excerpt from a performance of Peter Christ
playing Persichetti’s ‘‘Parable for Solo Oboe’’ and a 53-s
~4565 frames! tenor saxophone excerpt of Archie Shepp
from the CD ‘‘Yasmina/Poem for Malcolm.’’ The average
over the entire time interval of the 18 constantQ coefficients
for these two sounds can be found in Figs. 1 and 2. These
spectra are quite distinctive. The oboe has a formant at
around 1300 Hz in agreement with the literature~Strong and
Plitnik, 1977! which attributes oboe formants at around 1000
and 3000 Hz to the mechanical properties of the reeds
~Fransson, 1967!. Rossing~1990! summarizes these results.
The energy in the first three coefficients in this figure is
somewhat perplexing, as the corresponding frequencies are
below the normal range of the oboe. The recording is taken
from a record, so possibly there is turntable noise, or there
might be subharmonics for some of the notes which occur. In

any case the magnitudes of these coefficients are well below
the peak energy of this spectrum.

The saxophone spectrum has a broad peak at around
500–600 Hz, well below this. Cepstral coefficients calcu-
lated from these constantQ coefficients using Eq.~1! are
shown in Figs. 3 and 4. These are the mean values of these
coefficients averaged over the entire sound. Notes from A]2

to G5 were included in the sound from Figs. 2 and 4. The
mean note was G]3 with a standard deviation of eight semi-
tones. Notes from B3 to G6 were included for the oboe~Figs.
1 and 3! with a mean of C]5 and a standard deviation of
eight semitones as well.

For comparison to the spectra of Figs. 1 and 2, record-
ings of soprano, alto, and tenor saxophones and an oboe
playing the same chromatic scale from C4 to B4 were taken
from the University of Iowa Electronic Music Studios Web
Site ~http://theremin.music.uiowa.edu/!. This octave was
chosen because it is in a range accessible to each of these

FIG. 1. ConstantQ coefficients~2! and standard deviations~¯! for Per-
sichetti’s ‘‘Parable for Solo Oboe’’ averaged over 61 s. Frequencies vary
from 100 Hz to 5.43 kHz by third octaves.

FIG. 2. ConstantQ coefficients ~2! and standard deviations~¯! for
‘‘Yasmina/Poem for Malcolm’’ for saxophone averaged over 53 s. Frequen-
cies vary from 100 Hz to 5.43 kHz by third octaves.
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instruments, and it is possible to compare spectra with the
same notes being played. See Fig. 5 for their average con-
stant Q spectra. The resolution of this transform was the
same as that of the previous two figures, but a sampling rate
of 32 000 Hz rather than 11 025 Hz was chosen to show the
behavior of the higher frequency components. The oboe
shows a resonance peak at 1400 Hz similar to that of Fig. 1;
the soprano sax has a smaller peak roughly centered at 800
Hz and the alto and tenor spectra peak at around 400 Hz
though the tenor has a second smaller peak at slightly over
1000 Hz. All of the sounds dropped off from their maximum
values by around 50 dB or more at 5000 Hz showing that
little information was lost by resampling at 11 025 for the
calculations.

Finally, examples of the variation of the cepstral coeffi-
cients with note can be found in Figs. 6 and 7. The low-
quefrency values are similar for the notes of a given instru-

ment class, and it is these which give the most important
information on the resonator.

C. Test set

Initially a set of 31 sax sounds was included in the
study. Excluding two long sounds, these were of average
length 2.0 s and standard deviation 0.8 s, and the perception
experiment with the expert group was carried out on these
sounds. Later, with the help of Jay Panetta, more solo sax
sounds were added to the study since it was felt that some of
the sounds in the initial group were less ‘‘clean’’ than was
desirable. All of these sounds were included in the machine
identification calculations. This latter group of 21 sounds
was longer with a mean of 7.8 s and s.d. of 2.4 s.

There were 28 oboe sounds included in the study with
average length 2.5 s and standard deviation 2.1 s. One of the

FIG. 3. Cepstral coefficients~2! and standard deviations~¯! for Persichet-
ti’s ‘‘Parable for Solo Oboe’’ averaged over 61 s.

FIG. 4. Cepstral coefficients~2! and standard deviations~¯! for
‘‘Yasmina/Poem for Malcolm’’ for saxophone averaged over 53 s.

FIG. 5. Average constantQ spectra of soprano, alto,
and tenor saxophones and an oboe playing a two octave
chromatic scale fromC4 to B4 .

1937 1937J. Acoust. Soc. Am., Vol. 105, No. 3, March 1999 Judith C. Brown: Computer identification of musical instruments



sounds was inadvertantly omitted from the perception ex-
periment by experts reported in Table I, but is included in the
computer identification experiment.

III. CALCULATIONS

A. Background

A K-means algorithm written by Kris Popat was used in
all calculations to determine the cluster means and variances.
The number of clusters was an input parameter allowing the
results to be checked for optimum performance.

In order to classify the unknown sounds into two classes
A and B ~oboe and sax in this case!, calculations were made
of the probability densities that the points defined by the
feature vectors of an unknownU belonged to each of the
classes. These were then compared to find the greater prob-
ability density. For example, givenN 23-ms segments of an
unknown soundU, then for each of these segments, a feature

vector xi with componentsx1
i ,x2

i ,...,x18
i was calculated,

where the components were the cepstral coefficients for the
i th segment andi 51,...,N.

Then the probability density of measuring feature vector
xi for clusterk of classV if U is a member of classV is:

p~xiuVk!5
1

A2psVk

2
exp2~xi2mVk

!2/2sVk

2 . ~2!

Using a Gaussian mixture model~Reynolds and Rose, 1995!
to model the probability density function best describing the
training data, and summing over all clusters, then the total
probability density that feature vectorxi is measured ifU
belongs to classV is

p~xiuV!5 (
k51

K

pkp~xiuVk!, ~3!

wherepk is the probability of occurrence of thekth cluster. It
is equal to the number of vectors in the training set assigned
to this cluster divided by the total number of vectors in the
training set.

The total probability density that all of theN feature
vectors measured for unknownU belong to classV is given
by the product of the individual probability densities:

p~XuV!5p~x1
¯xNuV!5)

i 51

N

p~xiuV!, ~4!

whereX5$x1
¯xN% is defined as the set of all feature vec-

tors measured for unknown soundU. This assumes statistical
independence of the feature vectors. While this simplifying
assumption is not strictly valid here, it is a widely accepted
technique in the speech community and has been experimen-
tally shown to be effective in calculations~Rabiner and
Huang, 1993!.

Equation~4! is the probability density of measuring the
set of feature vectorsX for unknownU if U belongs to class
V. The quantity of interest for the Bayes decision rule is the
a posteriaprobability that a measurement ofX means it is
more probable thatU is a member of classV than another
class. LettingV (m) where m51,2,...,M represent theM
classes, then the desireda posteriaprobability is:

V̂5arg max Pr~V~m!uX!,

where 1<m<M and V̂ is the class which maximizes this
probability.

From Bayes’ rule,

FIG. 6. Example of cepstral coefficients for three notes for oboe excerpted
from Mozart’s ‘‘Concerto for Oboe and Orchestra in C’’ K314 played by
Niesemann.

FIG. 7. Example of cepstral coefficients for three notes for soprano sax from
a CD of demonstration sounds.

TABLE I. Summary of results on human and computer instrument identifi-
cation. Each column gives the average fractional error for each experiment
~average per person errors divided by the number of sounds presented!.
Listening conditions are described in the section on human perception re-
sults.

Controlled
env Auditorium Computer

Oboe 4/2750.15 2.7/1650.17 1/2850.04
Sax 2.5/3150.08 2/1750.12 5/5250.10
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V̂5arg max
p~XuV~m!!Pr~V~m!!

Pr~X!
. ~5!

The probability of measuring the set of featuresX is

Pr~X!5(
i 51

M

p~XuV~m!!Pr~V~m!! ~6!

and is the same for all classes. Similarly, if the classes are
equally probable, Pr(V (m))51/M independent of the class.
This is the case with equal numbers of test sounds, but it is
true as well if there is noa priori reason for one class’s being
more probable. Although in the present experiment the num-
bers of members of the classes in the test set was known, the
goal of the experiment is to be able to distinguish between
instruments in a situation where there is no information as to
the composition of the test set. It would run counter to this
purpose to make an assumption about a particular test set
which would not be valid for the general case.

Dropping functions which do not vary with class,

V̂5arg maxp~XuV~m!!.

For 1<m<M , and this is the probability density in Eq.~4!.
With two classesV (1) andV (2), then if

p~XuV~1!!.p~XuV~2!!,

the unknownU is assigned to classV (1), and otherwise to
classV (2). This is called a likelihood ratio test. It is a deci-
sion rule which minimizes the probability of error and is thus
an optimal decision rule. Equivalently, this can be stated as
the log likelihood ratio:

log„p~XuV~1!!…2 log„p~XuV~2!!).0, ~7!

which is the function graphed in the results section. This
function was chosen for reasons of convention and ease of
interpretation, since it is easy visually to pick out the positive
cases.

B. Results

1. Human perception

a. Controlled listening experiment.The first experiment
on human instrument identification used seven expert listen-
ers as subjects. These were people who had had extensive
listening and/or performing experience with these instru-
ments. Twenty-seven oboe samples and 31 sax samples were
presented, and the subjects were asked to classify them as
either oboe or sax. If they were classified as sax, the subjects
were also asked to identify the kind of sax. There was im-
perfect agreement among subjects in this secondary classifi-
cation, and these experiments were not pursued.

The samples were presented in a controlled listening en-
vironment, with the subjects either listening over speakers in
a soundproof recording studio or over headphones in a quiet
room. The subjects could listen to a given sound as often as
they wished before making a choice. The experiment was
forced choice, so the subjects guessed if they were otherwise
unable to make a decision.

The results are presented in Table I. The subjects made
an average of 4 errors per person for an average error of 15%
for the oboe and an average of 2.5 errors for the sax for an
average error of 8%.

b. Auditorium experiment.Another test with quite differ-
ent listening conditions was carried out in an auditorium us-
ing as subjects the 32-member audience at a talk on musical
perception. These subjects had varied musical backgrounds
ranging from members of the Wellesley College Music De-
partment to people with no formal musical training, but all
had an interest in music or perception since they had chosen
to attend the lecture. The sound system in the room was
excellent as it was designed for a musical acoustics course
rather than for a typical auditorium. The subjects were pre-
sented with roughly half the sounds that had been heard by
the previous group. Each sound was followed by 4 s of si-
lence with a forced choice of oboe or sax. The total number
of sounds was reduced compared to the expert listener group
as it was felt that a 3-min test was sufficiently taxing for the
patience of this captive group.

The results are shown in the third column of Table I.
They essentially duplicated the 15% error rate for the previ-
ous group for the oboe, and had a slightly higher 12% error
rate for the sax sounds.

2. Machine identification

Figure 8 summarizes the results on machine identifica-
tion using the optimum choice of training sounds~indicated
in Figs. 1–4! and number of clusters, which were three for
the oboe and one for the sax. It is a plot of the log probability
that each sound fits the Gaussian describing the correct class
minus the log probability for the other class from Eq.~7!.
The upper curve is for the oboe sounds and the lower curve
for the sax sounds. Thex axis is numbered by sound sample.
For both curves the positive values represent correct choices
by the computer and the negative values are misses. There
are five errors for the sax and one for the oboe, although it
could be argued that one of the sax errors was sufficiently
close to zero to be called no decision. The average number of
errors varying all possible training sounds and varying the
number of clusters from one to three was 15.9% total with a
standard deviation of 6.8%.

IV. DISCUSSION AND CONCLUSIONS

Overall results are summarized in Table I comparing the
average fractional error~average per person number of errors
over the number of sounds evaluated! for each instrument
with those of the computer. The computer has a lower error
rate than the humans for the oboe samples and an error rate
roughly the same for the sax samples. This success for the
computer occurred despite the advantage of context which
some of the human subjects commented upon as an impor-
tant indicator for them, i.e., the humans assumed, usually
correctly, that jazz sounds were played by a saxophone. The
computer based its decision on feature values and was, of
course, unable to distinguish jazz from classical styles.

The similarity of the success rates of human and ma-
chine identification is interesting for two reasons. First, it

1939 1939J. Acoust. Soc. Am., Vol. 105, No. 3, March 1999 Judith C. Brown: Computer identification of musical instruments



should be recalled that humans have trained for many years
on many different pieces of sax and oboe music; whereas the
computer has only approximately a minute of one particular
saxophone performance and one particular oboe performance
to analyze and ‘‘learn’’ the oboe and sax features. Second,
the success of the machine with this method is somewhat
surprising since it is based totally on spectral information,
whereas it is generally thought that human instrument iden-
tification is based on temporal as well as spectral cues.

The study of musical sounds using cepstral coefficients
as features holds promise in a number of areas. As compu-
tations on properties of instruments by the study of the
sounds they produce, they give new and complementary in-
formation, adding to knowledge from impedance and other
passive methods. New knowledge of instrument properties
can also lead to new information about human perception, as
spectral cues are certainly of great importance to humans in
their decision processes.

Finally, just as no number of experiments can fully vali-
date a scientific theory, while a single counterexample can
refute it, a computer identification experiment cannot prove
what cues are actually used in human perception but rather
demonstrate whether sufficient information for identification
is present in the features studied. Thus, this study cannot
assess the relative importance of spectral and temporal infor-
mation used by humans for instrument identification, but it
can indeed affirm that there is sufficient information in fea-
tures derived from spectral properties to distinguish between
these two instruments.
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Vibrational patterns and frequency responses of the free plates
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By means of the finite-element method, a study of the vibrational behavior of the violin has been
developed in two parts. In the first part, the analysis concerns the free violin plates and their tuning
process, which has been accurately described by this numerical tool. In the second part, the whole
violin box—except for the neck—has been modeled and its first ten eigenmodes have been
calculated. In both parts, the calculated vibrational patterns and frequency responses have been
compared with experimental measurements of other researchers. ©1999 Acoustical Society of
America.@S0001-4966~99!02503-5#

PACS numbers: 43.75.De@WJS#

INTRODUCTION

The violin is one of the most studied instruments in
musical acoustics.1 This is, in part, because the violin has
enjoyed a very important role as a solo instrument, or as part
of an ensemble, from the Baroque period to the present day.
From a scientific point of view, its wonderful sounds involve
a great number of interesting acoustical problems,2 many of
them related to the complex shape of its beautiful body.

A cursory examination of the violin reveals that the
plates are of complex shape. The violin maker focuses great
attention on their carving, but not only to achieve their beau-
tiful outline; a suitable tuning of the top- and back-free plates
is desirable to get good results when they are assembled in
the whole instrument.3 Hutchins is the pioneer in the descrip-
tion of suitable tuning in physical terms,4–6 following the
observations of F. Savart in the last century.1 Thus, the tra-
ditional carving of the violin plates developed by luthiers
adjusts the frequencies, input admittances, quality factors,
and vibrational patterns of certain natural eigenmodes~#1,
#2, and #5! empirically. The last one~#5! is called the ring
mode because of the shape of its nodal lines.

There are many factors which affect the vibrational be-
havior of these complicated violin components, such as the
geometrical design: arching and distribution of thicknesses;
elastic parameters and density of wood; the anisotropy and
inhomogeneity of the materials. Hence, numerical calcula-
tions can be useful to estimate the influence of each of these
individual parameters. Finite-element modeling has been
used by many researchers with good results. Rodgers has
studied many aspects which have important influences on the
tuning of violin plates, from the elastic properties of wood7

to the distribution of thicknesses.8,9 Richardsonet al. have
made comparisons between numerical and experimental vi-
brational patterns as well,10 and a general feature of all these
works is that they reproduce the conclusions stated by the

experimental observations of Hutchins and other
researchers.11

The modeling of the whole body of the violin is neces-
sarily much more complicated. Nevertheless, some research-
ers have successfully obtained interesting results using finite-
element techniques.12 However, experimental observations
of eigenmodes of the violin body,13,14 reveal that its vibra-
tional patterns are very complicated. Therefore, an accurate
numerical calculation of these normal modes needs very so-
phisticated modeling. Moreover, it is highly desirable to es-
tablish relationships between the vibrational behavior of the
free plates and the assembled violin structure, and this would
seem to be amenable to numerical analysis.3,15 A clear de-
scription of the relationships would explain the efforts of the
luthiers to tune the violin plates properly before closing the
box.

The primary objective of the present work is to deter-
mine the above relationships. Hence, the most important aim
of the work has been the simultaneous finite-element analy-
ses of free violin plates and the violin box, including all its
components except for the neck. Regarding the free violin
plates, an improvement of the meshes for finite-element
analysis has been implemented with a precise modeling of
the geometrical details of the violin plates following a Stradi-
varius pattern.16 Thus, an accurate analysis of the tuning pro-
cess of these components has been achieved for selected
types of wood. Moreover, a study of the vibrational effects
of certain parts, like the bass bar of the top plate, has been
developed as well. Regarding the whole violin box, as stated
before, a numerical analysis of the violin box with well-
tuned plates has been completed, and the vibrational patterns
of the whole structure have been compared with those related
to the free plates.

I. FINITE-ELEMENT MODEL

Finite-element model for the violin box has been carried
out usingABAQUS software, available in a vectorial super-
computer CONVEX~C-3820!.17 Figure 1 shows the defineda!Author to whom correspondence should be addressed.

1942 1942J. Acoust. Soc. Am. 105 (3), March 1999 0001-4966/99/105(3)/1942/9/$15.00 © 1999 Acoustical Society of America



mesh in two different frames: the first one for the whole
structure and the second one divided in parts corresponding
to each part of the violin box.

The meshes for the violin plates consist of 7200 nodes
for 900 three-dimensional elements. The geometrical outline
for the outside surfaces were taken from a model developed
by Ake Ekwall.18 The distribution of thicknesses is that sug-
gested by Hutchins, these being the most suitable for these
components.5 These distributions can be checked as well in
Fig. 1, as the meshes have been divided into several regions
which blend smoothly into each other. Each of them will
have a different thickness in the carving process. The top
plate is divided into three parts with an ovoidal area for the
central region. The back plate features a concentric distribu-
tion of regions with a different thickness distribution. Fi-
nally, the shape of thef-holes and the bass bar~whose loca-
tion and design is indicated in Fig. 1! comes from a plan
corresponding to a Stradivarius model dated 1720.16

As far as the complete violin box is concerned, great
attention has been focused on an accurate description of the
whole joining system: ribs, lining strips, end and corner
blocks, as shown in Fig. 1. The sound-post is also included.

For this reason, the complete mesh was composed of nearly
17 000 nodes for 2500 three-dimensional elements~shell
type for the ribs and solid type for the rest of the box!.

Concerning the mechanical properties, the elastical pa-
rameters and density were chosen to correspond to typical
values for types of wood regarded as the most appropriate for
violin components.19,20 These varieties are spruce~com-
monly picea excelsa! for the top plate and sound-post and
maple ~commonlyacer platanoides! for the back plate and
other parts of the instruments~ribs, blocks, ...!. The values
for their mechanical parameters used in this work are shown
in Table I.

Using the results for the eigenfrequencies,ABAQUS can
also calculate the frequency response of the system to a cer-
tain excitation. In this case, this excitation was defined as a
force of constant amplitude over a frequency range of 0 to 12
kHz with all its frequency components uncorrelated. In the
program it is called a random excitation, and its correspond-
ing response is labeled as a random response. Input data for
the material damping are required for the calculation of ran-
dom responses. This is why values for theQ-factor ~or other
equivalent parameters! of each eigenmode must be intro-

FIG. 1. Meshes defined for the finite-
element modeling of a violin box.~a!
Mesh for the whole structure of the
violin; ~b! Detail of the inner face of
the top plate with the addition of the
bass bar;~c! Outer faces of the back
and top plate. Regions A, B, C, D, and
E mean zones with different thickness.
G, M, and E are points where the fre-
quency response was calculated.~d!
The violin divided in its plates and
joining system composed of ribs, lin-
ing strips, end blocks, and corner
blocks.~Dot shows the location of the
sound-post.!
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duced in the model. Hence, an average value of 50 has been
taken from the experimental data of Alonso Moral and
Jansson,13

II. NUMERICAL RESULTS FOR FREE VIOLIN PLATES

The finite-element method was used to extract eigenval-
ues and to calculate random responses for top and back
plates in several steps of their building process. In regard to
the random responses, they were calculated at three points on
the plates, as shown in Fig. 1. The three points were located
on the top plate just in the line where the bridge is supported
in the completed violin. Point ‘‘G’’ is under the ‘‘bass foot’’
of the bridge nearest to the G3-string (G35198 Hz). Point
‘‘E’’ is at a similar location but under the ‘‘treble foot’’ of
the bridge near the E5-string (E55660 Hz). Finally, point
‘‘M’’ is located in the middle between these latter points.
Similar points were chosen for the back plate, even though
there is no bridge present.

The building processes used in both plates were chosen
so as to obtain the desired vibrational patterns for eigen-
modes #1, #2, and #5 as proposed by Hutchins.5,6 Moreover,
harmonic relationships between their frequencies have been
achieved as well: i.e., octave~1:2! between eigenmodes #2
and #5 of the back plate and double octaves~1:2:4! among
eigenmodes #1, #2, and #5 of the top plate.

As stated before, the outer-surface contours for the back
and the top plates were taken from Ake Ekwall.18 That is
why arching distribution was fixed, and the simulated build-
ing process consisted only of a choice for the thickness dis-
tribution beginning from initial values similar to those pro-
posed by Hutchins.6 The carving process and the final
thickness distribution will obviously depend on the material
properties defined in the numerical analysis. Thus, this part
of the work describes a numerical analysis of the tuning of a
violin plate for a particular type of wood following Hutchins’
ideas to achieve the mode shapes and frequency relationships
proposed by the same researcher.

The carving process in both top and back plates has been
divided into several steps in order to observe the influence of
decreasing the thickness in certain parts of the plates on the
vibrational patterns and eigenfrequencies. The most impor-
tant results are summarized in the following paragraphs.

A. Back plates

The carving process begins with an initial distribution of
constant thickness~5 mm! for the whole plate. The second
step makes the plate thinner to achieve a concentrical distri-
bution of thicknesses characterized by the following values:

region ‘‘A’’: 5 mm, region ‘‘B’’: 4.5 mm; region ‘‘C’’: 4.0
mm; region ‘‘D’’: 3.5 mm; region ‘‘E’’: 3.0 mm, and region
‘‘F’’: 2.5 mm. The third step involves a decrease in thickness
of 0.5 mm for the latter distribution. In this step, eigenmodes
#1, #2, and #5 already have their characteristic vibrational
patterns. Finally, a refinement was required to achieve an
exact octave relationship between the frequencies of #2 and
#5. This last step leads to a final distribution which decreases
the thicknesses of regions A, B, and C to 3.4 mm. This gives
the final distributions: region A: 3.4 mm; region B: 3.4 mm;
region C: 3.4 mm; region D: 3.0 mm; region E: 2.5 mm, and
region F: 2.0 mm.

In Fig. 2, the calculated vibrational patterns and frequen-
cies of the first eight natural eigenmodes are presented. The
most remarkable results are those related to the eigenmodes
#1, #2, and #5: the torsional pattern for #1, the bending pat-
tern for #2, and the annular pattern for #5, commonly known
as the ring mode. These vibrational patterns are compared in
Fig. 2 with others obtained experimentally by Richardson
et al.10 The agreement is good not only for the vibrational
patterns but also for the natural frequencies, despite the in-
evitable differences of shape and mechanical properties of
wood between the modeled violin plates and the real ones.

The calculated random responses provide interesting in-
formation about the vibrational effects of the carving pro-
cess, as can be seen in Fig. 3. This figure shows the random
responses calculated at point M in the first and last steps of
the carving process of the violin back plate. A first charac-
teristic of these spectra is that they do not show clear anti-
resonances, but it can be easily understood if the algorithm
used is considered. Effectively, the number of frequency val-
ues between two consecutive eigenfrequencies needs to be
specified inABAQUS, so that the program may calculate the
response of the whole system to each of these intermediate
frequencies. In our case, as the model of the whole violin
box includes a large number of nodes and elements, the num-
ber of intermediate frequencies was reduced in order to mini-
mize the time spent using the computer. Thus, the resonance
peaks are defined clearly while the antiresonances lack pre-
cision. Regarding the acoustical information provided by
these spectra, the most remarkable feature is the growth of
input admittance at this point M for the ring mode~#5!. This
prominent resonance maximum for #5 is characteristic in
well-tuned violin back plates.21

B. Top plates

Because the violin top plate has a bass bar glued to the
inner face, the carving process was divided into two parts.

TABLE I. Values for the elastic parameters and density of the types of wood used in violin components.~r:
density;E1 : Young modulus;Gi j : shear modulus;n i j : Poisson ratio;i 51: direction along the grain of wood;
i 52,3: directions across the grain of wood.!

r
~Kgm23!

E1

~GPa!
E25E3

~GPa!
G125G13

~GPa!
G23

~GPa! n125n13 n23

Sprucea 420 15.13 1.20 0.70 0.059 0.3 0.03
Mapleb 610 14.30 2.00 1.27 0.620 0.3 0.03

aTop plate, sound-post.
bBlack plate, ribs, end and corner blocks, lining strips.
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The first stage is similar to that described for the back plate,
and consists of achieving a suitable distribution of thickness.
Initially this is defined by a constant thickness of 4 mm for
the whole plate. The second step gives different thicknesses
for regions A, B, and C~Fig. 1!: 3.5 mm for region A; 4.0
mm for region B, and 3.0 mm for region C. The third step
decreases the thicknesses by 1 mm for regions A and B, and
0.8 mm for region C. In the second stage the bass bar is
added, first as a rectangular bar, which is then progressively
thinned to achieve the desired vibrational patterns for eigen-
modes #1, #2, and #5 and their characteristic harmonic rela-
tionships between frequencies~1:2:4!.

The calculated frequencies and vibrational patterns for
the first eight natural eigenmodes of a violin top plate are
presented in Fig. 4. As in the case of the back plates, these
numerical results are compared with experimental measure-
ments from Richardsonet al.10 and the same comments
about the good agreement~between vibrational patterns or
natural frequencies! can be made.

The results for the random responses are presented in the
four spectra of Fig. 5. Case~a! shows the random response
calculated at point G in the stage just before the addition of
the bass bar. In this step, mode #5 features its characteristic
ring-shaped nodal line; moreover, the relationships 1:2:4 be-
tween the frequencies of modes #1, #2, and #5 are achieved
as well. Hence, the top plate is tuned well, but this situation
is destroyed when the bass bar is first added, as can be seen
in case~b!. In this latter case, the random response is calcu-
lated when the bass bar is added but without being carved
following its typical geometrical outline~Fig. 1!. Mode #5
lacks its prominent resonance maximum because its vibra-
tional pattern has been disturbed. However, when the bass
bar is carved appropriately, the first vibrational behavior is

re-established but translated to a higher frequency range.
This can be seen in case~c!, where the random response
belongs to the final step of the carving process. Mode #5
again has the highest level of input admittance, as in case~a!,
although its frequency has increased more than 10%. Thus,
the carving and the location of the bass bar allow it to raise
the frequency of mode #5 with a small addition of mass. As
in the case of the back plate, high natural frequencies in top
plates with minimum weight are useful to achieve brilliant
violin sounds. Moreover, the ring-mode frequency of 346.2
Hz is similar to that calculated for the back plate. Finally,
case~d! shows the random response in the same step but
calculated at point E. The differences between cases~c! and
~d! demonstrate the asymmetric vibrational pattern of the top
plate, which is caused by the addition of the bass bar. Thus,
the ring mode #5 has a greater value of input admittance in
point E, that is, in the region where the E5-string is supported
on the bridge in the whole violin. A comparison between
spectrum~d! and the frequency response measured by Rich-
ardsonet al.10 shows the good agreement between the reso-
nance peaks of those experimental results and the calcula-
tions presented in this work.

III. NUMERICAL RESULTS FOR THE ASSEMBLED
VIOLIN BOX

The tuned free violin plates were the basis for the as-
sembled instrument. Thus, the modeling of the whole violin
box included the top and back plates in the final step of their
carving process. Thus, their natural modes #1, #2, and #5
had appropriate vibrational patterns and frequencies corre-
sponding to octave relationships~1:2 between modes #2 and
#5 of the back plate with a value of 344.7 Hz for the fre-

FIG. 2. Comparison between vibrational patterns and natural frequencies of a violin back plate calculated by finite-element analysis and the experimental
results measured by Richardsonet al.10 ~1 and2 represent antiphase movement of the structure!.
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quency of #5, and 1:2:4 between modes #1, #2, and #5 of the
top plate with a value of 346.2 Hz for its ring mode!.

The first ten natural eigenmodes and random responses
were calculated for the complete violin box~except for the
neck!. Figure 6 shows a selection of the calculated vibra-
tional patterns. These vibrational patterns show motion of the
the top and back separately. The same color in both plates
indicates an in-phase movement~displacements in the same
direction!; blue and red colors mean antiphase movement. In
the following paragraphs, the most remarkable results will be
described.

Mode #1 exhibits torsional vibrational behavior in the
top and back plates. Moreover, both plates vibrate in phase
and in a similar way to their second natural torsional eigen-
mode. These natural eigenmodes are similar in character to
the third and fourth modes in the free top plate~Fig. 4! and
back plate~Fig. 2!, respectively. This eigenmode has been
labeled as the second mode of corpus (C2) by other
researchers.13

Modes #2 and #3~Fig. 6! have vibrational patterns with
a strong similarity. Both of them involve in-phase bending of
the top and back plates, but in a different direction. In the
case of #2, the bending is along the grain in the top plate and
across the grain in the back plate. In mode #3, the situation is
reversed. In experimental analysis of the whole violin box
~including the neck!, the eigenmode #2 has been labeled as
the first mode of top plate (T1) and eigenmode #3 as the
third mode of corpus (C3).

13 However, the present calcula-
tions agree better with the experimental results of Marshall,14

where these eigenmodes are called bending corpus eigen-
modes. These modes are significant because the frequencies
and input admittances of these eigenmodes are closely re-
lated to violin quality.22 Moreover, the vibrational feature of
mode C3 in high-quality violins has been recently studied in
depth.23

Mode #4 can be classified as a corpus mode as well
because the plates move in phase. This mode has not been
detected in many experimental works.24 However, the situa-

FIG. 3. Frequency responses of a violin back plate cal-
culated numerically for a random excitation applied at
point M. ~a! First step of the carving process~back plate
with a constant thickness of 5 mm!. ~b! Last step of the
carving process~mode #5 tuned at 344.7 Hz and octave
relationship—1:2—between modes #2 and #5!.
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FIG. 4. Comparison between vibrational patterns and natural frequencies of a violin top plate calculated by finite-element analysis and experimental results
measured by Richardsonet al. 10 ~1 and2 represent antiphase movement of the structure!.

FIG. 5. Frequency responses of a violin top plate calculated numerically.~a! Step of the carving process before the addition of the bass bar~random excitation
applied at point G!. ~b! Step of the carving process just after the addition of the bass bar~random excitation applied at point G!. ~c! Final step of the carving
process of the top plate~mode #5 tuned at 346.2 Hz and octave relationships—1:2:4—among modes #1, #2, and #5! ~random excitation applied at point G!.
~d! Final step of the carving process of the top plate~random excitation applied at point E!.
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tion is rather different with mode #5@case~d! of Fig. 6#. It
features a characteristic ring-shaped nodal line in both plates,
especially in the back plate. Thus, the in-phase movement of
the top and back plates resembles the vibrational pattern of
their #5 natural eigenmode~or ring mode!. This eigenmode
can be clearly indentified with the fourth eigenmode of cor-
pus labeled C4 by other researchers.13 This eigenmode seems
to be very important in the musical quality of the violin.22

Figure 6 also shows an example of the vibrational pat-
terns of higher eigenmodes~mode #10!. Such modes belong
to the type called plate eigenmodes13 and are characterized
by nodal regions near the ribs.

Table II offers a comparison between calculated fre-
quencies and those obtained experimentally by other re-
searchers. The agreement is good, taking into account the
differences between the measured violins and the modeling
of this work such as the differences in the mechanical prop-
erties of the wood, in the geometrical design of the instru-

ments, the air coupling, and the presence of the neck. As
suggested before, many of the eigenmodes of the wooden
structure seem to be important for the musical quality of the
violin.22 However, certain modes involving coupling be-
tween the wooden structure and the air cavity should also be
analyzed if full information is desired for instrument makers’
purposes. One of the most important modes is that called A0
by Alonso Moral and Jansson13 which consists of the cou-
pling structure with the air cavity acting as a Helmholtz reso-
nator. Its frequency is a little below the range of the corpus
modes calculated in this work, and has an important role
among the low-frequency resonances. Finally, the so-called
A1 cavity mode should be mentioned as well~first eigen-
mode of the enclosed air cavity as an air column!. Its fre-
quency is near 500 Hz, close to the T1 eigenmode, and cer-
tain work has demonstrated its effects on the tone quality of
the violin.25

Random responses for the complete body have been cal-

FIG. 6. Vibrational patterns and frequencies corresponding to the natural modes #1, #2, #3, #4, #5, and #10 of a violin box calculated by finite-element
analysis.@Same symbol~1 or 2! in top and back plate represents displacement in the same direction.1 and 2 represent antiphase movement of the
structure.#

TABLE II. Calculated values for the natural frequencies of a violin box compared with experimental measure-
ments from other researchers.

Mode

Calculated
frequencies

~Hz!

Measured frequencies~Hz!

J. Alonso & E. Jansson
Ref. 13

K. D. Marshall
Ref. 14

R. T. Miller
Ref. 24

a b
#1 410.5 363638 (#C2) 410.5 415/430 ¯

#2 470.8 448627 (#T1) 466.1 470/484 430/438
#3 570.2 533645 (#C3) 574.1 590/575 524
#4 730.6 ¯ ¯ 700/720 ¯

#5 767.9 688685 (#C4) 656.1 ¯ 620

aViolin corresponding to Klotz school~c. 1780!.
bViolin made by Theo Miller~1988!.
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culated with the force applied at points G, M, and E of the
top plate. These points have been described in the discussion
on the top plate. Figure 7~a! shows the random response
from application at point G. Figure 7~b! shows the same for
point E. Noteworthy is the difference in response between
the two, illustrating the asymmetry of the vibration response
of the violin box, caused mainly by the sound-post and, to a
lesser degree, by the bass bar glued to the top plate. The
asymmetry is most easily observed by comparing the higher
level of input admittance of the lowest eigenmodes in Fig.
7~a! with that shown in Fig. 7~b!. The vertical dashed line is
located at the fundamental frequency of the open E5-string.
In Fig. 7~b!, only eigenmodes with a frequency higher than
660 Hz show strong responses.

A final comment can be made for the high level of input
admittance corresponding to eigenmode #3@or C3 ~Ref.13!#.
Recent investigations have shown that a prominent reso-
nance peak between 500 and 600 Hz is present in high-

quality violins.23 Thus, the numerical calculations presented
in this work seem to properly describe the vibrational behav-
ior of a good instrument.

IV. CONCLUSIONS

As regards the free violin plates, the main conclusions
are related to the analysis of their tuning method. In both
plates, an accurate description of how the carving process
adjusts the vibrational patterns and frequency relationships
of modes #1, #2, and #5 has been developed. Moreover, it
has been observed in the back plates that a suitable distribu-
tion of thicknesses allows the maker to obtain a particular
value of frequency for the ring mode with the least total
mass. In the case of the top plate, a special role is played by
the bass bar. It allows the top plate to be tuned at a higher
frequency with the addition of less mass when the bass bar is
properly located and shaped.

FIG. 7. Frequency responses of a violin box determined
from finite-element analysis.~a! Random excitation ap-
plied in point G of top plate.~b! Random excitation
applied in point E of top plate.
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Regarding the whole violin box, the most important aim
has been the accurate modeling of all its components with
special attention to accurate modeling of the instrument’s
shape. Thus, accurate results have been calculated for the
vibrational patterns. There is good agreement with results
experimentally measured by other researchers. Many of the
eigenmodes which seem to be important in the quality of the
violin have been analyzed numerically.
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The multiconvolution algorithm@Martı́nez et al., J. Acoust. Soc. Am.84, 1620–1627~1988!# to
calculate the impulse response or reflection function of a musical instrument air column has proved
to be useful, but it has the limitation that the spacing between discontinuites is constrained to be
some multiple ofcDt ~for phase velocityc and time stepDt!. This paper presents an improved
method, the continuous-time interpolated multiconvolution~CTIM!, where such a limitation has
been removed. The response of an air column, modeled as an arbitrary one-dimensional acoustic
waveguide constructed using cylindrical or conical bore segments with viscothermal damping and
tone-hole discontinuities, is obtained through continuous-time convolutions between analytical
reflection and transmission functions and discrete-time pressure signals. The arbitrary spacing
between discontinuites is accounted for by interpolation of the discrete-time pressure signals. Many
musical instrument air columns possess tone holes that are opened or closed so that tones of
different pitches are produced. A time-domain calculation is presented of the acoustic responses of
tone-hole discontinuities that may be open or closed. The resulting reflection and transmission
functions are well suited for use in the CTIM. ©1999 Acoustical Society of America.
@S0001-4966~99!01502-7#

PACS numbers: 43.75.Pq@WJS#

INTRODUCTION

The simulation of the acoustical behavior of wind instru-
ments requires the dynamical description of the main two
parts of such systems, the bore and the driver, and their mu-
tual interaction. As the driver is essentially a nonlinear sys-
tem, it is always described in the time domain through a
differential equation. For that reason, even if the bore be-
haves, under playing conditions, approximately as a linear
system, so that its description can be made either in time
domain or in frequency domain, it is a time-domain response
@usually its input impulse responseh(t)# that is used when
studying the bore-to-driver feedback.

There are mainly two techniques to calculateh(t): ei-
ther as the inverse Fourier transform~FT! of the correspond-
ing frequency response@the input impedanceZ(v)# or di-
rectly in the time domain. The first technique implies all the
inconveniences associated with numerical FTs. To overcome
these difficulties, Martı´nez et al. ~1988a! proposed a direct
method in the time domain through a numerical multiconvo-
lution process which has proven to be useful. However, that
algorithm has a limitation: the time stepDt used in the cal-
culation has to be small enough so that each of the spacings
between discontinuities along the bore~changes in diameter,
in taper, open and closed tone holes etc.! is an exact multiple
of cDt ~wherec is the phase velocity of sound in air neglect-
ing dissipation!. Smith ~1992! worked with a similar idea to

simulate wave propagation in strings. There is a brief discus-
sion of a band-limited interpolation method to treat the case
whereDt is not an exact multiple ofcDt, but there is no
discussion of how this method is generalized to model wave
propagation in conical waveguides with discontinuities rep-
resenting tone holes.1 These limitations are serious for appli-
cation to musical wind instruments, because, on the one
hand, the discontinuities are not uniformly placed and adja-
cent pairs of discontinuities may be separated by distances
less thancDt ~for typical digital audio sample rates!, and, on
the other hand, it is well known that certain numerical insta-
bilities arise in modeling conical spans that do not arise in
modeling cylindrical spans.

In this report, a time-domain method is presented to
overcome this difficulty. The continuous-time interpolated
multiconvolution~CTIM! uses continuous-time convolutions
between analytical reflection and transmission functions as-
sociated with the bore discontinuities and discrete-time pres-
sure signals. The arbitrary spacing between discontinuites is
accounted for in the CTIM method by interpolation of the
discrete-time pressure signals. Results concerning CTIM
have been presented in a preliminary form~Barjau et al.,
1992!.

An acoustic waveguide is composed of smooth sections
of tubing wherein sound propagates, to first approximation,
as a unidimensional wave. Any localized portion of the
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waveguide that produces a reflected wave is represented as a
node in the waveguide and is termed a discontinuity. Such
discontinuities include abrupt changes between smooth sec-
tions of tubing, as, for example, in the joining of a conical
bore to a cylindrical bore. Many acoustic waveguides can be
specified in terms of a set of cylindrical-bore and conical-
bore sections that are concatenated together, which can vary
in terms of the bore diameter or bore taper. Multiconvolution
depends on a time-domain description of the acoustic re-
sponse within each section of smoothly varying air column,
and so on a time-domain representation of the reflection and
transmission of sound energy at each discontinuity. Any
change in bore diameter or bore taper forms one class of
discontinuities. Another class of discontinuities arises when
a finite section of tubing is joined to the main bore at a
particular location. Tone holes on woodwind musical instru-
ments are an important example of this class of discontinui-
ties. Such a tone hole is usually represented by a cylindrical-
bore segment that is joined at one end to the main bore, and
is open or closed at its opposite end~a so-called undercut
tone hole may be represented by a concatenation of conical-
bore to a cylindrical-bore section!.

The time-domain acoustic response at a general bore
discontinuity involving a change in diameter and/or taper is
well understood by calculations explicitly performed in the
time domain~Agulló et al., 1992!. Using a Fourier transform
method~FT!, the acoustic response at a tone hole open or
closed has been calculated~Martı́nezet al., 1988a!. We have
found it useful to calculate the acoustic response of the open
or closed tone hole directly in the time domain, but in a
manner that parallels the approximations that are well under-
stood from the frequency-domain experiments. The Appen-
dix consists of a detailed discussion of the time-domain cal-
culations of tone-hole discontinuities in a form that is
directly applicable to the CTIM algorithm. The results are
tabulated in Table I with coefficients that are calculated or
cited from the existing literature later in this report.

The basic problem we address is that one sample period
Dt is associated with a spatial propagation distanceDx
5cDt, and that this distance is large compared to the spac-
ing of some discontinuities in wind instrument air columns
and other acoustic waveguides of interest. The solution is to
relinquish the spatial discretization of the acoustic wave-
guide into sections of lengthDx. Instead, the waveguide is
represented as a set of circuit nodes, one at each discontinu-
ity, that are connected by arbitrary lengths of smooth bore
sections. The response at each node is calculated in discrete
time at the sample rate, but the spatial transfer function be-
tween each adjacent pair of nodes is a continuous function of
location along the waveguide and discretized in time. Results
obtained using CTIM are compared to those obtained using
the Martı́nezet al. multiconvolution.

I. THE MULTICONVOLUTION ALGORITHM OF
MARTÍNEZ et al.

In a multiconvolution method, the bore output to a given
input signal is obtained by adding the reflections reaching the
input section and coming from the discontinuities found
along the bore. This process, which follows the real process

taking place in the bore, is described in Fig. 1. The input
signal is split into a transmitted (T1) and a reflected (R1)
wave at the taper discontinuity, the transmitted wave is split
again when it reaches the tone hole into a transmitted (T2)
and a reflected (R2) wave, and so on. Each asterisk~* ! in
Fig. 1 denotes the convolution operation with the succeeding
transmission or reflection function, and an additional convo-
lution operation is added at each new discontinuity traced by
the temporal ordering of the arrows in the figure. Such a
method of calculation calls for the knowledge of all the el-
ementary reflection and transmission functions associated
with all the possible elementary discontinuities. These are
different, in general, for the inward and outward propagating
waves.

There are two important points that deserve some atten-
tion. On one hand, it is clear that the number of waves in-
creases very quickly with time, and so it is inefficient to
follow the time evolution of each wave. This can be over-
come by adding up all inward waves and all outward waves
at each node and at each time step, and working with just
two propagating waves.

On the other hand, some elementary reflection functions
contain growing exponentials~whenever the propagating
wave sees a taper decrease! ~Agulló et al., 1992!. In such a
case, the convolution product at such a node is unbounded
and hence numerically unstable. The use of a recursive algo-
rithm solves this problem~Martı́nezet al., 1988a!:

y~ t !5h~ t !* x~ t !, with h~ t !5aebt, ~1!

y~ t1Dt !5y~ t !ebDt1aebDtE
0

Dt

e2btx~ t1t! dt, ~2!

for the case of an impulse responseh(t) with an initial am-
plitude ‘‘a’’ and exponential growth rate ‘‘b.’’ Equation ~2!
shows that the output at some later timey(t1Dt) can be
calculated in terms of the output at a former timey(t) and a
convolution over the time interval from 0 toDt.

The use of Eq.~2! is also advisable for any convolutions
involving exponential kernels~Barjauet al., 1990!, as it re-
quires shorter time histories ofx(t) ~and so less computer
memory! and fewer operations than the standard convolution
defined in Eq.~1!

The viscothermal losses and time delay between nodes
are represented through the propagation functionss6(t
2L/c) which relate the inward and outward pressure waves
(p1 and p2, respectively! at one end of a uniform span
~between consecutive discontinuities! of lengthL ~see Fig. 2!
with the inward and outward pressure waves, respectively, at
the other end by means of a convolution integral:

p6~L,t !5p6~0,t !* s6~ t2L/c!

5E
2`

t

p6~0,t2t!s6~t2L/c! dt. ~3!

In Martı́nezet al.algorithm, these functions are taken to
be the approximate ones proposed by Cardona for the case of
a conical-bore geometry, which generalizes the more familiar
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TABLE I. Coefficientsa andb associated with the usual bore discontinuities.
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cylindrical-bore result ~Cardona, 1980; Martı´nez et al.,
1988a!:

s6~ t2L/c!5B6«~ t2L/c!

3
j

2Ap~ t2L/c!3/2
e2j2/4~ t2L/c!, ~4!

whereB25r 2 /r 1 and B15r 1 /r 2 , such thatr 1 and r 2 are
the distances from the full cone apex to the input and the
output section of the conical span, respectively, andL5ur 2

2r 1u ~Fig. 2!. Function«(t) is the Heaviside step function.
The damping coefficientj is the same as that used by Ned-
erveen~1969!, appropriate to the limit of small viscothermal
damping:

j5A2z0

L

c3/2Dm
.

HereDm is the conical span mean diameter~that is, the ar-
ithmetical mean betweenD1 andD2!, andz0 depends upon
the air densityr, the shear viscosityh, the air thermal con-
ductivity k, the specific heat at constant pressureCp , and the
ratio g between the specific heats at constant pressure and
constant volume:

z05A2cHA h

rc
1~g21!A k

rcCp
J .

In Eq. ~3!, the time delay (L/c) associated with the
propagation along the span is included in the propagation
function. However, it is perfectly possible to consider the
delay in the pressure wave:

p6~L,t !5p6~0,t2L/c!* s6~ t !.

This is actually how the algorithms of Martı´nez et al. and
Smith work: the delay is taken into account through a shift
register containing the values of pressure at uniformly
spaced positions, and the damping is added only at the end of
each span, at the same time as convolutions with the corre-
sponding reflection and transmission functions associated
with each discontinuity are performed.

FIG. 1. Multiconvolution process. FIG. 2. Inward and outward propagating waves.

TABLE I. ~Continued.!
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This process is schematized in Fig. 3, for which thekth
node discontinuity is represented by a scattering junction
with four time-domain response functions: the outward-wave
reflectanceRk

2 and transmittanceTk
2 , and the inward-wave

reflectanceRk
1 and transmittanceTk

1 . Only two of these
functions are generally needed, because the transmittances
are related to the reflectances via the Dirac delta distribution
d(t) by Tk

2(t)5d(t)1Rk
2(t), and Tk

1(t)5d(t)1Rk
1(t).

The reflectances are simply proportional to one another for
many interesting discontinuities, in which case there is only
a single convolution to calculate for each of the inward and
outward functions at each node. The left column of Table I
lists the possible discontinuities for which a corresponding
time-domain representation has been calculated.

The use of these shift registers implies a limitation on
these algorithms: the time step used in the calculation has to
be small enough so that the spacing between discontinuities
is an integer multiple ofcDt. This constraint usually leads to
sampling frequencies higher than audio rates, or else inaccu-
racies in modeling the waveguide structure.

II. CTIM: CONTINUOUS TIME-INTERPOLATED
MULTICONVOLUTION

In the continuous time-interpolated multiconvolution
~CTIM! method, the delay introduced by the spans between
discontinuities is included in the propagation functions
s6(t2L/c). No shift registers are used, and the pressure
values are only calculated at the right and left sides of each
discontinuity. At every time step, four convolutions associ-
ated with the propagation functions and the reflection and
transmission functions are performed.

This process is schematized in Fig. 4. The outward pres-
surepl

2(k,t) impinging on thekth discontinuity from the left
is partially transmitted and partially reflected. Its partially
transmitted component contributes to the outward pressure
pr

2(k,t) on the opposite~right! side of the discontinuity. Its
partially reflected component contributes to the inward pres-
surepl

1(k,t) on the same~left! side of the discontinuity. The
inward pressurepr

1(k,t) impinging on thekth discontinuity
from the right similarly contributes a transmitted component
to pl

1(k,t) on the left side and a reflected component to
pr

2(k,t) on the right side of the discontinuity.

A. Convolutions with R„t … and T„t …

For the particular case of a woodwind bore, the reflec-
tion and transmission functions@denoted generally byF(t)#
associated with each discontinuity are always of the form
~Martı́nezet al., 1988b!

F~ t !5a0d~ t !1a1eb1t1a2eb2t1a31e
b3t1a32te

b3t

[a0d~ t !1$a%T$ f ~ t !%, ~5!

with

$ f ~ t !%T5$eb1t eb2t eb3t teb3t%

and

$a%T5$a1 a2 a31 a32%.

The acoustic response function at a discontinuity is specified
by b1 , b2 , b3 and$a%, such that$a%T is the transpose of$a%.

The convolution between these functionsF(t) and the
pressure signal will then contain a part proportional to that
pressure plus a second part which allows a recursive compu-
tation:

pF~ t !5F~ t !* p~ t !5a0p~ t !1$a%T$z~ t !%,
~6!

$z~ t !%5$ f ~ t !%* p~ t !.

The recursion algorithm for$z(t)% can be derived from that
for $ f (t)%:

$ f ~ t1Dt !%5F eb1Dt 0 0 0

0 eb2Dt 0 0

0 0 eb3Dt 0

0 0 eb3DtDt eb3Dt

G $ f ~ t !%

[@U#$ f ~ t !%,

such that@U# denotes the 434 matrix. Substitution into Eq.
~6! gives

FIG. 3. Martı́nez multiconvolution algorithm.

FIG. 4. The CTIM method scheme.
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$z~ t1Dt !%5E
0

t1Dt

$ f ~ t1Dt2t!%p~t! dt

5@U#$z~ t !%1@U#E
t

t1Dt

$ f ~ t2t!%p~t! dt

5@U#$z~ t !%1@U#E
0

Dt

$ f ~2t!%p~ t1t! dt. ~7!

The integral in Eq.~7! can be calculated analytically assum-
ing a polynomial approach forp(t1t) in the interval
@0,Dt#. For typical audio sample periodsDt, a linear ap-
proach is sufficient, and in that case

p~ t1t!5$~12t/Dt ! t/Dt%H p~ t !
p~ t1Dt !J .

This interpolation is applied within the integrand forp(t),
and so is not equivalent to an interpolation between two
discrete samplesz(t) and z(t1Dt). While a simple linear
interpolation in the discrete-time sequence would lead to sig-
nificant errors, the linear interpolation within the integrand
preserves the accuracy of the convolution with the short-time
response of the system. This technique has been successfully
used by Barjauet al. ~1990! and Martı´nezet al. ~1988a!.

Substitution of this linear approach into Eq.~7! leads to

$z~ t1Dt !%5@U#$z~ t !%1@U#@Ũ#H p~ t !
p~ t1Dt !J

with

@Ũ#5
1

Dt 3
1

b1
2 $~b1Dt21!1e2b1Dt%

1

b1
2 $12~11b1Dt !e2b1Dt%

1

b2
2 $~b2Dt21!1e2b2Dt%

1

b2
2 $12~11b2Dt !e2b2Dt%

1

b3
2 $~b3Dt21!1e2b3Dt%

1

b3
2 $12~11b3Dt !e2b3Dt%

2

b3
3 H S 12

b3Dt

2 D2S 11
b3Dt

2 De2b3DtJ 2

b3
3 H 12F11b3Dt1

1

2
~b3Dt !2Ge2b3DtJ 4 .

The final algorithm to calculatepF(t1Dt) is then

pF~ t1Dt !5a0p~ t1Dt !1$a%T$z~ t1Dt !%,
~8!

$z~ t1Dt !%5@U#$z~ t !%1@A#H p~ t !
p~ t1Dt !J ,

with @A#5@U#@Ũ#.
If a Nth-order polynomial is chosen forp(t1t) in

@0,Dt#, the recursion for$z(t1Dt)% contains (N11) pres-
sure values: $p„t2(N21)Dt… ¯ p(t) p(t1Dt)%T,
and the@Ũ# matrix is more complicated.

For each kind of discontinuity, all the values in$a%T,
@U#, and @A# are calculated once and stored before starting
the simulation. Thus, the computation becomes extremely
fast. Moreover, only a few pressure values have to be stored
at the discontinuities, so that computer memory requirements
are modest.

To calculate the inward pressure wave at the left-hand
side of discontinuityk ~in Fig. 4!, the convolutions are

pl
1~k,t !5Tk

1~ t !* pr
1~k,t !1Rk

2~ t !* pl
2~k,t !. ~9a!

For the outward pressure wave at the right-hand side of the
same discontinuity, the calculation is

pr
2~k,t !5Tk

2~ t !* pl
2~k,t !1Rk

1~ t !* pr
1~k,t !. ~9b!

Actually, it is not always necessary to perform four convo-
lutions @as Eqs.~9a! and~9b! suggest# at each discontinuity.
As pointed out before, whenever the pressure is continuous

across the junction, the reflectancesR6(t) and the transmit-
tancesT6(t) are related through a Dirac distributiond(t),
and so only two convolutions are required. Furthermore, the
number of convolutions can be reduced to one when both
sides of the node are cylindrical, as in that caseR1(t)
5R2(t)5R(t). This type of simplification has been dis-
cussed by Va¨limäki et al. ~1993!.

As all convolutions in Eqs.~9a! and ~9b! are of the re-
cursive type, if a linear approach is used for the pressure,
only the current and previous values ofpl

2(k,t) andpr
1(k,t)

are required.
For the usual discontinuities found in woodwinds and

for a linear approach forp(t1t), the values of$a% and $b%

FIG. 5. Required pressure values at the left- and the right-hand sides of a
discontinuity.
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defined in Eq.~5! for the caseF(t)5R2(t) ~reflection func-
tion! are presented in Table I.

B. Convolution with the propagation functions

The convolution with the propagation functions is not of
the recursive type, and thus longer pressure records are re-
quired.

When calculating the inward and outward waves at dis-
continuities (k21) and (k11), respectively, frompl

1(k,t)
andpr

2(k,t), the following convolutions are needed:

pl
2~k11,t !5pr

2~k,t !* sk,k11
2 ~ t2Lk,k11 /c!,

~10!
pr

1~k21,t !5pl
1~k,t !* sk,k21

1 ~ t2Lk,k21 /c!,

whereLk,k21 andLk,k11 are the distances between disconti-
nuities k,k21 and k,k11 respectively. Though Eqs.~10!
may suggest that there are two different propagation func-
tions for each span~the outward one and the inward one!,
actually these functions are either equal, if the span is a
cylindrical one, or proportional through the factorsB6 de-
fined in Eq.~4! if it is a conical one:

sk,k21
1 ~ t !5sk21,k

2 ~ t ! for the cylindrical span,

sk,k21
1 ~ t !5~B1 /B2!sk21,k

2 ~ t ! for the conical span.

It is clear then that longer time histories ofpr
2(k,t) and

pl
1(k,t) need to be known over durations for which the

propagation function responses are non-negligible. This non-
symmetrical storage of pressure values at both sides of each

FIG. 6. Geometry~a! of a bore and
impulse responseh(t) at its entrance
section obtained~b! through CTIM
and ~c! through the multiconvolution
algorithm of Martı´nezet al.
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discontinuity is represented in Fig. 5 by a longer list of
samples stored forpr

2 and pl
1 as contrasted with the two

samples stored forpl
2 andpr

1 .
There is a particularly interesting point concerning these

convolutions in Eq.~10!. As the calculation is a numerical
one, the timet will be some multiple of the sample period,
t5nDt. Defining the propagation delay from nodek to k
11 to beTk,k11[Lk,k11 /c and that from nodek21 to k to
be Tk,k21[Lk,k21 /c, and taking into account thatsk,k11

2 (t
2Tk,k11)50 if t,Tk,k11 , and thatsk,k21

1 (t2Tk)50 if t
,Tk,k21 , the convolutions in Eq.~10! can be written as

pl
2~k11,nDt !5E

Tk,k11

nDt

pr
2~k,nDt2t!

3sk,k11
2 ~t2Tk,k11! dt, ~11a!

pr
1~k21,nDt !5E

Tk,k21

nDt

pl
1~k,nDt2t!

3sk,k21
1 ~t2Tk,k21! dt, ~11b!

and so the whole time histories ofpr
2(k,t) and pl

1(k,t) in
the time intervals@0,nDt2Tk,k11# and@0,nDt2Tk,k21#, re-
spectively, would seem to be needed. This is not the case in
applications to musical instrument air columns for which the
propagation functions between nodes are of short duration,
thus limiting the range of integration times.

In order to maintain a causal response, the convolutions
at each node need to be carried out in a causal order. The
outward pressuresPl

2(k,t) at each of the nodes are calcu-
lated from Eq.~11a! from left to right along the waveguide,
beginning at the input end of the waveguide and ending at
the output end of the waveguide~the bell of a musical instru-

FIG. 7. Geometry~a! of a bore and
impulse responseh(t) at its entrance
section obtained~b! through CTIM
and ~c! through the multiconvolution
algorithm of Martı´nezet al.
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ment!. The inward pressurespr
1(k,t) at each of the nodes are

calculated from Eq.~11b! from right to left along the wave-
guide, beginning at the output and of the waveguide and
ending at the input end.

III. RESULTS WITH CTIM

Several tubes have been calculated by means of CTIM,
and the results have been compared to those obtained
through the multiconvolution of Martı´nezet al.

Figures 6~a!, 7~a!, and 8~a! show the geometries of three
bores, the last two showing discontinuities whose associated
reflection functions contain growing exponentials~Agulló,
1992!. For the case in Fig. 6~a!, the algorithm of Martı´nez
et al. ~which requires that the spacing between discontinui-
ties is a multiple ofcDt! would have implied the use of a
minimum of 21 nodes~or points of calculation in the pres-
sure registers!. In that case, the associated time resolution
would have been ofDt'1 ms. To reach aDt'(1/44.1) ms

~which is the time step used in CTIM!, it would have been
necessary to refine the spatial resolution and go up to 924
nodes. With CTIM, only three nodes are strictly necessary.

For the tube in Fig. 7~a!, CTIM also uses 3 nodes instead
of 1452 required to attainDt'(1/44.1) ms in the multicon-
volution of Martı́nez, and for the tube in Fig. 8~a!, the nodes
reduction is from 484 to 4 in CTIM. The capacity require-
ments are then greatly reduced.

Figures 6~b!, 7~b!, and 8~b! show the corresponding re-
sults with CTIM, and Figs. 6~c!, 7~c!, and 8~c! those ob-
tained by Martı´nez ~1988b!. It is clear that no accuracy has
been lost with CTIM compared to the Martı´nez multiconvo-
lution, a result which is consistent with our theoretical for-
mulation.

IV. CONCLUSIONS

The CTIM algorithm makes possible an exact time-
domain simulation of the response of an acoustical wave-

FIG. 8. Geometry~a! of a bore and
impulse responseh(t) at its entrance
section obtained~b! through CTIM
and ~c! through the multiconvolution
algorithm of Martı´nezet al.
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guide with discontinuities that are at arbitrary locations on
the waveguide, subject only to the approximations of linear
acoustics, small viscothermal wall loss, and a sufficiently
high sample rate. The CTIM algorithm removes the restric-
tion that discontinuities be located at spatial distances that
are multiples ofcDt, and this property of CTIM has been
confirmed by numerical analysis. For the case of musical
instrument air columns constructed by joining a set of
cylindrical-bore or conical-bore segments, the CTIM enables
simulations of the process of sound transmission purely in
the time domain. As such, CTIM is well suited to computa-
tional modeling of wind instruments, and is a basis for digital
sound synthesis via physical modeling.

A unified time-domain description of the acoustic re-
sponse of tone holes has been obtained. For both open and
closed tone holes, the time-domain responses include details
of tone-hole models that are useful for applications to musi-
cal instruments. The model of an anechoically terminated
tone hole is relevant to CTIM algorithms in which the tone
hole is modeled as a subsidiary waveguide with multiconvo-
lution nodes at either end of the waveguide.

APPENDIX: ACOUSTICAL REPRESENTATION OF
TONE-HOLE DISCONTINUITIES IN THE TIME DOMAIN

1. Introduction

This appendix describes the calculation of the reflection
and transmission functions of tone-hole discontinuities based
upon the use of a time-domain approach adapted from
Agulló et al. ~1992!. Attention is restricted to the case that
only a single propagating mode exists in the main air column
and the tone hole, which sets upper limits on the maximum
diameters of the air column and tone hole for a given signal
bandwidth. These upper limits are not a concern in applica-
tions of this theory to musical wind instruments. The reflec-
tion and transmission functions calculated in this Appendix
are used in the CTIM procedure as further set forth in Table
I.

Two approaches are considered. The first one models the
tone hole as a lumped acoustic element. This approach is
valid when the tone-hole length is sufficiently short that there
is no need to take account of the time delay for propagation
down to the end of the tone hole and back. The second ap-
proach models the tone hole as a subsidiary waveguide, and
it is useful whenever the hole length is sufficiently large.

In the first case, the corresponding reflectances are glo-
bal functions which describe the behavior of the whole side
branch. For an open hole, this behavior is approximately that
of a pure inertance, while for a closed one, it approximately
corresponds to a pure compliance. These behaviors are math-
ematically expressed through the following expressions re-
lating acoustical pressure and velocity at the hole entrance
section:

dph~ t !

dt
5

rc2

Lc
vh~ t ! ~closed hole!, ~A1!

ph~ t !5rLo

dvh~ t !

dt
~open hole!, ~A2!

where the effective tone-hole lengthLc is the ratio of the
enclosed volume of the tone hole to its surface area, andLo

is the sum of the hole length plus the radiative equivalent
length.

In the second case, the transmission and reflection func-
tions are local ones, and so independent of the particular end
condition of the hole~or side branch!. The hole is thus con-
sidered as an anechoic branch, and the reflections taking
place at its end have to be calculated in a similar way to that
of a simple waveguide. If the hole is a cylindrical one, this
anechoic condition is mathematically expressed as

ph~ t !5rcvh~ t !. ~A3!

In the previous equations, the localized disturbances in
the three-dimensional acoustic field under the tone hole are
not taken into account. A better model results when introduc-
ing them through two inertance corrections:~1! a positive
junction inertance between the main waveguide and the tone
hole, which accounts for a localized flow disturbance in the
neighborhood of the junction, and~2! a negative inertance,
which takes into account the stretching of the streamlines
into the inner junction of the tone hole, and thus a local
reduction of the kinetic energy density within the main
waveguide. The junction inertance is represented as an inner
equivalent lengthLi , and the open-hole and closed-hole ex-
pressions relating acoustical pressure and velocity generalize
to

dph~ t !

dt
5

rc2

Lc
vh~ t !1rLi

dvh~ t !

dt
~closed hole!, ~A4!

ph~ t !5rLo

dvh~ t !

dt
1rLi

dvh~ t !

dt
~open hole!. ~A5!

It is obvious that the junction inertance contribution for the
open hole can be included by redefiningLo asLo1Li , and
this modification is assumed in the following. Adding the
junction inertance for the anechoic tone hole generalizes Eq.
~A3! to the following form:

ph~ t !5rcvh~ t !1rLi

dvh~ t !

dt
. ~A6!

The negative inertance may be included in a generalized
tone-hole model, but it is simpler to include it as a modifi-
cation of the existing model. As a first effect, the negative
inertance produces a slight reduction in the length of each of
the main waveguide sections on either side of the tone hole
with no significant loss of accuracy~for musical wind instru-
ment geometries!. This length reduction differs slightly as
whether the tone hole is closed, open, or anechoic, but it is a
straightforward adjustment of each of the main waveguide
lengths in each case. As a second effect, the presence of the
negative inertance slightly reducesLi in Eqs.~A4!–~A6! for
the closed, open, and anechoic tone holes, respectively. We
assume that this adjustment has been carried out for each of
the main waveguide sections. The detailed description of the
theory and experiments underlying the evaluation of these
inertances can be found in@Nederveen~1963!, Keefe~1982a,
b, 1990! and Dubos~1998!#.
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2. The tone hole as a localized waveguide
discontinuity

A single tone hole of cylindrical cross-sectional areaSh

and heightL is joined to an air column composed of conical
or cylindrical segments, such that the coordinater measures
distance along the air column. The most general condition is
such that the conical span just to the left~towards the input
end of the waveguide with variables identified by superscript
‘‘ a’’ ! and the conical span just to the right~towards the out-
put end of the waveguide with variables identified by super-
script ‘‘b’’ ! of the tone hole have different conical tapers but
the same bore diameter at the mid-point location of the tone
hole, as indicated in Fig. A1. The distance from the hypo-
thetical apex of conical span ‘‘a’’ to the tone hole isr a

5r a
0 , and the corresponding distance for conical span ‘‘b’’ is

r b5r b
0. From now on,r a

0 andr b
0 will be called simplyr a and

r b.
Assuming that pressure waves are spherical at both sides

of the hole, the pressure and linear velocity waves at sides
‘‘ a’’ and ‘‘ b’’ of the discontinuity can be obtained from the
velocity potentialf(r ,t) satisfying the wave equation in
spherical coordinates:

1

c2

]2f~r ,t !

]t2 2
2

r

]f~r ,t !

]r
2

]2f~r ,t !

]r 2 50,

~A7!

p~r ,t !5
]f~r ,t !

]t
, v~r ,t !52

1

r

]f~r ,t !

]r
,

wherer is the air density and ‘‘r’’ is the longitudinal coor-
dinate along the bore~see Fig. A1!, measured in a conical-
bore span from its virtual apex.

The general solution for the velocity potentialf(r ,t)
relative to a reference locationr 0 is

f~r ,t !5
1

r
@c1

„t1~r 2r 0!/c…1c2
„t2~r 2r 0!/c…#

[
1

r
@c1~t1!1c2~t2!#, ~A8!

wheret65t6(r 2r 0)/c, and c1 and c2 are reduced po-
tential functions corresponding to leftward and rightward
waves traveling in the conical span.

In order to determine the particular form of these propa-
gation functions, it is necessary to assume the particular ini-
tial and boundary conditions associated with the specific
problem to be solved. In the present case, the air column is
considered to be at rest fort,0, and a pressure impulse of
unit strength is assumed to reach the duct section where the
hole is located from the left-hand side~span ‘‘a’’ ! at t50.

When calculating the elementary reflection or transmis-
sion functions associated to a discontinuity, the duct at either
side is assumed to behave as an anechoic termination
~Agulló et al., 1988!. For the case of the tone hole in Fig.
A1, this implies that only a rightward wave is present in span
‘‘ b’’ at the rhs of the discontinuity, corresponding to the
transmitted wave in the main waveguide, while both right-
ward ~inicident! and leftward ~reflected! waves will be
present in span ‘‘a’’ at the lhs of the hole. These boundary
conditions together with the initial conditions given in the
previous paragraph are expressed mathematically as follows:

f lhs~r a ,t ![fa~ t !5
1

r a
@ca

1~t1!1ca
2~t2!# r 5r a

5
1

r a
@ca

1~ t !1ca
2~ t !#,

~A9!

f rhs~r b ,t ![fb~ t !5
1

r b
@cb

2~t2!# r 5r b
5

1

r b
cb

2~ t !.

fa,b~r ,t !50 for t,0 and ;r ,
~A10!

1

r F]ca
2~r ,t !

]t G
r a

5qd~ t !.

From the last equation, it follows thatca
2(r ,t)5r aq«(t),

where«(t) is the Heaviside step function.
The continuity of flow equation is expressed by

Sva~ t !5Svb~ t !1Shvh~ t !. ~A11!

If the negative inertance corrections are included into
slightly reduced main waveguides sections on either side of
the tone hole, the pressure can be considered uniform over
the hole sectionSh and equal to the pressure value at both
sides of the discontinuity:

pa~ t !5pb~ t !5ph~ t !. ~A12!

These last two equations can be rewritten using Eq.~A9! as

FIG. A1. The geometry for a single tone hole of areaSh located at the
junction of a left conical span ‘‘a’’ and right conical span ‘‘b.’’ The conical
spans have the same areaSat the tone-hole location but arbitrary tapers. The
origin of conical span ‘‘a’’ is located a distancer a from the tone hole and
that for conical span ‘‘b’’ is located a distancer h away. Each of these
distances may be positive or negative in value corresponding to an conical-
span origin to the left or right of the tone hole. An incoming wavepa

2 to the
tone-hole discontinuity results in a partially reflected wavepa

1 and partially
transmitted wavepb

2 .
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1

r a

dca
1~ t !

dt
1qd~ t !5

1

r b

dcb
2~ t !

dt
5ph~ t !,

~A13!
1

r a
F2

dca
1~ t !

dt
1

c

r a
ca

1~ t !G1qd~ t !1
c

r a
«~ t !

5
1

r b
Fdcb

2~ t !

dt
1

c

r b
cb

2~ t !G1
Sh

S
rcvh~ t !.

Because the incident pressure signal in span ‘‘a’’ is
taken to be an impulse, the reflected pressure signal back into
span ‘‘a’’ is the reflection functionRh(t) and the transmitted
pressure signal into span ‘‘b’’ is the transmission function
Th . These are mathematically expressed by

Rh~ t !5
1

q
pa

1~ t !5
1

q

1

r a

dca
1~ t !

dt
,

~A14!

Th~ t !5
1

q
pb

2~ t !5
1

q

1

r b

dcb
2~ t !

dt
.

The first condition in Eq.~A13! takes the form

Rh~ t !52d~ t !1Th~ t !. ~A15!

This equation is integrated with the result

1

r a
ca

1~ t !52«~ t !1
1

r b
cb

2~ t !. ~A16!

Eliminatingca
1(t) and its derivative from the remaining pair

of conditions in Eq.~A13! leads to

1

2
rcAhvh~ t !1

1

r b

dcb
2~ t !

dt
1n t

1

r b
cb

2~ t !5qd~ t !, ~A17!

where the taper attenuation factorn t and the area ratioAh are

n t5
c

2 S 1

r b
2

1

r a
D , Ah5

Sh

S
. ~A18!

The taper attenuation factor differs from zero only when
there is a discontinuity in conical taper directly at the loca-
tion of the tone hole, which includes the case of a transition
from cylindrical to conical span.

a. Open hole

If the hole is open, Eqs.~A2! and ~A17! can be com-
bined to give a first-order differential equation forcb

2(t):

1

r b

dcb
2~ t !

dt
1~no1n t!

1

r b
cb

2~ t !5qd~ t !, ~A19!

where the open-hole attenuation factorno is

no5
c

2

Ah

Lo
. ~A20!

The lengthLo includes the effect of the inner junction iner-
tance.

The reflection and transmission functions are

Rh~ t !52~no1n t!e
2~no1n t!t«~ t !,

~A21!
Th~ t !5d~ t !2~no1n t!e

2~no1n t!t«~ t !.

It is rare for a tone hole to be exactly placed at a dis-
continuity in taper, so that the following expressions are
more typically used:

Rh~ t !52noe2not«~ t !, Th~ t !5d~ t !2noe2not«~ t !.
~A22!

b. Closed hole

Neglecting the inner junction inertance correction and
combining Eq.~A1! with Eq. ~A17! results in a second-order
differential equation:

1

nc

1

r b

d2cb
2~ t !

dt2
1

1

r b

dcb
2~ t !

dt
1n t

1

r b
cb

2~ t !5qd~ t !, ~A23!

where the closed-hole attenuation coefficient is

nc5
2c

AhLc
. ~A24!

The eigenvalues of the homogeneous equation are

n65
nc

2
~216D! with D5A12~4n t /nc!. ~A25!

The potentialcb
2(t) is a superposition of exponential func-

tions, and its time derivative yields the transmission function

Th~ t !5
1

qrb

dcb
2~ t !

dt
5

1

D
~n1en1t2n2en2t!«~ t !. ~A26!

In the absence of taper discontinuity at the tone-hole loca-
tion, the eigenvalues simplify to

n150, n252nc ,

and the transmission function becomes

Th~ t !5nce
2nct«~ t !. ~A27!

The reflection function in both cases is obtained from

Rh~ t !5Th~ t !2d~ t !.

For the closed tone hole, it is important to include the
negative inertance in the adjustment of the lengths of the
main waveguide sections on either side, because the effects
are significant for musical wind instruments. For closed
holes with a sufficiently short lengthLc , the term involving
the inner junction inertance in Eq.~A4! is not significant and
can be neglected.

c. Anechoic tone hole

As the closed hole length increases, the time delay for
round-trip wave propagation within the tone hole becomes
sufficiently long that the lumped-element model of the tone
hole is no longer appropriate. This means that the anechoic
tone hole model should be adopted, and the inner junction
inertance should be retained in this model via Eq.~A6!.

Combining this equation with the junction conditions in
Eqs. ~A11! and ~A12! results in the following system of
equations:
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1

r b

dcb
2~ t !

dt
5rcvh~ t !1rLi

dvh~ t !

dt
,

~A28!
1

r b

dcb
2~ t !

dt
1

n t

r b
cb

2~ t !1
1

2
Ahrcvh~ t !5qd~ t !.

These equations can be rewritten in matrix form as

FrLi 21

0 1 G H dx~ t !

dt
dy~ t !

dt
J 1F rc 0

rc
Ah

2
n t
G H x~ t !

y~ t !J 5 H 0
qd~ t !J ,

~A29!

or

H dx~ t !

dt
dy~ t !

dt
J 1F c

Li
S 11

Ah

2 D n t

rLi

rc
Ah

2
n t

G H x~ t !
y~ t !J 5H q

rLi
d~ t !

qd~ t !
J ,

~A30!

where we have definedy(t)5(1/r b)(dcb
2(t)/dt) and x(t)

5vh(t) in order to simplify the notation.
These equations can be decoupled through a diagonal-

ization process of the matrix appearing in Eq.~A30! ~which
will be called @D#!. The new variables satisfy the homoge-
neous matrix equation:

H du~ t !

dt
dz~ t !

dt
J 1Fn1 0

0 n2
G Hu~ t !

z~ t ! J 5 H0
0J , ~A31!

wheren1 , n2 are the eigenvalues of@D#:

n65
c

2Li
~b6D! with b511

Ah

2
1n t

L i

c
,

D5Ab224
Li

c
n t.

The old variables are related to the new ones through the
matrix

H x~ t !
y~ t !J 5F 2

rcAh
~n12n t!

2

rcAh
~n22n t!

1 1
G Hu~ t !

z~ t ! J
[@S#Hu~ t !

z~ t ! J . ~A32!

The solution of Eq.~A31! is straightforward:

Hu~ t !
z~ t ! J 5 Hu~0!e2n1t«~ t !

z~0!e2n2t«~ t ! J , ~A33!

and the initial valuesu(0), z(0) are determined by imposing
the initial conditions in Eq.~A30!:

@S#H 2n1u~0!«~ t !1u~0!d~ t !
2n2z~0!«~ t !1z~0!d~ t ! J 1@D#@S#Hu~0!«~ t !

z~0!«~ t ! J
5H q

rLi
d~ t !

qd~ t !
J .

The transmission functionTh(t)5(1/q)(dy(t)/dt) and
the reflection functionRh(t) are then

Th~ t !5d~ t !1
~c/Li !

n12n2
@„n1~12b!1n t…e

2n1t

2„n2~12b!1n t…e
2n2t#«~ t !,

Rh~ t !5
~c/Li !

n12n2
@„n1~12b!1n t…e

2n1t

2„n2~12b!1n t…e
2n2t#«~ t !.

If there is no taper discontinuity at the location of the
anechoic tone hole (n t50), then these functions simplify to

Th~ t !5d~ t !1
c

Li
~12b!e2cbt/Li«~ t !,

Rh~ t !5
c

Li
~12b!e2cbt/Li«~ t !,

and, in the limit that the junction inertance is neglected (Li

50), these relations become

Th~ t !5
1

b
d~ t !, Rh~ t !5

12b

b
d~ t !.

If there is a taper discontinuity but the junction inertance
is neglected, Eqs.~A28! reduce to a first-order differential
one:

S 11
Ah

2 D dy~ t !

dt
1n ty~ t !5b

dy~ t !

dt
1n ty~ t !5qd~ t !, ~A34!

and the transmission function is

Th~ t !5
1

q

dy~ t !

dt
5

1

b
d~ t !2

n t

b2 e2~n t /b!t«~ t !. ~A35!

1In recently presented work, van Walstijn and Smith~1998! state that a
digital waveguide composed of a set of conical-bore segments can be mod-
eled using a truncated infinite impulse response~TIIR! approach in which
numerical instabilities are avoided. The feasibility and accuracy of the TIIR
approach in this application have yet to be assessed.
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Five professional operatic baritone singers’ voice-source characteristics were analyzed by means of
inverse filtering of the flow signal as captured by a flow mask. The subjects sang a long sustained
diminuendo, from loudest to softest, three times on the vowels@~:# and @,:# at fundamental
frequencies representing 25%, 50%, and 75% of their total pitch range as measured in semitones.
During the diminuendos, they repeatedly inserted the consonant@!# so that associated subglottal
pressures could be estimated from the oral pressure during the p-occlusions. Pooling the three takes
of each condition, ten subglottal pressures, equidistantly spaced between highest and lowest, were
selected for analysis. Sound-pressure levels~SPL!, peak-to-peak glottal airflow, maximum flow
declination rate, closed quotient, glottal dc flow, and the level difference between the two lowest
partials of the source spectrum~H1–H2! were determined. All parameters except the glottal dc flow
showed a systematic variation with subglottal pressure or the fractional excess pressure over
threshold. The results are given in terms of equations representing the average across subjects for
the relation between subglottal pressure and each of the mentioned voice-source parameters.
© 1999 Acoustical Society of America.@S0001-4966~99!06303-1#

PACS numbers: 43.75.Rs, 43.70.Aj@WJS#

INTRODUCTION

Important contributions to the personal voice character-
istics derive from the glottal voice source~Childers and Lee,
1991!. This signal can be readily analyzed by inverse filter-
ing of the flow signal during voice production. Along with
voice fundamental frequency and mode of phonation, vocal
loudness is a factor of major influence on the glottal voice
source. The question we pose in this paper is, what are the
effects on the voice source of vocal-loudness variation?

In previous research~Holmberg et al., 1994; Sulter,
1996; Sulter and Wit, 1996!, the effects of vocal-loudness
variation on the voice source has been analyzed in untrained
voices by contrasting soft, mid, and loud phonation. How-
ever, in such voices, increases of loudness are typically ac-
companied not only by pitch increases~Gramming et al.,
1998! but also, presumably, by changes of other voice-
source parameters. This makes it difficult to tease out the
effect of loudness variation. Professional singers, on the
other hand, can be assumed to have developed a more inde-
pendent variation of glottal parameters. For example, in-
creases of loudness are not allowed to be accompanied by
increases of fundamental frequency in singing. We therefore
selected professional male singers for our study, the purpose
of which was to describe the dependence of voice-source
parameters on subglottal pressure.

I. METHOD

Five professional baritone singers, age range 29–65
years, participated as subjects. They all earn their livelihood

from singing only. They sang a diminuendo at constant pitch,
continuously repeating the syllables@!~:# and@!,:# on three
fundamental frequencies located at 25%, 50%, and 75% of
their professional pitch range as measured in semitones.
Three renderings of each condition were recorded.

The experimental setup is shown in Fig. 1. Airflow was
picked up by means of a Rothenberg-type flow mask~Roth-
enberg, 1973!. Subglottal pressurePs was estimated from the
oral pressure during the@!#-occlusion. This pressure was
captured by a pressure transducer~Glottal Enterprises! at-
tached to a thin plastic tube which the subject held in the
corner of his mouth. This method has been found to yield
reasonably accurate estimations ofPs ~see, e.g., Hertegård
et al., 1995!. The flow and pressure signals were recorded on
separate tracks on a multichannel TEAC PCM recorder to-
gether with an audio signal picked up by a B&K condenser
microphone 30 cm in front of the subject’s mouth. Calibra-
tion signals of flow, pressure, and sound level were all re-
corded on the same tape; airflow obtained from a pressure
tank attached to the flow mask via a flow meter, pressure by
means of a water manometer and sound level by recording
vowel sounds with SPL values determined from a sound-
level meter that was held next to the recording microphone.

II. ANALYSIS

SPL was measured by B&K sound-level recorder~2307!
analysis of the audio track. Subglottal pressures were re-
corded on a strip chart recorder. For each vowel and pitch
condition, ten subglottal pressures, equidistantly spaced be-

1965 1965J. Acoust. Soc. Am. 105 (3), March 1999 0001-4966/99/105(3)/1965/7/$15.00 © 1999 Acoustical Society of America



tween the extreme values, were selected from the three ren-
derings. The syllables following these pressure signals were
then submitted to inverse-filtering analysis. This filtering was
realized by a Glottal Enterprises MSIF-2 device, the output
of which was recorded on computer files using theSWELL

signal-editing program. A closed phase, void of ripple at the
frequencies of the two lowest formants, was used as the cri-
terion for tuning the two filters, although in many cases of
loud singing, a ripple corresponding to the ‘‘singer’s for-
mant’’ could not be eliminated. Mostly, the same filter set-
tings could be used for the entire sequence of syllables. On a
second track of the same computer files, the pressure signal
was recorded. TheSWELL program calculated the time de-
rivative of the flow glottogram. Figure 2 shows a typical
example of a resulting computer file.

From the files containing the flow glottograms, mid
vowel sections were selected and the following measures
were determined:~1! the ac flow, the peak-to-peak amplitude
of the flow; ~2! the dc flow, the mean flow during the closed
phase;~3! the closed quotient, the ratio duration of closed
phase/period time;~4! the maximum of the flow declination
rate ~MFDR!, i.e., the negative peak amplitude of the flow
derivative, Fig. 3. In addition,~6! the level difference be-
tween 1st and 2nd harmonics of the source spectrum~H1–
H2! was determined by fast Fourier transform~FFT! analysis
of the flow glottogram waveform.

For some subjects, the flow microphone overloaded the
amplifier for the loudest productions. For one of these sub-
jects, a B&K condenser microphone was used to pick up the
audio signal, which was then inverse filtered using a com-

FIG. 1. The experimental setup used for the recording and the analysis. In cases where the flow signal overloaded the amplifier of the inverse-filter unit, flow
glottograms were derived by inverse filtering the B&K signal.

FIG. 2. Typical example of a computer file showing the inverse-filtered flow, its derivative, and the associated subglottal pressures recorded when the singer
sang a diminuendo while repeating the syllable@pV:#. The panel to the right shows a close-up of the flow and differentiated flow signals.
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puter program. Comparisons with results of inverse filtering
of the same overloaded flow signals showed that the over-
loading did not appreciably affect the flow glottograms. For
one subject, mask leakage reduced the number of useful glot-
tograms.

III. RESULTS

In the experiment, each subject repeated each condition
three times. The same subglottal pressures often occurred in
more than one of these repeats. To estimate the reproducibil-
ity of the data obtained, two or three glottograms that were
produced with the same subglottal pressures in different
takes were compared for at least three different subglottal
pressures for each subject. Pooling data for all subjects, these
values were compared in scatter plots, one for each param-
eter. A quantitative measure of the agreement was obtained
in terms of the equations for the best linear fit~linear corre-
lation!. Ideally, the slope value should be 1 and the constant
0. Table I shows the values obtained for this correlation.

Replicability was poorest for the dc flow, thus suggest-
ing that glottal leakage was not varied systematically by the
singers. For the other parameters, the slope of the trendline
varied between 1.08 and 0.93. The constant varied between
0.49 and21.33 for H1 and H2, respectively, and consider-
ably less for the other parameters. These results indicate that,
except for the dc flow, the data obtained from the inverse
filtering were reliable, and that for each subject the flow
glottograms produced at a givenPs were similar.

SPL is closely related toPs ~Schutte, 1980! and to the
log of the MFDR~Fant, 1979; Gauffin and Sundberg, 1989!.
SPL is also dependent onF0 andF1, but these effects were

small, asF1 was more than one octave aboveF0 and also
similar in both vowels analyzed. Therefore, in examining the
relations between SPL,Ps , and MFDR, the data for both
vowels and for the three pitches were pooled.

The subjects varied vocal loudness over a wide range.
The ratio between the highest and lowest subglottal pressures
used for the same fundamental frequency varied between 6.6
and 16.0 for the subjects and the SPL at 0.3 m between about
60 and 95 dB.

According to Titze~1992!, flow-glottogram parameters
are strongly correlated to the fractional excess pressure over
threshold (Ps2PThr)/PThr , wherePs is the subglottal pres-
sure andPThr is the phonation-threshold pressure. This pres-
sure was determined as the lowest pressure that produced
phonation. (Ps2PThr)/PThr showed a strong correlation with

FIG. 3. Illustration of the measures secured from the flow glottograms.

TABLE I. Reliability of flow glottogram measures shown in terms of the
slope, constant, and correlation coefficientr for the overall best linear fit of
pairs of values, three for each singer. The pairs were selected from two
different takes pertaining to the sameF0 and subglottal pressures.

Parameter

Equation

Slope Constant r

Subglottal pressure 1.0081 20.0161 1.00
Period time 0.9415 0.0003 0.99
ac flow 1.0764 20.0323 0.97
MFDR 1.0692 20.0042 0.98
Closed phase 0.9339 0.0000 0.93
H1 1.0141 0.4902 0.94
H2 1.0652 21.3351 0.95
dc flow 0.8437 0.0114 0.78
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SPL as illustrated by the typical example in Fig. 4. Correla-
tion data for the singers and pitches are listed in Table II. For
two of the subjects, the best linear fit differed clearly be-
tween F0. On the other hand, their SPL values showed a
similar relation with subglottal pressure, regardless ofF0.
This indicates that difficulties to determine an accurate value
for PThr caused this scatter. The mean correlation coefficient
across all subjects and pitches was 0.948~s.d. 0.046!. The
relation could be quantitatively described as

SPL@0.3 m5C1* ln@~Ps2PThr!/Ps#1C2 , ~1!

where the mean ofC159.71 ~s.d. 1.8! and the mean ofC2

571.2~s.d. 7.9!. A doubling ofPs caused a mean increase of
9.9 dB SPL~s.d. 1 dB! and a doubling of (Ps2PThr)/PThr

yielded an SPL increase of 6.4 dB.
(Ps2PThr)/PThr correlated strongly also with MFDR.

Figure 5 offers a typical example of this relationship. Corre-

lation data for the various singers and pitches are listed in
Table II. The mean correlation coefficient was 0.907~s.d.
0.039!. The relation could be expressed as

MFDR5C1* ~Ps2PThr!/PThr1C2 . ~2!

The mean slopeC15215 ~s.d. 49!, and the mean intercept
C25156 ~s.d. 101!.

The peak-to-peak amplitude of the glottogram increased
linearly with (Ps2PThr)/PThr . Figure 6 shows a typical ex-
ample, and correlation data for the various singers and
pitches are listed in Table II. The mean correlation coeffi-
cient was 0.907~s.d. 0.019!. The relation could be quantita-
tively described as

ac5C1* ~Ps2PThr!/PThr1C2 , ~3!

where the mean of the slopeC150.10 ~s.d. 0.03! and the
mean of the interceptC250.14 ~s.d. 0.08!.

FIG. 4. Typical example of the correlation between (Ps2PThr)/PThr and
SPL of the vowels@~:# and @,:# as sung by subject 5 at three different
pitches. The data for the best linear fit are shown in the upper-left corner.

TABLE II. Constants@slope, intercept Icpt, correlation coefficientr; for the closed quotientQclosed, see Eq.~4!# describing the relation between the (Ps

2PThr)/PThr and the indicated voice-source parameters.

Singer F0

SPL@ 0.3 m MFDR Peak-to-peak amplitude Qclosed

Slope Icpt r Slope Icpt r Slope Icpt r A a B

1 139 6.30 73.3 0.952 234 362 0.926 0.09 0.24 0.878 0.6 1.5 20.511
1 196 8.40 73.7 0.969 276 155 0.942 0.08 0.16 0.909 0.55 1.7 20.598
1 276 9.34 73.5 0.986 244 182 0.917 0.06 0.14 0.923 0.5 1.2 20.693
2 139 8.61 78.0 0.917 233 247 0.894 0.14 0.15 0.899 0.5 1.4 20.693
2 196 10.07 75.4 0.991 224 79 0.875 0.13 0.15 0.895 0.4 0.8 20.916
2 278 7.88 82.0 0.961 237 173 0.893 0.13 0.02 0.890 0.5 0.6 20.693
3 139 9.35 62.4 0.972 102 133 0.838 0.06 0.26 0.905 0.5 0.5 20.693
3 196 10.27 66.0 0.971 176 49 0.862 0.09 0.18 0.913 0.5 0.8 20.693
3 278 10.04 74.9 0.926 170 254 0.881 0.08 0.23 0.882 0.55 0.4 20.598
4 139 13.66 50.2 0.981 197 63 0.98 0.06 0.14 0.983 0.47 0.3 20.755
4 196 11.39 66.3 0.968 385 134 0.971 0.10 0.12 0.984 0.55 0.5 20.598
4 278 9.51 78.1 0.993 37 6 0.887 0.16 0.41 0.877 0.4 0.7 20.916
5 139 9.09 72.8 0.927 255 40 0.926 0.14 0.09 0.931 0.55 0.8 20.598
5 196 9.03 75.0 0.887 252 14 0.918 0.14 0.06 0.937 0.5 0.8 20.693
5 278 12.65 66.4 0.924 175 179 0.89 0.06 0.01 0.926 0.6 0.4 20.511

mv 9.71 71.2 0.918 215 156 0.897 0.10 0.14 0.907 0.51 0.83 20.68
s.d. 1.82 7.9 0.058 49 101 0.03 0.03 0.08 0.019 0.059 0.431 0.12

FIG. 5. Typical example of the correlation between (Ps2PThr)/PThr and
MFDR for the vowels@~:# and @,:# as sung by subject 2 at a low, middle,
and high pitch~squares, circles, and triangles!.
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The closed quotient increased withPs up to a limit close
to 50% of the period time, as illustrated by the typical ex-
ample in Fig. 7. The relation could be approximated by

Qclosed5A2e~2a* ~Ps2PThr!/PThr!1B. ~4!

As Qclosed tended to be zero at phonation threshold pressure
PThr , B5 ln(A) in Eq. ~4!. The values ofa and A varied
depending on subject, see Table II. Averages across subjects
and pitches were for the constantA, 0.51 ~s.d. 0.59!, for a,
0.83~s.d. 431!, and forB, 20.68~s.d. 0.120!. The agreement
between the values calculated with the expression above, us-
ing constants averaged for each pitch and subject, was as-
sessed by eta2, defined as

12SSresid/SSmean, ~5!

whereSSresid is the sum of the squared differences between
observed and calculated values ofQclosed, andSSmean is the
sum of the squared differences between observed and aver-
aged differences between calculated and observed values of
Qclosed. The eta2 was computed for each subject and pitch.
The average across pitches and singers amounted to 0.953
~s.d. 0.0467!.

The closed quotient correlated with H1–H2, the mean
correlation coefficient being20.879, s.d. 0.066. Using the
mean across subjects, vowels, and pitches, the best linear fit
could be described as

H1–H2521.5231.1* Qclosed. ~6!

The standard deviations for the slope and the constant were
11.5 and 4.8, respectively. Thus, by and large, the level dif-
ference between partials 1 and 2 of the source spectrum de-
creased linearly with increasing closed quotientQcl . For in-
creasing pressure, H1–H2 asymptotically approached 5 dB,
approximately.

Glottal leakage showed an inconsistent variation withPs

for all subjects.
Summarizing, the effects ofPs were reasonably similar

in all subjects and systematic for all parameters except glot-
tal leakage. With decreasing subglottal pressure, ac flow and

MFDR decreased continuously, while H1–H2 andQclosed

showed a strong negative correlation and approached an as-
ymptote of about 5 dB and 0.5, respectively.

IV. DISCUSSION

These results are encouraging in the sense that highly
systematic relations were found betweenPs and various
flow-glottogram parameters. Probably an important condi-
tion for our results was that the subjects were professional
singers, as such subjects are likely to develop a particularly
systematic control over phonation. Thus, our results are not
necessarily representative of untrained voices.

On the other hand, if singers know how to change one
single voice-control parameter at a time, our findings may be
quite elucidating regarding theory of phonation. Moreover,
the range of variation ofPs was considerably greater than
those observed earlier in investigations of untrained subjects’
voice-source characteristics; a wide dynamics helps reveal
the effects of vocal loudness on the voice source. This sug-
gests that, for some purposes, it may be more helpful to
study the voice source in singers than in untrained subjects.

Recently, the voice-source characteristics of country
singers have been investigated~Sundberget al., 1997!. Un-
der conditions of loud singing and speaking at high funda-
mental frequencies, values ofQclosed as high as 0.7 were

FIG. 6. Typical example of the correlation between (Ps2PThr)/PThr and the
peak-to-peak amplitude of the glottogram for the vowels@~:# and @,:# as
sung by subject 3 at a low, middle, and high pitch~squares, circles, and
triangles!.

FIG. 7. Typical example of the correlation between (Ps2PThr)/PThr and the
closed quotient for the vowels@~:# and @,:# as sung by subject 4 at a low,
middle, and high pitch~lower, middle and top panels!. Closed diamonds
represent the best fits.
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sometimes found. A perceptual test suggested that phonation
was perceived as ‘‘pressed’’ under these conditions. Our pro-
fessional operatic baritone singers tended to reach maximum
values ofQclosed in the vicinity of 0.5, thus supporting the
assumption that pressed phonation is avoided in this type of
singing.

Our findings can be compared with those obtained by
Titze ~1992! for professional tenor singers, and by Sulter and
Wit for male adult trained voices~Sulter and Wit, 1996!. At
comparable subglottal pressure, Titze’s and Sulter and Wit’s
data on MFDR were higher than those observed in our bari-
tone subjects. Titze found that the peak flow amplitude was
proportional to 0.3* (Ps2PThr)/PThr , while for our subjects,
the relation could be approximated as ac50.1* (Ps

2PThr)/PThr10.14. His approximation of the closed quo-
tient wasQclosed50.6(PThr /Ps)20.6. This is in good agree-
ment with our data at the lowestF0, but gives greater values
than those observed for our singers, for low pressures at high
F0. These differences may possibly be related to a difference
in vocal-fold morphology between these tenors and bari-
tones. Our data for ac,Qclosed, and SPL are similar to those
reported by Sulter and Wit.

It is also interesting to compare our data with those de-
rived from the Liljencrants Fant~LF! model ~Fant et al.,
1985!, which describes the glottal voice-source waveform in
mathematical terms and predicts the associated acoustic ef-
fects as well as its dependence on subglottal pressure. We
found that for our singer subjects, SPL increased by an av-
erage of 10 dB per doubling of subglottal pressure. This is in
good agreement with the value of 9 dB predicted theoreti-
cally ~Fant, 1982! and also with measurements reported ear-
lier ~e.g., Schutte, 1980!. For the relation between H1–H2
and the open quotientQop, the LF model predicts

H1–H250.27* e~5.5* Qop! ~7!

~Fant, 1997!. However, the data underlying this relation can
also be approximated by a linear function

H1–H2521.2231.4* Qclosed ~8!

~Fant, personal communication!, which is only marginally
different from our values. This indicates that, in this respect,
our data are in good agreement with the LF model. The
MFDR, the negative peak amplitude of the differentiated
flow glottogram, is almost identical with the parameterEe of
the LF model. However, the moment of the excitation of the
vocal tract, which corresponds to the moment when the sec-
ond derivative of the flow signal reaches its negative peak, is
sometimes slightly delayed as compared to the moment at
which the first derivative reaches its negative peak. For a
male speaker, Fantet al. ~1996! found thatEe was propor-
tional to Ps

1.1 which is very close to the linear relation we
found for MFDR andPs According to theory,Ee is closely
tied to bothPs and SPL; for a more accurate quantification
of vocal loudness, it should be advantageous to use the sec-
ond derivativeEe rather than MFDR in future investigations.

Our results were derived from sequences in which the
subjects gradually decreased vocal loudness. There seems to
be no reason to doubt that the results are also valid for in-
creases of vocal loudness.

V. CONCLUSIONS

By using professional baritone singers, detailed informa-
tion on the effects of variation ofPs on the glottal voice
source were obtained, since such subjects are able to vary the
voice source systematically over a wide pressure range. The
effects of Ps were reasonably similar among subjects and
systematic for all parameters except glottal leakage. The ef-
fects can be approximated by a set of equations@Eqs.~1!–~4!
and ~6!# showing that SPL is a linear function of pressure,
and the maximum flow declination rate and the peak-to-peak
flow amplitude are linear functions of the fractional excess
pressure over the phonation-threshold pressure. The closed
quotient, asymptotically approaching 0.5 with increasing
pressure, was related to this normalized excess pressure by
means of a power function, while the level difference be-
tween the two lowest source spectrum partials, asymptoti-
cally approaching 5 dB with increasing pressure, was lin-
early related to the closed quotient.
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A microcosm of musical expression: II. Quantitative
analysis of pianists’ dynamics in the initial measures
of Chopin’s Etude in E major
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Patterns of expressive dynamics were measured in bars 1–5 of 115 commercially recorded
performances of Chopin’s Etude in E major, op. 10, No. 3. The grand average pattern~or dynamic
profile! was representative of many performances and highly similar to the average dynamic profile
of a group of advanced student performances, which suggests a widely shared central norm of
expressive dynamics. The individual dynamic profiles were subjected to principal components
analysis, which yielded five Varimax-rotated components, each representing a different,
nonstandard dynamic profile associated with a small subset of performances. Most performances
had dynamic patterns resembling a mixture of several components, and no clustering of
performances into distinct groups was apparent. Some weak relationships of dynamic profiles with
sociocultural variables were found, most notably a tendency of female pianists to exhibit a greater
dynamic range in the melody. Within the melody, there were no significant relationships between
expressive timing@Repp, J. Acoust. Soc. Am.104, 1085–1100~1998!# and expressive dynamics.
These two important dimensions seem to be controlled independently at this local level and thus
offer the artist many degrees of freedom in giving a melody expressive shape. ©1999 Acoustical
Society of America.@S0001-4966~99!00803-6#

PACS numbers: 43.75.St, 43.75.Mn@WJS#

INTRODUCTION

In a previous article, Repp~1998a! reported a detailed
quantitative analysis of pianists’ expressive timing~the pat-
tern of inter-onset interval durations between successive
tones! in bars 1–5 of 115 commercially recorded perfor-
mances of Chopin’s Etude in E major, op. 10, No. 3. Al-
though the grand average timing pattern was representative
of many performances, principal components analysis of the
data suggested at least four independent strategies of deviat-
ing from this central norm. Each individual pianist’s timing
pattern could be approximated by a weighted combination of
these four strategies. A wide variety of combinations was
represented in the sample, and no two individual patterns
were exactly the same. In addition, there was a wide range of
basic tempi and of degrees of tempo modulation. There were
no strong relationships between any of these variables and
sociocultural characteristics of the artists, although some
weak trends were observed.

Timing is only one aspect of musical expression, though
a very important one. It also happens to be the one that is
easiest to measure in acoustically recorded performances.
Another extremely important aspect of expression on the pi-
ano is dynamics—the relative intensities of successive and
simultaneous tones. Although musical-instrument-digital-
interface~MIDI ! recordings give easy access to this informa-
tion in the form of key-press velocities that are highly cor-
related with the sound levels of tones, expressive dynamics
has received much less attention than expressive timing in
performance research~but see Shaffer, 1981; Gabrielsson,

1987; Todd, 1992; Repp, 1996a!. In particular, very little is
known objectively about individual differences in expressive
dynamics, even though informal listening suggests that such
differences do exist in performances of the same music by
great artists, preserved in acoustic recordings.

One methodological problem in measuring the expres-
sive dynamics of acoustic recordings is that it is extremely
difficult to estimate accurately the relative intensities of sev-
eral simultaneous complex tones, even when their fundamen-
tal frequencies are known. Their harmonics are interleaved
and often coincident, unpredictable phase relationships affect
the amplitude at any given frequency, and the amplitude of
the lowest harmonic~the fundamental frequency! is only
roughly proportional to a tone’s overall amplitude~Repp,
1993!. At present, there seems to be no signal processing
algorithm that can perform this task. Therefore, analyses of
expressive dynamics in acoustically recorded performances
~such as Gabrielsson, 1987, and the present study! are cur-
rently restricted to measuring the overall amplitudes of suc-
cessive tone clusters—the ‘‘horizontal’’ dynamics. Informa-
tion about ‘‘vertical’’ dynamics~the relative intensities of
simultaneous tones, constituting the sonic texture! remains
unavailable.

It is possible to ignore the fact that most successive
acoustic events in music are composed of several individual
tones and to regard total sound energy as the perceptually
most relevant measure of horizontal dynamics~as does Todd,
1992, 1994!. This may be sufficient for perception of
rhythm. However, human listeners perceptually segregate
music into individual voices if the compositional structure
provides a basis for doing so. In homophonic music, as used
in the present study, one voice~the melody, usually in thea!Electronic mail: repp@haskins.yale.edu
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highest pitch register! is more important than the others~the
accompaniment! and is usually played with greater intensity.
The listener’s attention is drawn to the melody, and therefore
the expressively most relevant measure of horizontal dynam-
ics would seem to be the intensities of the melody tones~cf.
Palmer, 1996a!. From this perspective, measurements of
overall intensity are but an approximation to the desired
measure of horizontal dynamics. They seem to provide a
sufficiently informative approximation, however, and will
have to do until more sophisticated signal processing algo-
rithms are developed.

This article presents the results of detailed analyses of
the horizontal dynamic patterns measured in the 115 record-
ings of the Chopin Etude excerpt, with special attention to
individual differences. The analyses were largely analogous
to those of expressive timing presented in Repp~1998a!. The
main question was whether, and how many, fundamentally
different patterns of dynamic shaping can be distinguished in
this large sample of performances, and how these patterns
are related to the musical structure. A secondary question
was whether the identified patterns have any relationship to
sociocultural differences among the artists.

Towards the end of the article, possible relationships
between expressive timing and dynamics are examined. This
is an extremely important issue about which very little is
known at present. Todd~1992! has pointed out a tendency
for dynamics to increase along with tempo and thus to be
inversely related to expressive timing~measured in terms of
inter-onset intervals!. This is only a global tendency, how-
ever, that is often violated. Over longer musical passages, a
significant correlation is usually obtained because the large-
scale phrase structure constrains both timing and dynamics
~Todd, 1992; Palmer, 1996a; Repp, 1996a!. However, it is
not clear whether a similar relationship holds at the most
detailed level of expressive variation within a phrase, which
is the subject of the present study~see also Palmer, 1996a!.
Also, given that substantial individual differences exist in
both timing and~as the present data will show! dynamics, the
question arises whether these individual differences covary.
Repp ~1996a! addressed this issue previously in perfor-
mances of Schumann’s ‘‘Tra¨umerei’’ by ten advanced stu-
dent pianists who did not show very large individual differ-
ences in either timing or dynamics. He did find a weak but
significant relationship between the residual patterns~devia-
tions from the average pattern! of timing and dynamics, such
that some pianists tended to play more softly than average
when they played slower than average at any given moment
in the music. In the present sample of distinguished record-
ing artists, much larger individual differences were expected,
which provided an opportunity to reexamine the relationship
of timing and dynamics.

I. METHOD

A. The music

A simplified score of the musical excerpt is shown on
top of Fig. 1.1 The music is divided into several horizontal
strands or voices. The melody is in the soprano voice and
includes both short~sixteenth! and longer notes. The accom-

panying alto voice has sixteenth notes throughout. Some ad-
ditional filler notes in the right-hand part~which may be
considered as forming a ‘‘mezzo-soprano’’ voice! and the
lower voices~tenor and bass! in the left-hand part also have
an accompanying function. The melody is clearly the most
important voice and is generally also played with greater
intensity than the other voices. When melody tones are sus-
tained, the alto~bars 1–3! and mezzo-soprano/alto~bar 4!
voices come to the fore and are more important than the
lower voices. Following Repp~in press!, the 38 alternating
soprano and alto or mezzo-soprano notes forming the ‘‘top
line’’ of the musical texture will be referred to asprimary
notes~or primary tones, when played!. There is one primary
note in every sixteenth-note metrical position of the music
~for simplicity, the initial eighth-note upbeat will be treated
here as if it were another sixteenth note!, and it is defined to
be always the highest note in its position.~Thus, in bar 4,
positions 6–8, the mezzo-soprano notes are the primary
notes.! Only four primary notes are not accompanied by
lower note onsets: the initial upbeat and the alto notes in the
seventh metrical position of bars 1, 2, and 3. These alto
notes, however, are accompanied by sustained notes in both
higher and lower voices. Since piano tones decay over time
~see Martin, 1947; Repp, 1997c!, these sustained tones have
lost some of their energy when a primary alto note is played.

B. Measurement and analysis procedures

It was assumed that the perceptually most relevant hori-
zontal dynamic pattern is that of the primary tones. It reflects
the dynamic shaping of the melody as well as the dynamic
contrast between melody and accompaniment. However,
since the relative intensities of the primary tones could not
be measured directly, the question arose to what extent the
pattern of overall intensities resembled that of the primary
tones alone. Clearly, additional tones accompanying a pri-
mary tone will raise the overall intensity, and the extent of
that increase is likely to depend on the number and relative
intensity of these additional tones. The acoustic complexity
of piano tones and of their temporal relationships in expres-
sive performance makes it difficult, however, to predict these
effects mathematically. Therefore, some preliminary mea-
surements and analyses were performed on synthesized per-
formances, to get some indication of the extent to which the
overall dynamic profile parallels the dynamic profile of the
primary tones. These results are described in Appendix A.

A total of 117 recordings of the Chopin excerpt were
procured.~For a detailed description, see Repp, 1998a.! Most
of them ~102! were obtained on a digital audio tape onto
which they had been copied from compact discs and long-
playing records.~Two of these copies turned out to be dupli-
cates of others, but they were included in all analyses.! Al-
though there was considerable variation in the recorded
sound level, no distortion was noticed when listening to the
tape. The remaining 15 recordings were available from a
previous study~Repp, 1997a!, saved as digitized sound files.
Using SOUNDEDIT16 software, all recordings were input as
analog signals to a Macintosh Quadra 660AV computer,
sampled at a rate of 20.055 kHz, and stored as separate files
in 16-bit format.~Some of the 15 recordings digitized earlier
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were in 8-bit format.! Each waveform was subsequently
scaled multiplicatively to maximum peak amplitude using
the ‘‘normalize’’ function ofSOUNDEDIT16. Measurements of
tone~chord! onset times had already been performed~Repp,
1998a! and served to guide the amplitude analysis.

UsingSIGNALYZE software, the root-mean-square ampli-
tude envelope of each digitized waveform was computed
with a rectangular integration window of 30 ms, and subse-
quently an automatic peak-picking routine was employed to
determine the peak amplitude following each note~chord!
onset. The amplitudes were then converted into peak sound
levels ~PSLs! in decibels~dB!. These measurements obvi-
ously did not achieve the precision and validity of the previ-
ous timing measurements~Repp, 1998a!. Interactions among
simultaneous tones and multiple sources of distortion~sur-
face noise, recording techniques, room acoustics! made the
data rather noisy. Nevertheless, they were believed to be suf-
ficiently informative about the pianists’ dynamic strategies to
justify the following analyses.

Each performance yielded a series of 38 PSL values~cf.
the score in Fig. 1! that constituted itsdynamic profile. These
data were subjected to various correlational analyses, includ-
ing principal components analysis with Varimax rotation. A
brief introduction to this technique may be found in Repp
~1998a!. Twenty-three of the 38 PSLs derived from positions
in which there were note onsets in the soprano voice. Sepa-
rate analyses were conducted on thesemelodic dynamic pro-
files, in order to separate melodic dynamic variation from the
usually large dynamic difference between melody and ac-
companiment.

II. RESULTS AND DISCUSSION

A. Three aspects of expressive dynamics

Like expressive timing, expressive dynamics has three
largely independent aspects. The first of these is thebasic
dynamic level, which can be measured by computing the
average PSL of a whole passage and which corresponds to
dynamic markings in the score~such aspiano or forte! that
apply across a number of bars. In the present analyses, how-
ever, the average PSL was meaningless because it depended
on several uncontrolled factors that varied between perfor-
mances, including the original recording level, the recording
level in the transfer from the original medium to digital tape,
the input level to the computer, and the subsequent normal-
ization to maximum amplitude. Although human listeners
may be able to recover information about the dynamic level
of the original performance from the spectral content of pi-
ano tones, no spectral or perceptual analyses were attempted
in the present study. All absolute dB values in the figures
displayed in this article are meaningless.

The second aspect of expressive dynamics is itsvari-
ability or range, which is most conveniently measured by the
standard deviation of the PSLs or a multiple thereof. This
measure is meaningful in the present context, even though it
represents a conflation of the pianist’s dynamic range in per-
formance and the dynamic range of the recording. Old re-
cordings in particular may exhibit a restricted dynamic
range, even though the original performance may have had a

wide range. High surface noise from old recordings may also
reduce the measured dynamic variability by masking soft
tones.

The third aspect is the pattern of PSL values that consti-
tutes thedynamic profile. This was the aspect of primary
interest in this study, and it was the only aspect that entered
the correlational statistics because they entailed a conversion
of the data into standard scores having a mean of zero and a
standard deviation of one. Therefore, the findings on dy-
namic variability will be discussed first.

B. Dynamic variability and range

Although the difference between the largest and smallest
PSL values in a performance would be the most direct mea-
sure of its dynamic range, the standard deviation~s.d.! pro-
vides a more robust index. The absolute dynamic range may
be taken to be approximately four times the s.d.~i.e., the
width of a 95% confidence interval around the mean PSL!.
The performance with the widest dynamic range was that by
Cherkassky (s.d.56.8 dB, a range of about 27 dB!, followed
by Kyriakou ~6.5 dB!, and Duchaˆble ~5.9 dB!. The perfor-
mances with the narrowest dynamic range were those by W.
Haas, Malcuzinsky, and Horowitz-1972~all s.d.’s52.4 dB, a
range of about 10 dB!.

In the present musical excerpt, the overall dynamic vari-
ability reflects in part the difference in average dynamic level
between melody and accompaniment, that is, the difference
between the 23 positions in the music in which there is a
melody note onset in the soprano voice and the 15 positions
in which there is not. Indeed, the difference between the
average PSLs of melody and accompaniment~DMA ! was
highly correlated with the s.d. (r 50.78, p,0.001). The
largestDMA was shown by Cherkassky~10.6 dB!, followed
by Kentner ~9.3 dB! and Hesse-Bukowska~8.6 dB!. The
smallest difference was exhibited by Horowitz-1972~0.7
dB!, followed by Slenczynska-1975~1.7 dB! and Bingham
~1.8 dB!.

However, there was also significant dynamic variation
within the melody~and, to a lesser extent, within the accom-
paniment!. Therefore, the standard deviation of the PSLs was
also computed for the melody positions separately~ms.d.!.
The widest melodic dynamic range was shown by Kyriakou
(ms.d.56.6 dB, a range of about 26 dB!, followed by Duch-
âble ~6.1 dB! and Ciani ~5.7 dB!. The narrowest melodic
ranges were exhibited by W. Haas (ms.d.52.0 dB, a range of
about 8 dB!, Malcuzinsky~2.1 dB!, and Horowitz-1972~2.1
dB!. There was a high correlation between the overall and
melodic dynamic ranges (r 50.80, p,0.001), and the mul-
tiple correlation of the overall s.d. with both ms.d. andDMA
was 0.97. However, the correlation between the latter two
variables was only 0.31 (p,0.01). The dynamic variability
thus is best characterized by these two semi-independent
measures, which are listed for all performances in Appendix
B.

C. The grand average dynamic profile

A grand average dynamic profile was obtained by aver-
aging the dynamic profiles of all 117 performances. This
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profile is practically identical with the first unrotated princi-
pal component~UPC-I! of the data set, except that the latter
is computed over standardized dynamic profiles and is ex-
pressed likewise in terms of standard scores. The grand av-
erage profile~‘‘expert average’’! is shown in Fig. 1 together
with the measured dynamic profile of a synthetic perfor-
mance on a digital piano, representing the average dynamics
of multiple performances of the Chopin excerpt by 18 stu-
dent and amateur pianists~‘‘student average,’’ see Appendix
A!. The two profiles have been aligned so that the first data
points coincide. They are extremely similar (r 50.94, p
,0.001). One of the few systematic differences is a lower
PSL for the students than for the experts in the final position;
it is explained by the fact that the students played the excerpt
with a final chord, as shown in the crude score above the
figure, whereas the experts followed the original score in
which the sixteenth-note motion continues in the alto voice.
The high similarity of the two average profiles extends an
observation made previously about expressive timing to the
realm of expressive dynamics, namely that the central ten-
dencies of~advanced! student and expert performances re-
flect a common performance norm~Repp, 1995b, 1997a,
1997b!. With regard to timing, expert performances are dis-
tinguished from student and amateur performances by their
larger deviations from the common standard, that is, by their
often greater individuality. Although a detailed comparison
with student performances was not part of the present study,
the question about the diversity of dynamic profiles in expert
performances was of prime interest.

The grand average profile shows very clearly the differ-
ence between melody~peaks! and accompaniment~troughs!.
The only melody tone that, on average, is as soft as the
accompaniment is the initial eighth-note upbeat. The accom-
paniment stays at a fairly constant dynamic level in bars 1–3
but increases somewhat in intensity in bar 4, which is prob-

ably due to the doubling of the accompaniment tones in the
right hand ~mezzo-soprano plus alto voice!. The melody
starts out softly, though with a clear dynamic accent on the
initial downbeat, and stays at a fairly constant level, about 7
dB above the accompaniment, in bars 1, 2, and 4. The me-
lodic peak in bar 3~position 5! is marked by acrescendoand
a dynamic peak which, however, is already reached on the
preceding note~position 4!. A decrescendooccurs in bar 5.

In at least one previous study, a moderate correlation
between melodic pitch and intensity has been observed
~Repp, 1996a!. When this correlation is computed across all
primary notes in the present excerpt, it is highly significant
(r 50.82, p,0.001). However, it must be attributed in part
to the dynamic contrast between melody and accompaniment
rather than to relative pitch height as such. Within the
melody, the correlation is smaller but still substantial (r
50.67,p,0.001). Although this provides statistical support
for a relationship between pitch and dynamics, it does not
prove a direct causal connection~‘‘the higher the louder’’!.
For example, the general fact that both the melodic pitch
contour and the expressive dynamic contour tend to be
arched within a phrase may account for the correlation.
Closer inspection of the dynamic profile shows a number of
local dissociations: For example, in bar 1, intensity~PSL!
increases from the first to the second melody tone~positions
1 and 3! even though pitch decreases by a semitone; in bar 3,
intensity stays the same between the third and fourth melody
tones~positions 4 and 5! even though pitch increases by five
semitones; and in bar 4, positions 2 and 3, intensity increases
slightly even though pitch decreases by five semitones.
Clearly, it would be rash to consider dynamic variation a
consequence of pitch variation; at most, pitch is only one of
several factors influencing expressive dynamics.

One factor that normally would be expected to affect
dynamics is metrical structure. In this very slow music, how-
ever, no metrical accents are evident. Such accents would be
expected to occur in the first and fifth positions of each bar,
but the PSLs in these positions do not differ from those in
neighboring positions within the melody or accompaniment.
This confirms what musical intuition suggests, namely that
the dynamic variation in this piece has only two main func-
tions: to separate the melody from the accompaniment and to
give the melody expressive shape. The distinction between
these two functions underlies the following analyses of the
melody with and without accompaniment.

The grand average dynamic profile is not just a statisti-
cal artifact: There are many individual performances whose
dynamic profiles are very similar to it. In the principal com-
ponents analysis~PCA! on the complete dynamic profiles
~38 data points!, the first unrotated principal component
~UPC-I, which is equivalent to the grand average! accounted
for 61% of the variance in the data. In the PCA on the me-
lodic dynamic profiles~23 data points!, the first unrotated
component~mUPC-I! accounted for 48% of the variance.
Ninety-six of the 117 performances showed correlations
above 0.7 with the UPC-I profile, and 65 showed correlations
above 0.7 with the mUPC-I profile. Figure 2~a! and~b! illus-
trates the individual profiles with the highest respective load-
ings ~correlations!. The performances by Kentner and Licad

FIG. 1. Grand average dynamic profile of all 117 performances~‘‘expert
average’’!, compared with the grand average profile of multiple perfor-
mances by 18 advanced students and amateurs~‘‘student average’’!. A
crude score of the music is shown for guidance.
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may be considered the ones with the most typical complete
and melodic dynamic profiles, respectively. Figure 2~c! and
~d! shows the individual profiles with the lowest respective
correlations. Horowitz-1972 and Malcuzinsky thus have the
least typical dynamic profiles, both of which exhibit very
little differentiation between melody and accompaniment.
The correlation of Malcuzinsky’s melodic profile with
mUPC-I is exceptionally low~20.08!; the next-lowest cor-
relation is 0.33. The UPC-I and mUPC-I loadings are mod-
erately correlated (r 50.66,p,0.001) and may be regarded
as indices of typicality. The UPC-I loadings of all perfor-
mances are listed in Appendix B.

D. Rotated principal components

Although the first principal component~PC! in each
PCA accounted for a large percentage of the variance, addi-
tional PCs made significant contributions. The traditional cri-
teria for accepting PCs as significant are a discontinuity in
the successive percentages of variance accounted for and/or
an eigenvalue greater than one~which means that the PC
accounts for more than 100/n% of the variance, wheren is
the number of variables!. Neither criterion applied in the

present case because no discontinuities were apparent and
because the number of data points (m538 or 23! was
smaller than the number of variables (n5117) and thereby
imposed an upper limit on the number of independent PCs.
Therefore, the eigenvalue criterion was set atn/m in each
analysis; in other words, a PC had to account for more than
100/m% of the variance to be accepted as significant. By this
criterion, five PCs were considered significant in each analy-
sis. Together, they accounted for 77% of the variance of the
complete profiles and for 75% of the variance of the melodic
profiles.

No attempt was made to immediately interpret these ad-
ditional PCs, each of which accounted for only a small
amount of variance. Instead, a Varimax rotation was per-
formed, which distributed the total variance accounted for
among the PCs and maximized their range of correlations
with the individual profiles. Each rotated PC represents a
standardized dynamic profile that is uncorrelated with the
other PCs and can be interpreted as a strategy of dynamic
shaping. The rotated PCs will be referred to as PC-I through
PC-V in the complete profile analysis, and mPC-I through
mPC-V in the melodic profile analysis. The five rotated PCs
of the complete analysis are related to those of the melodic
analysis, but they are not completely congruent. Their num-
bering follows the output of the statistical program used
~SYSTAT! and does not reflect the amount of variance each
PC accounts for.

In the complete analysis, PC-I accounts for 17% of the
variance. The corresponding melodic profile is mPC-IV,
which accounts for 13% of the variance in the melodic pro-
files. They are in reasonable agreement, as can be seen in
Fig. 3~a!, and will be referred to collectively as the ‘‘type I’’
profile. The PC-I pattern is characterized bycrescendiduring
all melodic gestures, particularly from the initial upbeat to
the first downbeat and during the following three-note ges-
ture in bar 1, which leads to an early dynamic peak. The
melodic peak in bar 3 is deemphasized relative to the other
melodic gestures. A second dynamic peak occurs in bar 4,
and there is a small finalcrescendoin bar 5. The accompa-
niment is generally much softer than the melody, except in
the second half of bar 4 where it reaches almost the same
level. The mPC-IV pattern differs from the PC-I pattern in
that it shows a more pronouncedcrescendotowards the me-
lodic peak in bar 3, but a deemphasis of the gesture-final
long notes in bars 1 and 4. No individual profile shows a
very high correlation with these patterns. The most represen-
tative performances, by Timofeyeva and Richter, respec-
tively, are shown in Fig. 3~b! and ~c!. Other pianists with
relatively high loadings are Haase, Malcuzinsky@see Fig.
2~d!#, Koyama, and Va´sáry.

Figure 4~a! shows the type II profile, which is defined by
two highly correlated PC patterns, PC-II and mPC-V, each of
which accounts for 13% of the variance in its respective
PCA. The type II profile shows a consistent differentiation of
melody and accompaniment and a markeddecrescendo
through bars 4 and 5. Melodic gestures show relatively little
dynamic variation, and in particular nocrescendi~unlike the
type I profile!. The performance most representative of both
PC-II and mPC-V profiles is that by Perlemuter, shown in

FIG. 2. The performances with~a! the most typical dynamic profile,~b! the
most typical melodic dynamic profile,~c! the most atypical dynamic profile,
and~d! the most atypical melodic dynamic profile. The relevant PC loadings
are shown.
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Fig. 4~b!. Its melodic gestures are remarkably uninflected.
Others with high loadings include Koczalski, Cherkassky,
and Goldenweiser.

Figure 5 shows the type III pattern, defined by the mod-
erately correlated PC-III and mPC-III profiles, which account
for 13% and 12% of the variance, respectively. It is charac-

terized by a relative lack of differentiation between melody
and accompaniment throughout, and by a pronounced dy-
namic arch that reaches its emphatic peak on the highest
melody note. The performance most representative of PC-III,
Slenczynska-1956@Fig. 5~b!#, exhibits the dynamic arch but
does not show the accent on the melodic peak and maintains
a better distinction between melody and accompaniment than
the PC-III pattern. The performance of Ashkenazy-1974
@Fig. 5~c!#, which has the highest loading by far on mPC-III,
does exhibit a lack of differentiation and does show the peak
accent but exhibits a less pronounced arch. Other perfor-
mances that load fairly highly on PC-III include
Slenczynska-1975, Bingham, and Donohoe.

In the complete profile analysis, PC-IV accounts for the
largest percentage of the variance~20%!. The same is true
for its analog in the melodic analysis, mPC-II~21%!. The
two patterns are in close agreement, as can be seen in Fig.
6~a!, and will be referred to as type IV. This profile is char-
acterized by a very soft beginning in bar 1 but a clear dis-
tinction between melody and accompaniment in the follow-
ing bars. The melodic gestures in bars 3, 4, and 5, however,
show an abrupt drop in energy~an effect referred to assubito
piano in musical parlance! on or before the final long note,
which is played as softly as the accompaniment. This is es-
pecially noteworthy for the melodic peak in bar 3 which is
conspicuously deemphasized, in contrast to the type I and III
profiles. The parallel between the soft-spoken three-note me-
lodic gesture in bar 1 and the sudden attenuation of its recur-

FIG. 3. ~a! The type I profile~PC-I! and the corresponding melodic profile
~mPC-IV!, and the performances with the highest loadings on~b! PC-I and
~c! mPC-IV.

FIG. 4. ~a! The type II profile~PC-II! and the corresponding melodic profile
~mPC-V!, and~b! the performance with the highest loadings on both PC-II
and mPC-V.

FIG. 5. ~a! The type III profile ~PC-III! and the corresponding melodic
profile ~mPC-III!, and the performances with the highest loadings on~b!
PC-III and ~c! mPC-III.
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rence in the second half of the melodic gesture in bar 4
should also be noted. The performance most representative
of this interesting strategy, both in its complete and purely
melodic versions, is the one by Duchaˆble, shown in Fig.
6~b!. Other performances with high loadings are those by
Aide, Hesse-Bukowska, Coop, and Levant.

Finally, the type V strategy is illustrated in Fig. 7. Figure
7~a! shows the two defining PC patterns, PC-V and mPC-I,
which are only moderately similar. They account for 14%
and 15% of the variance in the respective PCAs. PC-V is
characterized by a strong initial upbeat, a deemphasis of bar
2, a high dynamic level in bars 3 and 4 with little differen-
tiation of melody and accompaniment, and a finaldecre-
scendo. The mPC-I pattern deviates in certain details, such as
the emphasis on the third note in the four-note melodic ges-
ture of bar 2. The individual performances most representa-
tive of these patterns, by Anda and Pokorna, respectively, are
shown in Fig. 7~b! and~c!. Anda has the highest PC-V load-
ing by far; others with moderately high loadings are Cortot-
1942 and Lortie. The mPC-I loadings tend to be higher and
include performances by Badura-Skoda and Egorov-1979,
among others.

Performances such as those illustrated in the preceding
five figures, which load primarily on one of the five PCs, are
in the minority. Most performances have modest loadings on
two or more of the PCs, which implies that their dynamic
profiles can be described as a linear combination of several
types. Figures 8 and 9 illustrate four such ‘‘hybrid’’ profiles,
derived from the complete PC profiles. Figure 8 shows sev-
eral linear combinations of PC profiles in which equal
weights are given to the different profiles.~The PC profiles
were added and then converted back intoz-scores, which is
equivalent to averaging them.! Figure 9 shows corresponding
performance profiles that have approximately equal loadings
on several PCs. Thus, Cortot-1933@Fig. 9~a!# has a type I-V
profile @r 50.74 with the profile in Fig. 8~a!#, Liberace@Fig.
9~b!# has a type II-V profile@r 50.76 with the profile in Fig.
8~b!#, M. Haas @Fig. 9~c!# has a type III-IV-V profile @r
50.94 with the profile in Fig. 8~c!#, and Egorov-1978@Fig.
9~d!# represents a mixture of all five types, though he is
leaning towards type IV@r 50.81 with the profile in Fig.
8~d!#. It should be noted that the linear combination of all
five PCs in Fig. 8~d! is almost identical with the grand aver-
age profile~Fig. 1!. This follows from the fact that the PCA
decomposed the variation among individual profiles into five
mutually uncorrelated patterns that account for roughly equal
amounts of variance. In terms of these diverse profile types,
the most common profile shape~the grand average! seems
the most complex, though from another perspective it is the
simplest one~viz., the norm!. The strategies represented by
the rotated PCs are different ways of deviating from the cen-
tral norm or prototype. The more such ways are adopted
simultaneously, the less the net deviation will be.

The pianists’ loadings on the different PCs tend to show
small negative intercorrelations~computed across all 117
performances!, due to the fact that a high loading on one PC
implies lower loadings on the others. Some pairs of PCs
~I–II, I–III, II–V ! exhibit higher negative correlations of
their loadings~around20.3! than other pairs, suggesting that
they do not mix as readily as others. However, two-
dimensional plots of the PC loadings revealed no clusters or
gaps in the distributions, just as in the analysis of the timing
data ~Repp, 1998a!. This suggests that individual perfor-
mances are fairly uniformly distributed in the multidimen-

FIG. 6. ~a! The type IV profile ~PC-IV! and the corresponding melodic
profile ~mPC-II!, and~b! the performance with the highest loadings on both
PC-IV and mPC-II.

FIG. 7. ~a! The type V profile~PC-V! and the corresponding melodic profile
~mPC-I!, and the performances with the highest loadings on~b! PC-V and
~c! mPC-I.
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sional space defined by the PC coordinates. The PC loadings
of all performances may be found in Appendix B.

E. Similarity among performances

The intercorrelations among all performance profiles
were computed, both for complete and melodic profiles.
Each matrix contained 117* 116/256786 correlations. As
expected, two correlations stood out in each matrix—the
ones between the two pairs of recordings revealed to be du-
plicates in the timing analysis~Repp, 1998a!. The two ver-
sions of Zarankin, which derived from different CDs~one
was misattributed to a pianist named van der Voss!, were
perfectly correlated. The two versions of Aide~copied twice
from the same recording by mistake! correlated 0.990~0.981
for the melody only!. These correlations were much higher
than the next-highest correlations, which proves beyond any
doubt that these pairs of performances were in fact identical.
The imperfect correlations for Aide must have been due to
some kind of small measurement error.

The highest correlation between the complete dynamic
profiles of two different performances was 0.929~Kahn and
Kentner!. This is about as similar as dynamic profiles of

different artists get. Figure 10~a! shows them superimposed.
@Kentner’s profile is also shown in Fig. 2~a!.# Both are ex-
amples of typical profiles that correlate highly with the grand
average profile and load on several rotated PCs. The highest
correlation between the melodic profiles of different perfor-
mances was 0.924~Slenczynska-1975 and Renard!, as shown
in Fig. 10~b!. They are both type III profiles@cf. Fig. 5~a!#.
There were only four negative correlations among the com-
plete profiles, the lowest of which was20.109
~Slenczynska-1975 and Malcuzinsky!. The contrast between
Slenczynska’s highly arched profile and Malcuzinsky’s flat
profile may be gauged by comparing Figs. 10~b! and 2~d!.
Negative correlations were more frequent among the melodic
profiles and reached a minimum of20.508 ~Haase and
Crown!. Figure 10~c! shows that Haase makes strongcre-
scendiduring melodic gestures and especially in bar 5~a
type I profile!, whereas Crown tends to deemphasize melodic
peaks and makes adecrescendoat the end~a type II profile!.

Seven pianists were represented by two different perfor-
mances each, recorded many years apart except in the case of
Egorov, whose two recordings are separated by only one
year. However, none of these artists showed exceptionally
high correlations between his or her two dynamic profiles.
The highest correlations were shown by Cziffra~0.867 com-

FIG. 8. Four equally weighted combinations of complete PC profiles:~a!
PC-I1PC-V, ~b! PC-II1PC-V, ~c! PC-III1PC-IV1PC-V, and~d! all five
PCs.

FIG. 9. Performances that best exemplify the combinations shown in Fig. 8.
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plete, 0.758 melodic!, Slenczynska~0.728 complete, 0.834
melodic!, and Cortot~0.777 complete, 0.680 melodic!. Ar-
rau, Ashkenazy, and Egorov showed only moderate correla-
tions, the last a very low melodic correlation. The lowest
consistency was exhibited by Horowitz~0.270 complete,
0.224 melodic!. Thus there was little evidence for the main-
tenance of an individual dynamic profile across many years,
or even across one year in the case of Egorov. In general,
little is known about pianists’ consistency in this respect,
though an individual dynamic profile can certainly be repli-
cated in repeated takes on the same day~Repp, 1996a!.

F. Sociocultural variables

As described in Repp~1998a!, information about five
sociocultural variables was available: artists’ gender, nation-
ality ~i.e., country of birth, without regard to educational
history!, birth date, recording date, and age at the time of
recording~which was negatively correlated with birth date
but unrelated to recording date!. Except for gender, the data
were somewhat incomplete but sufficient for a preliminary
investigation. The dependent variables were the two indices
of dynamic range~ms.d., the standard deviation of the me-
lodic PSLs, andDMA, the difference between the average
PSLs of melody and accompaniment!, the two typicality in-
dices ~UPC-I and mUPC-I loadings!, and the rotated PC
loadings in the PCAs on the complete and melodic profiles.

Recording dates were unrelated to measures of dynamic
range~which suggests, surprisingly, that old recordings were
not of more limited dynamic range than new CDs! but mar-

ginally related to typicality: The correlation with mUPC-I
loadings reached significance (r 50.25, p,0.05); that with
UPC-I loadings did not. Thus, there was a slight tendency for
more recent recordings to exhibit a more typical melodic
dynamic profile, which is consistent with the frequent claim
of music critics that performances are less individual now
than many years ago. Recording date showed some more
substantial correlations with dynamic strategies. In particu-
lar, it was negatively correlated with the type II pattern (r
520.40, p,0.001, with PC-II loadings;r 520.33, p
,0.001, with mPC-V loadings!. This pattern, which is char-
acterized by a relatively uninflected melody and a marked
drop in dynamic level towards the end of the phrase~see Fig.
4!, is thus more frequently encountered in older recordings.
Weaker, positive correlations of recording date with the type
I pattern (r 50.23, p,0.05, with PC-I loadings;r 50.32, p
,0.01, with mPC-IV loadings! and with the type V pattern
~r 50.25, p,0.05, with PC-V loadings;r 50.31, p,0.01,
with mPC-I loadings! indicated that these strategies are en-
countered more often in recent recordings.

Artists’ birth dates, like recording dates, showed a slight
positive correlation with mUPC-I (r 50.22, p,0.05), a
negative correlation with type II (r 520.33,p,0.001, with
PC-II loadings;r 520.31, p,0.01, with mPC-V loadings!,
and a marginal positive correlation with type I (r 50.22, p
,0.05, with PC-I loadings!, but a stronger positive correla-
tion with type V (r 50.31, p,0.01, with PC-V loadings;r
50.45, p,0.001, with mPC-I loadings!. Thus, a melodic
profile that gives special emphasis to bar 4 but deemphasizes
bar 2 ~type V! is favored more by younger generations of
pianists.

Age at the time of recording was related weakly to two
melodic dynamic strategies: positively to type II (r 50.24,
p,0.05, with mPC-V loadings! and negatively to type V
~r 520.26, p,0.01, with mPC-I loadings!. These correla-
tions have the opposite sign of those for birth date, which
reflects the negative correlation between birth date and age at
the time of recording. Thus, the type II pattern is more asso-
ciated with older artists, the type V pattern more with
younger artists.

Effects of nationality were difficult to assess because of
the many countries represented. As in the earlier timing
analysis, the analysis was restricted to three well-represented
nationalities with strong traditions of Chopin performance:
French, Polish, and Russian. However, one-way analyses of
variance~ANOVAs! revealed no significant effects of this
independent variable on any of the dependent variables.

Gender was similarly analyzed in one-way ANOVAs,
but making use of the complete sample. One significant dif-
ference emerged: Female pianists exhibited a significantly
greater dynamic range in the melody@F(1,113)57.1, p
,0.01#. The average ms.d. was 3.9 dB for women as com-
pared to 3.4 dB for men. This greater dynamic inflection may
indicate a more liberal display of emotion by female than by
male artists. A second effect fell just short of significance:
Women exhibited somewhat higher average mUPC-I load-
ings ~0.729! than men~0.658! @F(1,113)53.66, p,0.06#,
which means that the female pianists in the sample tended to

FIG. 10. The two most similar performances in terms of~a! complete dy-
namic profiles and~b! melodic dynamic profiles; also,~c! the two most
dissimilar performances in terms of complete profiles.
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produce somewhat more typical or conventional melodic dy-
namic patterns than did the male pianists.

G. Relationships with expressive timing

Todd ~1992! has described a tendency for dynamics to
covary with timing, which may be summarized as ‘‘the
faster, the louder’’~or vice versa!. If timing is measured in
terms of IOI duration, this implies a negative correlation.
While there are numerous exceptions to this rule, it may be
considered as a default or ‘‘unmarked’’ case whose violation
is ‘‘marked’’ and thereby conveys special expressive effects.
It is not clear, however, whether this reasoning can be ap-
plied at the local level considered here.

To begin with, the grand average timing profile~Repp,
1998a, Fig. 4! was compared with the grand average dy-
namic profile~Fig. 1!. Their overall correlation was positive
(r 50.44,p,0.01), contrary to Todd’s rule.2 The reason for
this is that the accompaniment during sustained melody
notes is generally played both faster and softer than the
melody. A more meaningful correlation, therefore, is that for
the melody notes only. It was negative but failed to reach
significance (r 520.33). Moreover, it dropped to20.05
when the very long IOI and the corresponding PSL of the
first downbeat were omitted. Thus, there was not really any
relation between typical timing and typical dynamics within
the melody. The same was true within the accompaniment
(r 50.08). There was no evidence for any nonlinear relation-
ship either.

Next, the correlations between the grand average timing
profile and the melodic dynamic PC patterns were examined.
There was a sizeable positive correlation with mPC-IV (r
50.64, p,0.001), the dynamic type I pattern. It will be
recalled that the type I profile is characterized bycrescendi
within melodic gestures, and thesecrescendicorrespond to
the ritardandi that typically occur as well. Intuitively, how-
ever, type I does not seem ‘‘marked,’’ even though it vio-
lates Todd’s rule. Thesubito pianostrategy of type IV seems
much more deserving of that epithet.

Next, the correlations between the grand average me-
lodic dynamic profile and the four timing PC profiles were
computed. The only significant correlation was with timing
PC-III (r 520.48, p,0.05), which is characterized by an
exceptionally long first~initial downbeat! IOI. With that IOI
omitted, the correlation withered.

Finally, the 435520 correlations between the PC pro-
files for melodic timing and the PC profiles for melodic dy-
namics were examined. The only sizeable correlation was
between the PC-I for timing and the dynamic mPC-IV (r
50.67, p,0.001). This relationship is essentially the same
as the one between the grand average timing profile and
mPC-IV, for the PC-I for timing is similar to the grand av-
erage timing profile.

Even though there were no relationships between major
timing strategies and dynamic strategies, some interdepen-
dence of the two expressive parameters at the individual
level seemed possible. Therefore, the correlations between
melodic timing and dynamics were computed for all 115
individual performances. Only 18 correlations reached sig-
nificance (ur u.0.43, p,0.05), and all but one were nega-

tive. The highest negative correlations were shown by Fou
Ts’ong (r 520.74, p,0.001) and Karolyi (r 520.67, p
,0.001), whereas the only significant positive correlation
was exhibited by Malcuzinsky (r 50.57,p,0.01). It may be
recalled that Malcuzinsky has the most atypical melodic dy-
namic profile@Fig. 2~d!#. While it is possible that timing and
dynamics were functionally linked for these 18 artists, it
seems just as likely that they pursued independent strategies
that just happened to show some correspondence. Moreover,
the initial downbeat probably accounted for the negativity of
most correlations~see above!.

To examine whether there was any relationship between
the relative typicality of individual timing profiles and dy-
namic profiles, the correlation between the respective UPC-I
loadings was computed across all performances. It was zero.
Next, possible associations of the PC patterns for timing and
dynamics were investigated by computing the 435520
cross correlations between the respective PC loadings. While
some of these correlations reached significance due to the
large degrees of freedom, they were too small (r ,0.3) to
have any explanatory value.

A final possibility examined was that the degrees of tim-
ing modulation and of dynamic modulation might be associ-
ated with each other, regardless of the pattern exhibited.
However, the relevant correlations were nonsignificant.

In summary, then, these analyses suggest that expressive
timing and expressive dynamics are independently controlled
at the within-phrase level of detail considered here. The pos-
sibility remains that there are even more local dependencies
than were considered in these analyses, such as within me-
lodic gestures. However, this would be difficult to prove,
given the small number of data points.

III. GENERAL DISCUSSION

This is the first study of individual differences in expres-
sive dynamics in a large sample of expert performances. In-
dividual patterns of expressive dynamics proved to be at
least as diverse as individual patterns of expressive timing.
For timing, four ‘‘strategies’’ had been identified, one of
which concerned only the initial downbeat IOI~Repp,
1998a!. For dynamics, there were five strategies that affected
the dynamic shaping throughout the phrase. Moreover, for
timing there was a dominant strategy~PC-I! which re-
sembled the grand average timing profile, whereas for dy-
namics none of the five strategies was particularly prevalent
or similar to the grand average profile. In a sense, therefore,
expressive dynamics offers more opportunities for the exhi-
bition of individuality than does expressive timing, at least in
the musical excerpt studied. However, because timing tends
more towards a central norm and because there are fewer
categorically distinct options of deviating from this norm,
individuality in timing may be more conspicuous when it
occurs.

The central norm is identified with the grand average
profile. This seems to be as valid for dynamics as it is for
timing. For both expressive dimensions, the majority of per-
formances shows a moderate to high degree of similarity
with the grand average profile. This profile is a statistical
summary of all the individual variation, and as such it re-
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veals thepotentialitiesof timing or dynamics. An appropri-
ate metaphor may be to regard a musical passage as a flex-
ible ribbon varying continuously in thickness or stiffness,
due to its internal structure. Points of high flexibility are
those where the music is less cohesive and invites the per-
former to ‘‘stretch’’ or ‘‘bend’’ it. A typical ~mainstream,
conventional, textbook! performance tries to realize all these
potentialities simultaneously, as would a sophisticated com-
puter algorithm~yet to be devised! that generates expressive
variation deterministically from a complete structural repre-
sentation. An individual~original, creative, unconventional!
performance deviates from the normative pattern, following
one or more of several possible expressive strategies. Such
strategies necessarily highlight some aspects of the musical
structure while deemphasizing others, but it is far from clear
that this is the artist’s purpose in expressive performance.
Some strategies create contrast between notationally similar
structures by giving them different temporal or dynamic
shapes.

Dynamic strategies seem less constrained by the musical
structure than timing strategies. Timing within a rhythmic
group usually has to exhibit continuity and smoothness, or
else the listener will perceive momentary hesitations and ac-
celerations that are aesthetically undesirable. This restricts
timing to basic acceleration–deceleration shapes~Todd,
1992!. Expressive dynamics does not seem to be restricted in
this way. Besides smoothcrescendianddecrescendi, a vari-
ety of other accent patterns is possible, both in conformity
with and against the underlying metrical grid. Whereas tim-
ing imparts a particular movement to a musical gesture,
gives it coherence, and separates it from other gestures, dy-
namics give it a particular ‘‘flavor’’ or character. Short of
wild exaggeration of accents or contrasts, dynamic patterns
do not seem to sound deviant or irregular as easily as do
timing patterns. These observations are rather speculative,
however, and need further investigation.

Many performers blend different strategies into novel
combinations. While this may seem especially creative, it is
an interesting paradox that, the more strategies are com-
bined, the more the resulting pattern resembles the grand
average profile. The central norm is the combination of all
possible strategies of deviating from it; it is synthetic. A truly
original performance follows a single deviant strategy; in
this sense it is analytic.3 There is another paradox here, how-
ever, in that the PCs—the result of a Varimax rotation—
were determined automatically in order to maximize the
number of performances with high loadings. As a result, for
every truly original performance~i.e., one loading highly on
a single PC! there are several other performances that are
original in more or less the same way. Where, then, does true
originality lie? The PCs could have been rotated to a differ-
ent configuration, one that does not satisfy the Varimax cri-
terion but accounts for just as much variance in the data.
Would the PCs of any such rotation be associated with
uniquely individual performances? This seems unlikely in
view of the relatively uniform distribution of the PC loadings
in the two-dimensional spaces spanned by pairs of PCs. It
seems likely that any rotated PC would be associated with
small groups of performances. Thus, originality can only be

equated with nontypicality, i.e., distance from the central
prototype, not with uniqueness or with a distinct region in
the space of possibilities. Of course, the large number of
degrees of freedom available in expression makes any indi-
vidual performance effectively unique, but there are always
other performances that are similar to it in one way or an-
other. In other words, the territory of expressive possibilities
has been well explored by artists, and while there are many
uninhabited regions, they probably will remain so because
they are inhospitable to both performers and listeners.

As was already pointed out in the earlier article on tim-
ing ~Repp, 1998a!, the psychological status of the expressive
strategies remains unclear. At this point, they are merely de-
scriptive coordinates that make it possible to talk about the
differences among 115 performances without having to de-
scribe each of these performances. It does not seem to be the
case that different expressive strategies reflect different
structural interpretations of the music, at least not in a cat-
egorical sense; nor do ‘‘pure’’ strategies seem to be more
pure in any cognitive sense than ‘‘mixed’’ strategies. While
structural interpretation draws on a limited set of categori-
cally distinct possibilities, expressive shaping draws on a cir-
cumscribed but continuous and therefore effectively unlim-
ited range of possibilities. The musical excerpt studied here
does not really contain any structural ambiguities, at least not
any that performers feel compelled to resolve, and therefore
the performance analyses do not provide any evidence of
categorically different structural interpretations. Rather, as
already argued in Repp~1998a!, they reveal continuous in-
dividual variability within constraints set by a single struc-
tural frame.

The apparent independence of timing and dynamics in
the Chopin excerpt studied here may seem surprising. An
interdependence between these two expressive dimensions
may well be found in other kinds of music that have a more
pronounced rhythmic structure~e.g., various dance forms!.
The present negative result may be due to the slow, almost
arhythmic nature of the music, which offers maximal free-
dom in expressive shaping and was selected for that reason.
Certainly, the independence of timing and dynamics in-
creases the performer’s degrees of freedom tremendously.
Then there are additional factors that were not even consid-
ered here because they are too difficult to analyze objectively
in acoustic recordings~such as ‘‘touch,’’ articulation, and
pedaling!. And it should not be forgotten that timing and
dynamics each have three independent aspects: basic tempo
and dynamic level, timing modulation and dynamic modula-
tion, and timing pattern and dynamic pattern. Basic tempo
and dynamic level primarily set the emotional tone of a per-
formance: calm versus excited and gentle versus forceful,
respectively. Degree of modulation defines a nonspecific di-
mension ranging from understatement to exaggeration. Pat-
terns give shape and character. Expressive timing patterns
are forms of movement; they govern the variable rate at
which the musical sound structure unfolds. Dynamic patterns
are part of the sound structure itself. They are a part of what
is unfolding, whereas timing governshow this unfolding is
taking place.

It is sometimes thought that music does not have any
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expressive dynamics, because the intensities at which indi-
vidual notes are to be played are not specified in the score—
they are ‘‘added’’ by the performer. However, this is a seri-
ous misconception. Music in which all notes are of equal
intensity does not sound right, especially when distinctions
among voices are to be made. It is not the music represented
in the score but a distortion of it. Therefore, music must
always havesomeexpressive dynamics, just as it must have
someexpressive timing~unless the music is specifically in-
tended to be performed without expression!. Elsewhere, the
author has argued that a typical timing pattern is the most
appropriate default timing pattern for a piece of music
~Repp, 1995b, 1997a!. This argument may now be extended
to the typical dynamic pattern.4 A performance possessing
both of these patterns~plus appropriate articulation, pedal-
ing, etc.! will be a perfectly acceptable realization of the
score, and may in fact be considered as being the best ap-
proximation to what the score represents. Individual perfor-
mances may deviate from these normative expressive pat-
terns, but they do not ‘‘deviate from the score.’’

The present research also extends to dynamics a finding
obtained repeatedly for timing~Repp, 1995b, 1997a, 1997b!:
The grand average profile of a group of advanced student
pianists and amateurs is extremely similar to that of a large
sample of expert recording artists. This suggests that the
same norm of expressive shaping underlies performances at
different levels of expertise. However, expert pianists’ per-
formances are much more diverse in timing than student per-
formances, which tend to stay close to the norm. Without
any doubt, this is also true for dynamics, even though no
detailed analysis of individual differences in students’ dy-
namic profiles has yet been conducted for the Chopin ex-
cerpt. Repp~1996a! commented on the narrow range of
variation of student pianists’ dynamic profiles in Schumann’s
‘‘Träumerei.’’ This relative conservatism of student pianists
is not at all surprising and may have a number of reasons,
among them relative inexperience, lesser creativity compared
to famous artists, and the increasing homogenization of clas-
sical music performance due to the influence of recordings
and the competition circuit.

In this article and its predecessor~Repp, 1998a!, evalu-
ative comments have been studiously avoided; the analyses
have been purely descriptive and objective. Yet, the reader
may have been wondering about the relation of all this ex-
pressive diversity to the perceived quality of the perfor-
mances. This topic will be addressed in the third and final
installment in this series of papers~Repp, in preparation!.
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APPENDIX A: PRELIMINARY ACOUSTIC
MEASUREMENTS

To investigate how the overall intensities of piano so-
norities depend on the relative intensities of their component
tones, acoustic measurements were performed on two perfor-
mances whose individual tone intensities were known.

1. Method

In the course of several previous studies, 18 advanced
student and amateur pianists had played the Chopin Etude
excerpt repeatedly~three or ten times! on a Roland RD-250s
digital piano and had been recorded in MIDI format. These
MIDI data were imported into a spreadsheet program, and
the key-press velocities of individual notes were averaged
across each pianist’s repeated performances and then across
all pianists. These grand average velocities, assumed to rep-
resent a typical dynamic pattern for the music, were com-
bined with MIDI instructions specifying constant sixteenth-
note inter-onset intervals of 500 ms as well as synchronous
note onsets and offsets~following the score literally!, with-
out pedal.5 This performance was played under computer
control on the digital piano. It will be referred to as the SA
~student average! performance.

A second performance was played on the digital piano
by a skilled young pianist~H.S.! and recorded in MIDI for-
mat. It differed from the computer-generated performance in
that it was expressively timed and included both pedaling
and small asynchronies among nominally simultaneous note
onsets. In particular, the melody notes tended to precede the
notes in the other voices, especially those played by the same
~right! hand, as is commonly found in expressive perfor-
mance~Palmer, 1996b; Repp, 1996b!. This will be referred
to as the HS performance.

Two reduced versions were created from the MIDI in-
structions for each of these two performances. In one, the
MIDI velocities of all secondary notes were set to zero, so
that only the primary notes remained. In the other, the pri-
mary notes were moreover shortened to 100-ms duration
and, in the HS performance, the pedal instructions were de-
leted. This eliminated all acoustic overlaps among successive
primary tones caused by sustained melody tones, decay of
immediately preceding damped tones~see Repp, 1995a!, and
pedaling.

All six versions were played back under computer con-
trol on the digital piano, were recorded electronically onto
digital audio tape, and then were resampled by a Macintosh
Quadra 660AV computer at a rate of 22.055 kHz. Using
SIGNALYZE software, the root-mean-square amplitude enve-
lopes of the digitized waveforms were computed with a slid-
ing rectangular integration window of 30 ms, and subse-
quently an automatic peak-picking routine was employed to
determine the peak amplitude following each note onset.
These peak amplitudes were then converted into peak sound
levels ~PSLs! in decibels~dB!.

2. Results and discussion

Figure A1 compares the dynamic profiles for the full
performances with the versions containing primary notes
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only. ~The difference in average absolute sound level be-
tween the SA and HS performances is meaningless.! The
PSLs of the initial upbeat are identical in the three versions
of each performance because it was not accompanied by any
other tone. As expected, the PSL values for the full perfor-
mance are generally higher than those for the primary tones
only, due to the contribution of the secondary~lower-
pitched! tones and the sustained melody tones. The PSL val-
ues for the primary tones in turn are somewhat higher than
those of the short primary tones, reflecting the contribution
of the overlaps of successive tones. In the case of the SA
performances@Fig. A1~a!#, the dynamic profiles of the three
versions are highly similar: The full and primary profiles
correlate 0.96, and the primary and primary-short profiles
correlate 0.98. Even if only the 23 melody-note positions are
considered, the correlations are still of the same magnitude.
For the HS performances@Fig. A1~b!#, the correlation be-
tween the full and primary profiles is not quite as high (r
50.89), whereas that between the primary and primary-short
profiles is 0.97. If only the melody notes are considered, the
corresponding correlations are 0.95 and 0.97, respectively. It
can be seen in Fig. A1~b! that the major discrepancies be-
tween primary and full PSLs occur during the accompani-
ment passages, where the primary notes are relatively soft.

This correlational evidence suggests that the overall dy-

namic profile is quite representative of the dynamic profile of
the primary notes, especially of the melody notes. The analy-
sis went one step further by investigating whether the overall
PSLs could be predicted from the known MIDI~key-press!
velocities of the individual notes. Figure A2 shows the mea-
sured PSLs as a function of the MIDI velocities of the pri-
mary notes. Quadratic functions have been fitted to the data
points. For the primary and primary-short versions, these
functions are very similar to the function obtained in a pre-
vious study, where PSL measurements were averaged across
many different pitches on the same digital piano~Repp,
1993; see Repp, 1997c, Fig. 1!. Deviations of individual data
points from the function may reflect imperfect calibration of
different pitches on the electronic instrument and/or mea-
surement error of some kind. The function for the full SA
performance is also similar, even though many additional
notes contributed to the overall PSLs. Only the function for
the full HS performance is different and reflects larger con-
tributions of the additional notes when the MIDI velocity of
the primary note is low than when it is high.

Linear regression analyses were subsequently con-
ducted, with the full performance PSLs as the dependent
variable and the MIDI velocities of the individual notes as
the independent variables. The velocities of the primary
notes constituted the first independent variable, and the ve-
locities of additional mezzo, alto, tenor, and bass notes
yielded four additional independent variables that were pad-
ded with zeroes in positions where there were no note onsets.

A standard regression analysis on the SA full perfor-
mance data accounted for 93% of the variance (R50.97).
Naturally, the largest contribution was made by the primary-
note velocities, which alone accounted for 89% of the vari-
ance, but small additional contributions were made by the
secondary notes in each voice. In a subsequent stepwise re-

FIG. A1. Measured peak sound levels of three versions of~a! the computer-
generated SA performance and~b! the human HS performance. The three
versions are: full~all notes!, primary notes only, and short~truncated! pri-
mary notes.

FIG. A2. Measured peak sound levels as a function of the MIDI velocity of
the primary notes for the three versions of~a! the SA performance and~b!
the HS performance.
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gression analysis, however, only the contribution of second-
ary alto notes reached significance.

A standard regression analysis on the HS full perfor-
mance data accounted for 85% of the variance (R50.92).
The primary-note velocities alone accounted for 78% of the
variance. In a stepwise regression analysis, the contributions
of secondary mezzo, tenor, and bass notes reached signifi-
cance, but, in contrast to the SA performance results, second-
ary alto notes made no contribution at all. This may have
been due to a tendency of secondary alto notes onsets to lag
behind primary melody note onsets. The variance not ac-
counted for must be attributed to varying asynchronies and
tone overlaps. No attempt was made to enter these additional
variables into a regression analysis, though they would have
to be included in a complete predictive model.

Figure A3 illustrates graphically the contribution of sec-
ondary notes. The difference between the full and primary
PSLs ~i.e., the increase in PSL due to secondary notes! is

shown as a function of the MIDI velocity difference between
the primary note and the most prominent secondary note in
the same position, regardless of voice. The solid regression
line represents positions in the music where there was only a
single secondary note. Clearly, this extra tone contributed to
the overall PSL in proportion to its intensity relative to the
primary tone.6 The dashed regression line represents posi-
tions in which there were two secondary notes accompany-
ing a primary note. The additional contribution of the second
~softer! secondary note is reflected in the difference between
the solid and dashed regression lines; such a difference is
evident only for the SA performances@Fig. A3~a!#. The dot-
ted regression line represents the five positions in the music
where there were three secondary notes; here there is no
longer any relationship between the relative velocity of the
strongest of them and the PSL increase, but some contribu-
tion of the third secondary note is suggested, at least for the
SA performances.

Regression analyses were conducted with the indepen-
dent variables recoded as the velocities of primary, second,
third, and fourth notes, ordered according to velocity magni-
tude and regardless of voice. The standard regression equa-
tions accounted for the same amounts of variance as previ-
ously. In stepwise regression analyses, primary, second, and
third notes made significant contributions in the SA perfor-
mances; primary, second, and fourth notes in the HS perfor-
mances.

The y-axis intercepts of the regression lines in Fig. A3
indicate that addition of an equally intense tone of lower
pitch to a primary tone results in an increase of about 4 dB in
overall PSL. If peak amplitudes were strictly additivite, the
expected increase would be 6 dB. Palmer and Brown~1991!
have presented data showing that the peak amplitudes of two
simultaneous piano tones of different pitch are nearly addi-
tive: The combined amplitude increased by 81% to 96%,
which translates into 5.2 to 5.8 dB. The smaller increases
observed here may be due to smoothing by the 30-ms tem-
poral window used in determining the PSLs. The similar
y-axis intercepts of the regression lines for the AS and HS
performances suggest that onset asynchronies in the HS per-
formances were not responsible.

APPENDIX B: PERFORMANCE STATISTICS

ms.d.5standard deviation of melodic PSLs~dB!.
DMA5difference between average PSLs of melody and ac-
companiment~dB!.
UPC-I5loadings on first unrotated PC for the complete pro-
file ~index of typicality!
PC-I through PC-V5loadings on rotated PCs for the com-
plete profile

Pianist ms.d. DMA UPC-I PC-I PC-II PC-III PC-IV PC-V

Aide 3.1 4.6 0.810 0.201 0.264 0.137 0.806 0.298
Aide 2 2.9 4.9 0.797 0.161 0.325 0.083 0.800 0.314
Anda 4.3 6.6 0.740 0.210 0.290 0.177 0.204 0.811
Anievas 3.6 5.7 0.743 0.118 0.249 0.289 0.650 0.301
Arrau 1930 3.9 6.2 0.837 0.142 0.457 0.506 0.529 0.251

FIG. A3. The increase in peak sound level due to secondary notes as a
function of the velocity difference between the primary note and the loudest
secondary note, and of the number of secondary notes, for~a! the SA per-
formances and~b! the HS performances.
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Pianist ms.d. DMA UPC-I PC-I PC-II PC-III PC-IV PC-V

Arrau 1956 4.5 4.6 0.798 0.458 0.153 0.379 0.669 0.038
Ashkenazy 1959 3.4 5.5 0.787 0.227 0.368 0.254 0.521 0.366
Ashkenazy 1974 3.4 3.2 0.721 0.168 0.262 0.692 0.237 0.324
Backhaus 3.1 6.0 0.857 0.552 0.353 0.315 0.442 0.230
Badura-Skoda 3.3 5.4 0.738 0.565 0.024 0.081 0.319 0.608
Berezovsky 3.7 4.1 0.811 0.570 0.047 0.461 0.268 0.466
Bingham 3.9 1.8 0.672 0.503 0.071 0.734 0.172 0.061
Binns 3.0 3.4 0.695 0.524 0.260 0.375 0.179 0.238
Biret 2.9 2.6 0.762 0.253 20.111 0.460 0.485 0.575
Brailowsky 3.8 5.8 0.737 0.251 0.648 0.350 0.337 0.107
Browning 2.4 2.7 0.792 0.522 0.407 0.555 0.130 0.228
Cherkassky 5.4 10.6 0.850 0.299 0.679 0.340 0.216 0.447
Ciani 5.7 7.1 0.809 0.240 0.371 0.578 0.413 0.235
Ciccolini 3.4 6.0 0.802 0.654 0.158 0.140 0.376 0.414
Cliburn 3.8 3.6 0.769 0.544 0.081 0.417 0.492 0.129
Coop 4.5 7.2 0.835 0.233 0.142 0.261 0.752 0.388
Cortot 1933 3.0 6.2 0.874 0.506 0.383 0.252 0.291 0.538
Cortot 1942 3.8 4.9 0.799 0.291 0.367 0.367 0.141 0.693
Costa 4.1 7.7 0.806 0.310 0.582 0.312 0.203 0.464
Crown 2.3 3.5 0.513 0.148 0.760 20.089 0.199 0.170
Cziffra 1954 2.9 6.3 0.903 0.480 0.189 0.339 0.504 0.466
Cziffra 1981 3.7 6.5 0.841 0.497 0.052 0.182 0.674 0.364
Darré 5.3 6.6 0.663 20.004 0.600 0.195 0.298 0.449
Donohoe 4.1 2.8 0.676 0.055 0.493 0.725 0.240 0.095
Drzewiecki 4.5 5.2 0.828 0.232 0.102 0.586 0.483 0.442
Duchâble 6.1 5.8 0.687 0.122 0.169 0.277 0.858 20.008
Egorov 1978 2.8 4.0 0.818 0.357 0.300 0.328 0.493 0.326
Egorov 1979 2.4 5.8 0.802 0.604 0.267 0.079 0.320 0.493
Ellegaard 4.3 6.0 0.733 0.016 0.519 0.240 0.638 0.201
Entremont 3.0 2.5 0.602 0.555 0.263 0.346 0.072 0.146
Farrell 3.0 5.1 0.720 0.620 0.201 20.001 0.417 0.298
Fou Ts’ong 5.0 6.5 0.836 0.201 0.082 0.481 0.599 0.465
François 3.6 4.6 0.799 0.295 0.528 0.431 0.414 0.144
Goldenweiser 3.5 8.2 0.770 0.151 0.679 0.180 0.308 0.458
Goldsand 3.2 6.4 0.844 0.610 0.398 0.232 0.507 0.092
Goodman 2.5 6.0 0.791 0.252 0.396 0.160 0.526 0.403
Haas, M. 5.0 5.5 0.819 0.053 0.146 0.556 0.529 0.546
Haas, W. 2.0 2.8 0.711 0.439 0.333 0.228 0.097 0.540
Haase 3.5 5.4 0.705 0.712 0.151 0.167 0.326 0.169
Harasiewicz 3.6 6.4 0.861 0.313 0.336 0.246 0.408 0.622
Hesse-Bukowska 4.5 8.6 0.883 0.422 0.266 0.227 0.775 0.182
Hobson 2.5 4.2 0.782 0.589 0.309 0.146 0.167 0.551
Horowitz 1951 3.6 3.2 0.554 0.334 0.464 0.158 0.076 0.259
Horowitz 1972 2.1 0.7 0.370 0.174 20.028 0.537 20.065 0.283
Iturbi 2.9 5.9 0.784 0.269 0.684 0.178 0.558 0.049
Janis 2.5 4.8 0.755 0.217 0.536 0.193 0.492 0.242
Johannesen 3.3 6.6 0.873 0.428 0.245 0.319 0.569 0.342
Joyce 3.9 5.5 0.725 0.368 0.374 0.177 0.447 0.226
Kahn 3.8 8.2 0.884 0.170 0.464 0.291 0.667 0.352
Karolyi 3.9 4.2 0.779 20.005 0.475 0.488 0.374 0.470
Katz 3.7 5.3 0.826 0.219 0.548 0.403 0.522 0.164
Kentner 3.6 9.3 0.936 0.324 0.342 0.280 0.624 0.481
Kersenbaum 2.9 5.5 0.862 0.454 0.479 0.209 0.359 0.433
Kilényi 2.9 3.4 0.778 0.409 0.307 0.623 0.241 0.211
Koczalski 3.8 2.9 0.401 0.012 0.776 0.243 0.099 20.137
Koyama 4.4 4.9 0.801 0.591 0.035 0.439 0.388 0.302
Kyriakou 6.6 7.1 0.887 0.259 0.186 0.551 0.598 0.361
Larrocha 4.0 6.1 0.805 0.459 0.499 0.192 0.399 0.242
Levant 4.7 8.2 0.838 0.364 0.303 0.165 0.682 0.278
Liberace 2.5 4.8 0.658 0.321 0.529 20.034 0.153 0.539
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Pianist ms.d. DMA UPC-I PC-I PC-II PC-III PC-IV PC-V

Licad 4.2 6.0 0.912 0.471 0.319 0.527 0.418 0.313
Lopes 3.1 5.2 0.859 0.408 0.298 0.292 0.472 0.426
Lortat 3.2 3.1 0.664 0.643 0.249 0.311 0.245 0.025
Lortie 2.8 3.5 0.758 0.350 0.022 0.407 0.277 0.645
Magaloff 2.8 5.6 0.904 0.345 0.313 0.391 0.642 0.284
Magin 3.8 6.5 0.834 0.511 0.056 0.258 0.392 0.608
Malcuzinsky 2.1 2.3 0.433 0.672 0.294 20.090 20.037 0.134
Mamikonian 2.5 4.7 0.873 0.491 0.221 0.269 0.530 0.389
Manz 5.4 4.0 0.743 0.404 0.100 0.449 0.167 0.574
Murdoch 3.0 4.6 0.849 0.389 0.581 0.427 0.321 0.226
Niedzielski 3.0 2.9 0.500 0.001 0.047 0.228 0.345 0.482
Novaes 5.2 7.0 0.900 0.347 0.260 0.405 0.668 0.277
Paderewski 2.9 2.7 0.696 0.201 0.321 0.444 0.598 20.044
Pennario 3.0 7.4 0.866 0.350 0.480 0.053 0.688 0.291
Penneys 3.2 6.9 0.816 0.517 0.282 20.035 0.483 0.509
Perahia 4.5 2.3 0.727 0.167 0.134 0.678 0.325 0.361
Perlemuter 2.5 4.6 0.649 0.220 0.784 0.255 0.141 0.141
Pokorna 2.7 5.1 0.829 0.505 0.240 0.223 0.290 0.594
Pollini 2.8 6.2 0.915 0.428 0.229 0.347 0.511 0.498
Ranki 3.4 2.7 0.749 0.631 0.114 0.510 0.195 0.238
Renard 3.4 3.4 0.759 0.105 0.395 0.667 0.416 0.159
Richter 2.2 6.6 0.699 0.590 0.620 20.002 0.306 0.037
Saperton 4.2 5.0 0.718 0.271 0.417 0.227 0.407 0.278
Sasaki 3.6 6.9 0.865 0.581 0.158 0.173 0.397 0.584
Sauer 3.3 6.7 0.854 0.291 0.290 0.194 0.661 0.406
Schein 2.7 6.8 0.867 0.236 0.375 0.159 0.632 0.488
Shebonova 2.6 5.6 0.876 0.447 0.468 0.236 0.312 0.517
Simon 3.3 4.0 0.792 0.216 0.367 0.323 0.392 0.488
Skavronsky 3.8 3.3 0.699 0.416 0.064 0.511 0.131 0.481
Slenczynska ’56 5.2 2.8 0.657 0.095 0.414 0.754 0.197 0.107
Slenczynska ’75 4.2 1.7 0.592 20.101 0.355 0.741 0.218 0.209
Slobodyanik 4.2 6.3 0.896 0.391 0.250 0.379 0.408 0.575
Smith 3.3 4.8 0.801 0.594 0.238 0.255 0.147 0.582
Sofronitzky 4.1 5.8 0.853 0.225 0.288 0.390 0.616 0.353
Solomon 3.1 4.8 0.688 0.514 0.138 0.015 0.661 0.081
Székely 4.5 6.9 0.842 0.607 0.123 0.235 0.423 0.442
Timofeyeva 3.2 4.3 0.820 0.716 0.104 0.308 0.301 0.375
Uninsky 3.0 6.7 0.731 0.236 0.661 0.019 0.546 0.144
Varsi 3.5 5.4 0.870 0.308 0.132 0.387 0.615 0.449
Vásáry 2.9 4.9 0.724 0.645 0.234 0.090 0.355 0.243
Vered 3.2 5.0 0.831 0.391 0.255 0.424 0.340 0.462
Virsaladze 3.4 8.2 0.848 0.467 0.297 0.259 0.490 0.347
Volondat 2.3 6.0 0.832 0.502 0.368 0.122 0.612 0.181
Weissenberg 2.9 3.8 0.774 0.498 0.101 0.423 0.373 0.313
Wild 3.9 6.8 0.826 0.482 0.450 0.146 0.450 0.291
Woodward 4.3 2.8 0.711 0.277 20.040 0.703 0.458 0.174
Woytowicz 2.9 4.8 0.751 0.463 0.548 0.495 0.224 0.005
Yamazaki 2.9 5.6 0.875 0.410 0.319 0.307 0.406 0.509
Yokoyama 3.5 4.0 0.702 0.647 0.013 0.211 0.190 0.486
Zarankin 3.9 6.6 0.871 0.490 0.459 0.275 0.572 0.111
Zarankin 2 3.9 6.7 0.872 0.490 0.461 0.273 0.572 0.112
Zayas 3.9 6.8 0.854 0.487 0.366 0.258 0.302 0.509

1Slurs and expression marks are omitted in this computer-generated score,
and the second half of bar 5, which was not included in the measurements,
has been condensed into a chord to save space. See Repp~1998a, Fig. 1! for
an original score of the music.

2All timing–dynamics correlations were computed between the IOI dura-
tions and the PSLs of the tonesinitiating ~and filling! the IOIs. The initial
upbeat and the final, very long IOI were not included, so that there were
only 35 data points.

3Although, in theory, an especially creative artist could go beyond the strat-
egies identified here and choose a completely novel pattern, one that might
map onto a ‘‘nonsignificant’’ PC profile in the PCA, such patterns are more
likely to be perceived as abnormal and do not seem to occur in the present
sample.

4Although the statistical support is similar, the argument is weaker for dy-
namics than for timing because the typical timing pattern is backed up by
strong perceptual results~Repp, 1992, 1998b! which have not been dupli-
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cated for dynamics so far~Repp, 1995c!. The typical timing pattern seems
to be ‘‘demanded’’ by the musical structure in a way that the typical~me-
lodic! dynamic pattern is not.

5Although the author generally insists on the terminological distinction be-
tweennote~a printed symbol! and tone~an acoustic signal!, in the context
of MIDI applications it is customary to refer to actions on the keyboard as
notes. MIDI notes have onsets, offsets, and velocities; tones have onsets,
poorly defined offsets~because of decay!, and peak intensities; printed
notes have none of these, only nominal values.

6One data point has been omitted from Fig. A3~b! because it seemed anoma-
lous. In position 2-1 of the music@see Fig. A1~b!#, a very soft primary alto
note was accompanied by a louder bass note; the velocity difference was
213, but the PSL difference was almost 10 dB, which is well above the
solid regression line in Fig. A3~b!.
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Encapsulated types of contrast agents possess a specific acoustical signature. When the applied
acoustic pressure exceeds a specific threshold, the scattering level increases abruptly for a short
time. A ‘‘dualistic’’ character of the encapsulated gas bubbles explains this signature, observed for
Quantison™~air bubbles encapsulated by a shell of human albumin!. For acoustic pressures below
a threshold, the bubbles act as encapsulated gas bubbles and are stable linear or nonlinear scatterers,
depending on the applied acoustic pressure. For acoustic pressures above the threshold, the bubbles
rupture and release the contained gas, subsequently acting as free-gas bubbles. The effect is transient
and lasts until the released free-gas bubbles are dissolved in the surrounding liquid. This explanation
was investigated experimentally and evaluated by theoretical models. A 15–20-dB increase in
scattering, the appearance of higher harmonics, and a finite duration of the effect could be measured
and agreed with corresponding theory. Therefore, ultrasound in combination with this dualistic
character suggests that encapsulated gas bubbles can be construed as a robust vehicle for localized
delivery of free-gas bubbles, the ultimate ultrasound contrast agent. ©1999 Acoustical Society of
America.@S0001-4966~99!04903-6#

PACS numbers: 43.80.Ev@FD#

INTRODUCTION

The most important purpose of ultrasound contrast
agents, up till a few years ago, was to enhance the acoustical
signal from blood-filled regions. This allows better charac-
terization of perfusion and blood flow for B-mode images
and for Doppler modes. Nowadays, new imaging techniques
are being explored that take advantage of the nonlinear
acoustic property of the bubbles, like ‘‘harmonic
imaging.’’ 1,2 With these techniques, the discrimination be-
tween contrast and surrounding tissue can be improved. This
becomes quite apparent for increased acoustic pressures and
small bubbles.3 However, due to the presence of a shell, the
scatter efficiency and nonlinear response of encapsulated gas
bubbles are much lower than for free-gas bubbles.4–6 The
shell serves as a stabilizing goal, since the life span of free-
gas bubbles, the ultimate ultrasound contrast agent, is lim-
ited.

Nevertheless, encapsulated types of contrast agents~e.g.,
Sonovist™, Schering AG, Berlin and Germany, Quanti-
son™, Andaris Ltd., Nottingham, UK! possess a specific
acoustical signature.7,8 When the applied acoustic pressure
exceeds a specific threshold, the scattering level increases
abruptly for a short time. In conventional B-mode imaging,
this transiently enhanced scattering is visualized as an in-
creased echogenicity~Fig. 1! and in color Doppler imaging

as a colored mosaic map that is detectable even without
flow.9 Furthermore, the scattered signal becomes highly non-
linear and is very well suited for harmonic imaging. This
particular signature has been addressed by several names:
acoustically stimulated acoustic emission,7 power enhanced
scattering,8 flash echo imaging,10 scintillation sonography,11

etc. The effect, however, is transient, and most effective
when the ultrasound wave hits the bubbles for the first time.
This has led to the development of intermittent imaging12 as
a new imaging modality, where single scans are made at
regular time intervals~e.g., 1 Hz!, resulting in an increased
efficacy of the agent. Despite the variety of given names, it
seems that the acoustic signature observed for different con-
trast agents is comparable and generally associated with
bubble rupture and enhanced scattering. Takeuchi11 reports
similar effects observed with thermoplastic~poly-
vinylidenchloride–acrylnitoryl! micro balloons as a mimick-
ing contrast agent. Bright echoes, harmonic response, and
spectral broadening as observed with normal contrast agents
are described. The effects are explained by shell breakage,
followed by release of the encapsulated gas, and last for 1 to
5 ms, equivalent to the dissolution time of the encapsulated
gas in the surrounding liquid.

In this article, the phenomenon observed for Quanti-
son™ is explained by a dualistic character of the encapsu-
lated gas bubbles, which is related to the applied acoustic
pressure. For low acoustic pressures, below a threshold, thea!Electronic mail: frinking@tch.fgg.eur.nl
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bubbles act as encapsulated gas bubbles and are stable linear
or nonlinear scatterers, depending on the applied acoustic
pressure. For acoustic pressures above the threshold, the
bubbles rupture and release the contained gas, subsequently
acting as free-gas bubbles. The irreversible effect is transient
and lasts until the released free-gas bubbles are dissolved in
the surrounding liquid. This explanation is supported by
three experiments and corresponding theoretical models.
First, the enhancement of the scattering is measured and
simulated using a free-gas bubble model. Second, the ap-
pearance of higher harmonics are measured and simulated
according to the same model, since it has been shown that
for free-gas bubbles the nonlinear response is superior com-
pared to encapsulated gas bubbles.5,6 Finally, the finite dura-
tion of the effect is measured and related to the theoretical
persistence of the generated free-gas bubbles. This is dem-
onstrated by comparing the measured disappearance time of
the gas bubbles to calculated values.

I. THEORY

A. Enhanced scattering

The Rayleigh–Plesset equation is used as a free-gas
bubble model. The bubble is considered to be spherically
symmetric and surrounded by a liquid of infinite extent, with
a constant viscosity. The bubble volume is defined by a
single variable, the radius, and the motion is assumed to be
spherically symmetric. The wavelength of the ultrasound
field is assumed to be much larger than the bubble diameter,
and only the motion of the bubble surface is of interest. It is
assumed that the vapor pressure remains constant during the
compression and expansion phase, and that there is no recti-
fied diffusion during the short period of exposure to ultra-
sound. The gas in the bubble is assumed to be ideal and
compressed and expanded according to the gas law with the
polytropic exponentG remaining constant during vibration.
The final expression is given by6

rRR̈1
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rṘ25pg0S R
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D 3G

1pv2p02
2s

R

2d totvrRṘ2P~ t !, ~1!

where

R 5instantaneous bubble radius
Ṙ 5first time derivative of the radius
R̈ 5second time derivative of the radius
r 5density of the surrounding medium
R0 5initial bubble radius
pg0 5initial gas pressure in the bubble
G 5polytropic exponent of the gas
pv 5vapor pressure
p0 5ambient pressure
s 5surface tension coefficient
d tot 5total damping coefficient
v 5angular frequency of the applied acoustic field
pac(t) 5applied acoustic pressure.

The initial gas pressure inside the bubble,pg0 , is given by

pg05
2s

R0
1p02pv . ~2!

The expression for the total damping coefficient is given by

d tot5d rad1dvis1d th , ~3!

where

d rad5 damping coefficient due to reradiation
dvis5 damping coefficient due to viscosity of the surrounding

medium
d th5 damping coefficient due to heat conduction.

Expressions for the damping coefficients and for the poly-
tropic exponent are given by Medwin.13 After solving Eq.~1!
numerically, the scattering cross section, defined as the scat-
tered power by the bubble divided by the incident acoustic
intensity, can be calculated.4

For encapsulated gas bubbles like Quantison™, Frinking
and de Jong14 have given a detailed description of the scatter
and attenuation properties. They adapted the Rayleigh–
Plesset equation to correct for the increase of the bulk modu-
lus and the introduction of viscous damping due to the pres-
ence of the shell.

B. Nonlinear response

In addition to the increase in scattered power at the fun-
damental frequency, the scattered power at higher harmonic
components of the fundamental frequency increases as well
for free-gas bubbles compared to encapsulated gas
bubbles.5,6 Free-gas bubbles oscillate nonlinearly when the
applied acoustic pressure is increased, an effect that becomes
extremely apparent for bubbles smaller than 10mm in
diameter.3 For example, for an applied acoustic pressure of
50 kPa, a 3-mm diameter free-air bubble, insonified at 1
MHz, shows harmonic components that can exceed the scat-
tering level at the fundamental frequency. This strong har-
monic behavior is predicted by Eq.~1!. For encapsulated gas
bubbles, the effect is subdued as a result of the extra damp-
ing introduced by the shell. For Quantison™, is has been
shown that for an acoustic pressure of 100 kPa, the second
harmonic response is 60 dB below the fundamental
response.14

FIG. 1. Two-dimensional images of Quantison™ and a tissue-mimicking
phantom made of 1% agar and 0.5% carborundum~SiC! scatterers~mean
size of 10 mm!, using an ATL HDI 3000, at 2.5 MHz. Left panel~a!,
MI50.3; right panel~b! MI51.1. The remaining imaging parameters are
held constant.
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C. Disappearance time

Small free-gas bubbles tend to disappear quickly in a
liquid, e.g., air bubbles of 2mm in diameter persist for only
a few milliseconds in a saturated liquid under normal
conditions.15 With the omission of translatory bubble mo-
tion, the change in equilibrium radius over time is given by16

dR

dt
5DLS ~Ci /C0!212~2s/Rp0!

11~4s/3Rp0! D S 1

R
1

1

ApDt
D , ~4!

where

R 5bubble radius
D 5diffusion coefficient
L 5Ostwald coefficient
Ci /C0 5ratio of the dissolved gas concentration to the solu-

bility of the gas
s 5surface tension
p0 5ambient pressure.

The surface tension is the mechanism responsible for the
disappearance of the bubble. The second bracketed term in
Eq. ~4! resembles the penetration depth that denotes how far
the gas diffuses into the liquid. The diffusion constant is a
property of the gas and the surrounding liquid. The Ostwald
coefficient17 is the ratio of the amount of gas per unit volume
dissolved in the surrounding liquid and in the gas phase. The
diffusion coefficient and the Ostwald coefficient determine
the rate of decrease of the bubble radius, which is a direct
measure for the disappearance rate of the bubble. Thus, mi-
crobubbles filled with gases having smaller diffusion- and
Ostwald coefficients will persist longer.

II. EXPERIMENTAL METHOD

A. Materials

We used the ultrasound contrast agent Quantison™,
which consists of air-filled microspheres encapsulated by a
shell of human serum albumin. The mean particle diameter is
3.2 mm, and less than 0.5% of the microspheres are larger
than 6mm @Fig. 5~a!#. The acoustical properties, in particular
attenuation and scattering, are described by Frinking and De
Jong.14 Two parameters are estimated from experiments,viz.,
the effective bulk modulusKeff , and the friction parameter

Sfr , with values of 17.4 MPa and 5.0 Pa•s, respectively.
These two parameters describe the elasticity or stiffness of
the bubble and the friction or viscosity of the shell~for free-
air bubbles under atmospheric and adiabatic conditions,
these parameters are 0.14 MPa and 0 Pa•s, respectively!. The
scatter to attenuation ratio~STAR! is around 0.1% for fre-
quencies between 2 and 5 MHz and applied acoustical pres-
sures up to 200 kPa. This means that the energy absorbed by
the bubbles is 1000 times larger than the energy scattered by
the bubbles. Also, the nonlinear response was calculated for
the same acoustic pressures and shown to be minimal. How-
ever, for acoustic pressures above 200 kPa, theory and mea-
surements start to deviate from each other: the theory under-
estimates the measured scattering with a difference in
scattering of 20 dB for an applied acoustic pressure of 1.8
MPa.

B. Experimental setup and procedure

1. Enhanced scattering

The experimental setup is illustrated in Fig. 2~a!. A 0.5-
or 1.0-MHz single-element transducer~Panametrics,
Waltham, MA! focused at 75 mm, with an aperture of 37
mm, is mounted in a water tank. These transducers are used
to transmit a high-amplitude ultrasound burst~acoustic pres-
sure of 1.6 MPa!. The peak negative acoustic pressures are
measured with a calibrated hydrophone~PVDFZ44-0400,
Specialty Engineering Associates, Soquel, CA!. A sine wave
burst, 10 cycles, is generated by a Wavetek signal generator
~Wavetek I, model 144, Wavetek, San Diego, CA! and am-
plified by a 60-dB linear power amplifier~A-500, ENI, NY!.
The amplitude can be adjusted by an attenuator from 0 to
120 dB in steps of 1 dB~355C/D, HP, Palo Alto, CA!. Two
broadband~100% of the central frequency at the220-dB
level! single-element transducers, with center frequencies of
2 and 5 MHz~Panametrics, Waltham, MA! are mounted per-
pendicularly to the first transducer. The two transducers
cover a combined frequency band from 1 to 7.5 MHz. They
are both focused at 75 mm and have apertures of 25 and 18
mm, respectively. Short, single-cycle, low-amplitude pulses
~acoustic pressure of 100 kPa! are generated, 0.6 ms after the
high-amplitude burst, and received by a pulser/receiver
~5052 PR, Panametrics, Waltham, MA!. The received signals

FIG. 2. Schematic setup.~a! For measuring the enhanced scattering and disappearance time;~b! for measuring the nonlinear response.
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can be amplified from140 to 240 dB in steps of 2 dB by
the pulser/receiver. The amplified signals are low-pass fil-
tered to minimize noise and avoid aliasing, and are digitized
by a Lecroy 9400A~Lecroy, Chestnut Ridge, NY! digital
oscilloscope~100 MHz, 8 bits!. The signals are recorded
over a time window of 10ms, are sampled at 50 MHz, and
transferred to a personal computer~Compaq 386/20e! for
further analysis. Two pulse generators~pulser I and II, PM
5712, Philips, Stockholm, Sweden! and a Wavetek signal
generator~Wavetek II, model 144, Wavetek! are used for
synchronization. The triggering sequences are shown in Fig.
3~a!.

The experiments are conducted at room temperature.
The water tank is filled with Isoton® II ~Coulter Electronics,
Lutton, UK!, which was left standing overnight and therefore
is air saturated. The response of a steel flat-plate reflector,
placed at the focal distance of the 2 and 5 MHz transducer, is
measured and used as a reference measurement. After that,
the contrast agent is added and the response of the steel
flat-plate reflector is measured again, to determine the addi-
tional attenuation caused by the contrast agent. The intensity
of the scattered acoustic field with and without the high-
amplitude burst is measured and the scattering cross section
is determined, taking into account the reflection properties of

the steel flat-plate reflector, the transducer characteristics,
and the attenuation of the contrast agent.14 The scattering
cross section was calculated by averaging the contribution of
62 independent scatter distributions. After fast Fourier trans-
formation ~FFT!, the average power spectra are calculated
and smoothed using a moving window with a width of 200
kHz to remove radio frequency~rf! noise. During the mea-
surement, the bubble suspension was stirred by a magnetic
stirrer.

2. Nonlinear response

Figure 2~b! shows the setup used for measuring the non-
linear response with and without the high-amplitude burst
~acoustic pressure of 1.6 MPa!. The burst is generated as
described in the previous section with the 0.5-MHz trans-
ducer. A narrow-band~1 MHz, 10 cycles! sine wave is gen-
erated by a Wavetek signal generator~Wavetek II, model
144, Wavetek! and amplified~acoustic pressure of 100 kPa!
by a linear power amplifier~ARS 05–40–40, Orsay, France!.
This signal is fed to a 1-MHz single-element, broadband
transducer~100% of the central frequency at the220-dB
level!, with an aperture of 37 mm, that is mounted inline
with the 0.5-MHz transducer. The response of the 1-MHz
signal is received by a 10-MHz single-element, broadband
transducer~flat response within 3 dB between 1 and 10
MHz! that is mounted perpendicular to the 1- and 0.5-MHz
transducer. The average scattered power is calculated over
the FFT of 10 time traces as received with the 10-MHz trans-
ducer at a repetition rate of 1 Hz. Pulsers I, II, and III~PM
5712 and PM 5716, Philips, Stockholm, Sweden! are used
for synchronization. The triggering sequences are shown in
Fig. 3~b! ~pulse III is set to 10ms!.

3. Disappearance time

The disappearance time is measured using the setup of
Fig. 2~a!. Only the 5-MHz transducer is used in pulse/echo
mode. The frequency of Wavetek II is set to 1.6 kHz. In this
way, a sequence of low-amplitude pulses~100 kPa acoustic
pressure! is generated with a pulse-repetition interval~PRI!
of 0.6 ms, so as to measure the evolution of the generated
free-gas bubbles over time. The high-amplitude burst~acous-
tic pressure of 1.6 MPa; 0.5 MHz; 10 cycles! is switched on
directly after the second low-amplitude pulse. The triggering
sequences are shown in Fig. 3~c!. Again, the Isoton® was air
saturated.

III. RESULTS AND DISCUSSION

A. Enhanced scattering

Figure 4~a! ~solid line! shows the scattered spectrum of a
1:4500 dilution of Quantison™, which corresponds to 3.3
3105 microspheres per ml, not using the transducer that is
generating the high-amplitude burst. This is the typical scat-
tering response of Quantison™ at low acoustic intensity, and
is described in detail by Frinking and de Jong.14 The scatter-
ing increases as a function of frequency below 4 MHz, and is
independent of frequency above 4 MHz with a maximum
value of243 dB/cm. Figure 4~b! and ~c! ~solid lines! show
the enhanced scattering, measured at the same region, 0.6 ms

FIG. 3. Schematic representation of the triggering sequences used.~a! The
enhanced scattering is measured 0.6 ms after the high acoustic amplitude
burst.~b! The same as~a!, only the duration of the low acoustic amplitude
burst has been set to 10ms. ~c! By changing the frequency of Wavetek II to
1.6 kHz, the enhanced scattering can be measured with a PRI of 0.6 ms after
the high acoustic amplitude burst, to monitor the disappearance of the
bubbles. Note that the high-amplitude burst is switched on just after the
second low-amplitude pulse.
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after this region has been insonified by the high-amplitude
burst~at 0.5 and 1.0 MHz, respectively!. An increase in scat-
tering of 10 to 20 dB/cm can be observed, compared to Fig.
4~a!. Additionally, in Fig. 4~b!, a maximum at 3 MHz, the
resonance frequency which is characteristic for free-gas
bubbles, can clearly be appreciated. In Fig. 4~c!, this maxi-
mum is shifted and broadened. A possible explanation of this
effect is that the 1.0-MHz transducer generates smaller gas
bubbles than the 0.5-MHz transducer. For smaller gas
bubbles, the resonance frequency and the damping increase,
resulting in a broadening and decrease of the resonance peak.

The dotted line in Fig. 4~a! shows the scattering of
Quantison™ according to the theoretical model.14 The size
distribution of Quantison™, shown in Fig. 5~a!, as measured
with a Coulter Counter Multisizer II~Coulter Electronics! is
used in the model. The dotted lines in Fig. 4~b! and ~c!
represent the theoretical spectra of the enhanced scattering
induced by the 0.5- and 1.0-MHz transducers, respectively,
and are calculated by means of Eq.~1!. Note that in this case,
the size distribution of the generated gas bubbles is not
knowna priori. We assumed a normal size distribution. The
mean and standard deviation of the distributions are esti-
mated by minimizing the absolute difference between mea-
sured and simulated spectra. This results in a mean and stan-
dard deviation of 2.0060.48mm for the 0.5-MHz transducer

@Fig. 5~b!#, and 1.2060.46mm for the 1.0-MHz transducer
@Fig. 5~c!#. It can be appreciated that with this simple ap-
proach, a reasonable agreement between measurements and
theory is obtained and, from Fig. 5, that different distribu-
tions are generated for different frequencies~smaller bubbles
for a higher frequency!. Possible explanations are that for
different frequencies, the gas bubbles originate from differ-
ent parts of the Quantison™ distribution, or that different gas
bubbles are generated from the Quantison™ bubbles within
the same range of the size distribution. Finally, from the
theoretical results, we conclude that the total number of free-
gas bubbles is about 1% of the total number of the Quanti-
son™ bubbles present in the suspension@notice the different
scales of Fig. 5~a!, ~b!, and~c!#. This means that only a very
small amount of Quantison™ bubbles is actively involved in
releasing free-gas bubbles.

B. Nonlinear response

Figure 6~a! shows the scattered power spectra received
by the 10-MHz transducer. The measurements are corrected
for the finite aperture,4 the characteristics of the 10-MHz
transducer, and the electronics. The lower line represents the
spectrum of Quantison™ bubbles~dilution of 1:4500! when
they are insonified by the 1-MHz burst without the high-

FIG. 4. ~a! Scattering versus frequency of a dilution of 1:4500 of Quantison™ measured without the high-amplitude ultrasound burst.5measured
scattering, – – –5theoretical spectrum using the size distribution shown in Fig. 5~a!. ~b! 5measured scattering 0.6 ms after the transmission of the
0.5-MHz high-amplitude ultrasound burst at the same region. – – –5theoretical spectrum.~c! The same as in~b! but now using the 1.0-MHz transducer for
generating the high amplitude burst. 5measurement; – – –5theoretical spectrum.

FIG. 5. ~a! Size distribution of Quantison™ measured with the Coulter Counter® Multisizer II with an aperture of 70mm employing 256 channels~diameters
ranging from 1.45 to 8.33mm!. ~b! Estimated distribution from the measured spectrum in Fig. 4~b!. ~c! Estimated distribution from the measured spectrum in
Fig. 4~c!.
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amplitude burst. The spectrum shows no response at higher
harmonics of the fundamental frequency. The upper line rep-
resents the spectrum measured 0.6 ms after the Quantison™
bubbles are insonified by the high-amplitude burst. Two phe-
nomenon can be observed after the agent has been insonified
with this short high-amplitude burst: the spectrum shows an
increase at the fundamental frequency of 20 dB and the ap-
pearance of higher harmonics of the fundamental frequency.
The second harmonic is less than 6 dB below the fundamen-
tal frequency. Imaging modalities that rely on the nonlinear
response of ultrasound contrast agents will therefore result in
increased sensitivity.

Figure 6~b! shows the theoretical power spectrum of the
generated free-gas bubbles using Eq.~1!. The high-amplitude
burst is the same as before; therefore, it is assumed that the
generated gas bubbles have the size distribution shown in
Fig. 5~b!. The experimental burst was recorded~1 MHz; 100
kPa; 10 cycles! and used as an input to the model. The mag-
nitude was adjusted to 100 kPa. Note the close agreement of
the first five harmonics.

C. Disappearance time

Figure 7 shows the backscattered signal from the re-
leased air bubbles recorded at intervals of 0.6 ms. The de-
creasing amplitude is ascribed to the gradual shrinkage and
eventual dissolution of the bubbles. The persistence of the air
bubbles is measured over time and is shown in Fig. 7~a!.
This figure represents a sequential recording of 62 traces
covering a total acquisition time of 37 ms. The high acoustic
amplitude burst was switched on directly after the second
low-amplitude pulse. This can be appreciated from Fig. 7~a!
by the fact that the amplitude abruptly increases after two
pulses. The scattering amplitude decreases as a function of
time, representing the slow diffusion of the released gas into
the surrounding liquid. This is depicted in detail by Fig. 7~b!
at three time points,viz., 0, 15, and 30 ms after the high-
amplitude burst@see corresponding locations in Fig. 7~a!#.
After 30 ms, the increase in scattering amplitude has com-
pletely disappeared.

Figure 8~a! and ~b! ~solid lines! show the energy as
function of time, within each time trace, for the gas bubbles
generated by the 0.5- and 1.0-MHz transducers, respectively.

The disappearance time,td , is estimated from the 95%-
decay point in these figures. The mean value and standard
deviation of a set of ten sequence recordings is 28.8
62.4 ms for the 0.5-MHz transducer, and 16.362.3 ms for
the 1.0-MHz transducer. The theoretical disappearance
curves are calculated by using the size distributions of Fig.
5~b! and ~c! as the starting distributions. Every 0.6 ms, the
size distributions are recalculated by means of Eq.~4!, and
the scatter spectra are calculated at the corresponding time
points using Eq.~1!. The spectra include the scattering of the
Quantison™ bubbles~dilution of 1:4500!. Figure 8~a! and
~b! ~dotted lines! show the energy as a function of time as
determined from the calculated spectra for the 0.5- and 1.0-
MHz transducer, respectively. The energy was calculated by
integrating the scattered power over a frequency band rang-
ing from 2–8 MHz. Also, the disappearance time was mea-
sured for generated gas bubbles at different frequencies of
the high acoustic amplitude burst~at a fixed amplitude of 1.6
MPa and a fixed number of cycles!. The results are listed in
Table I and show a decrease in disappearance time for in-
creasing frequencies. The corresponding bubble diameters
are calculated by means of Eq.~4!.

FIG. 6. ~a! Received scattered power of Quantison™ by a 10-MHz single-
element transducer~corrected for transducer characteristics!. The signal is
generated by a 1-MHz transducer~acoustic pressure of 100 kPa, 10 cycles!,
without the high amplitude burst~lower! and 0.6 ms after the high-
amplitude burst~upper!. ~b! Theoretical power spectrum using Eq.~1! and
the size distribution of Fig. 5~b!. The acoustic pressure is 100 kPa and the
actual transmitted burst is used as the input signal.

FIG. 7. The release and disappearance of air bubbles from Quantison™
shown by the enhanced scattering.~a! Sequence representation of pulse-
echo response from successive survey pulses~100 kPa, 5 MHz, 0.6 ms
interval!. Scattering of Quantison™ up to 1.2 ms. The high-power release
burst ~1.6 MPa, 0.5 MHz, 10 cycles! was applied at 1.2 ms.~b! The en-
hanced scattering decays over time. Top panel: directly after the high power
burst; middle panel: after 15 ms; bottom panel: after 30 ms, corresponding
to the locations marked in~a! by B1, B2, and B3, respectively.

FIG. 8. The energy that is calculated from the scattering response of the
generated free-gas bubbles with the 0.5-MHz transducer,~a!, and with the
1.0-MHz transducer,~b!. 5measurement; – – –5theory.

1994 1994J. Acoust. Soc. Am., Vol. 105, No. 3, March 1999 Frinking et al.: Scattering properties of encapsulated gas bubbles



D. Final remarks

As was stated before, the effect is transient. In Fig. 9, the
change of the acoustical properties~viz., transmission and
scattering! are shown. This figure shows the transmission
and scattering spectra of a dilution of 1:250 of
Quantison™.14 This concentration was chosen to induce a
clear minimum in transmission of23 dB/cm at 4 MHz. The
spectra are measured before and after a 15-min insonation
with a commercial diagnostic echo machine at the highest
power setting~MI of 1.1 at 2.5 MHz!, by the solid and dotted
lines, respectively. It can be appreciated from Fig. 9~a! that
the minimum of the transmission spectrum at 4 MHz has
completely disappeared from within this frequency range af-
ter the Quantison™ has been exposed to the high acoustic
amplitude burst. A minimum in transmission as shown in
Fig. 9~a! is a typical characteristic for free or encapsulated
gas bubbles. For the scattering, Fig. 9~b!, the difference is
really apparent for frequencies below 10 MHz. An explana-
tion is that, at these particular settings of the ultrasound ma-
chine, only the larger bubbles are destroyed.

The bubbles are not completely destroyed after sonifica-
tion by the high-amplitude burst. Figure 10~a! and ~b! are
microscopic images of Quantison™ before and after high-
power insonification, respectively. Before exposure, the mi-
crospheres appear to be darker than after exposure@see ar-
rows in Fig. 10~b!#. This is an indication that the
encapsulated air is replaced by the surrounding liquid. There-
fore, the liquid-filled bubbles are less compressible and have
become ineffective scatterers compared to gas-filled bubbles.
The bubbles become ‘‘transparent,’’ both optically and
acoustically. Note, however, that Fig. 10~a! and ~b! do not
show the same particles but are just particles of a sample

before, and other particles of the same sample after, sonifi-
cation.

The results in Table I show a decrease in calculated
bubble size as a function of the applied frequency of the high
acoustic amplitude burst. This implies that particular bubble
sizes can be selectively released. Also, the simulations indi-
cate that only about 1% of all the bubbles present are rup-
tured by the high acoustic amplitude burst. A possible expla-
nation is that the shells of some of the encapsulated gas
bubbles possess weak spots that are easily ruptured. This
means that the release of free-gas bubbles from encapsulated
gas bubbles can be optimized by machine settings and avail-
able bubble sizes, and tuned for specific purposes. For ex-
ample, the presence of free-gas bubbles can be used for pur-
poses other than imaging, such as noninvasive assessment of
gas concentration, temperature, or ambient pressure. These
potential applications are supported by the fact that the dis-
appearance time of the generated gas bubbles depends on the
dissolved gas concentration, temperature, and ambient pres-
sure. Also, other gases like perfluor gases, which have lower
diffusion and Ostwald coefficients, may be used. This results
in longer disappearance times, so that the released gas
bubbles can be used for a longer period of time.

Finally, pharmacological applications may be possible.
Certain drugs can be incorporated into the shell or attached
to its surface. Using ultrasound at high acoustic peak pres-

FIG. 9. Transmission~a! and scattering~b! vs frequency for Quantison™.
5before and, – – –5after Quantison™ has been put under an ultra-

sound machine and exposed to high acoustic pressure waves (MI51.1) for
15 min. The dilution is 1:250.

FIG. 10. Microscopic photograph of Quantison™ diluted in Isoton® at a magnification of 200X.~a! before and~b! after it has been put under an ultrasound
machine and exposed to high acoustic pressure waves for 15 min. The arrows indicate fluid-filled microspheres.

TABLE I. Disappearance time of generated free-air bubbles from Quanti-
son™ as a function of frequency in saturated Isoton® under standard condi-
tions (mean6STD). The second row shows the corresponding bubble di-
ameters as calculated by means of Eq.~4!.

Frequency@MHz# 0.5 1 2 5

td @ms# 28.862.4 16.362.0 11.662.2 5.162.1
Diameter@mm# 2.8 2.3 2.0 1.4
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sures, these drugs may be released from their microspheric
carrier at specific locations within the human body. This
means that drug treatment can be locally delivered, resulting
in a lower systemic drug level.

IV. CONCLUSION

We provide a three-way demonstration that the en-
hanced transient scattering observed when encapsulated gas
bubbles are exposed to ultrasound pulses of high-peak pres-
sures exceeding a threshold is the result of the release of
free-gas bubbles. Encapsulated gas bubbles are robust and
last in the circulation, but their scatter efficiency and nonlin-
ear response are suboptimal. The scatter efficiency and non-
linear response of free-gas microspheres, however, is far su-
perior but their life span is limited to a few milliseconds.
Therefore, ultrasound in combination with this dualistic
character suggests that encapsulated gas bubbles can be con-
strued as a robust vehicle for localized delivery of free-gas
bubbles, the ultimate ultrasound contrast agent.

ACKNOWLEDGMENT

The authors thank Andaris Ltd.~Nottingham, UK! for
supplying the contrast agent. The authors also thank Dr. A.
Bouakaz for his comments and contribution.

1B. Schrope, V. L. Newhouse, and V. Uhlendorf, ‘‘Simulated capillary
blood flow measurement using a nonlinear ultrasonic contrast agent,’’
Ultrason. Imaging14, 134–158~1992!.

2P. N. Burns, J. E. Powers, and T. Fritzsch, ‘‘Harmonic imaging: a new
imaging and Doppler method for contrast enhanced ultrasound,’’ Radiol-
ogy 185, 142 ~1992!.

3D. L. Miller, ‘‘Ultrasonic detection of resonant cavitation bubbles in a
flow tube by their second-harmonic emission,’’ Ultrasonics19, 217–224
~1981!.

4N. de Jong and L. Hoff, ‘‘Ultrasound scattering of Albunex® micro-
spheres,’’ Ultrasonics31, 175–181~1993!.

5C. C. Church, ‘‘The effect of an elastic solid surface layer on the radial
pulsations of gas bubbles,’’ J. Acoust. Soc. Am.97, 1510–1521~1995!.

6N. de Jong, R. Cornet, and C. T. Lancee, ‘‘Higher harmonics of vibrating
gas-filled microspheres. Part one: simulations,’’ Ultrasonics32, 447–453
~1994!.

7V. Uhlendorf and C. Hoffmann, ‘‘Nonlinear acoustical response of coated
microbubbles in diagnostic ultrasound,’’ IEEE Ultrasonics Symp.3,
1559–1562~1994!.

8N. de Jong, P. J. A. Frinking, F. J. Ten Cate, and P. van der Wouw,
‘‘Characteristics of contrast agents and 2D imaging,’’ IEEE Ultrasonics
Symp.2, 1449–1458~1996!.

9J. E. Powers, P. N. Burns, and J. Souquet, ‘‘Imaging instrumentation for
ultrasound contrast agents,’’ inAdvances in Echo Imaging Using Contrast
Enhancement, edited by N. C. Nanda, R. Schlief, and B. B. Goldberg
~Kluwer Academic, Dordrecht, 1997!, Chap. 8, pp. 139–170.

10F. Moriyasu and Y. Kono, ‘‘Flash echo imaging of liver disease,’’ pre-
sented at The Leading Edge in Diagnostic Ultrasound, Atlantic City, NJ,
1998.

11Y. Takeuchi, ‘‘Industrial use of thermoplastic micro-balloon to mimic the
contrast agents and its in vitro behaviour including released gas dynam-
ics,’’ IEEE Ultrasonics Symp.12, 1579–1582~1997!.

12T. R. Porter and F. Xie, ‘‘Transient myocardial contrast after initial expo-
sure to diagnostic ultrasound pressures with minute doses of intravenously
injected microbubbles. Demonstration and potential mechanisms,’’ Circu-
lation 92, 2391–2395~1995!.

13M. Medwin, ‘‘Counting bubbles acoustically: a review,’’ Ultrasonics15,
7–13 ~1977!.

14P. J. A. Frinking and N. de Jong, ‘‘Modeling of shell-encapsulated gas
bubbles,’’ Ultrasound Med. Biol.24, 523–533~1998!.

15P. S. Epstein and M. S. Plesset, ‘‘On the stability of gas bubbles in liquid–
gas solutions,’’ J. Appl. Mech.18, 1505–1509~1950!.

16N. de Jong, F. J. Ten Cate, C. T. Lance´e, J. R. T. C. Roelandt, and N.
Bom, ‘‘Principles and recent developments in ultrasound contrast agents,’’
Ultrasonics29, 324–330~1991!.

17A. Kabalnov, D. Klein, T. Pelura, F. Schutt, and J. Weers, ‘‘Dissolution of
multicomponent microbbbles in the bloodstream: I. Theory,’’ Ultrasound
Med. Biol. 24, 739–749~1998!.

1996 1996J. Acoust. Soc. Am., Vol. 105, No. 3, March 1999 Frinking et al.: Scattering properties of encapsulated gas bubbles



Shock wave–inertial microbubble interaction: Methodology,
physical characterization, and bioeffect study

Pei Zhonga)

Department of Mechanical Engineering and Materials Science, Duke University, Durham,
North Carolina 27708

Haifan Lin
Department of Cell Biology, Duke University, Durham, North Carolina 27708

Xufeng Xi and Songlin Zhu
Department of Mechanical Engineering and Materials Science, Duke University, Durham,
North Carolina 27708

Ervind S. Bhogte
Departments of Cell Biology and Biomedical Engineering, Duke University, Durham, North Carolina 27708

~Received 13 August 1998; accepted for publication 12 November 1998!

A method of generatingin situ shock wave–inertial microbubble interaction by a modified
electrohydraulic shock wave lithotripter is proposed and testedin vitro. An annular brass ellipsoidal
reflector (thickness528 mm) that can be mounted on the aperture rim of a Dornier XL-1 lithotripter
was designed and fabricated. This ring reflector shares the same foci with the XL-1 reflector, but is
15 mm short in major axis. Thus, a small portion of the spherical shock wave, generated by a spark
discharge at the first focus (F1) of the reflector, is reflected and diffracted by the ring reflector,
producing a weak shock wave approximately 8.5ms in front of the lithotripter pulse. Based on the
configuration of the ring reflector~different combinations of six identical segments!, the peak
negative pressure of the preceding weak shock wave at the second focus (F2) can be adjusted from
20.96 to21.91 MPa, at an output voltage of 25 kV. The preceding shock wave induces inertial
microbubbles, most of which expand to a maximum size of 100–200mm, with a few expanding up
to 400mm before being collapsedin situby the ensuing lithotripter pulse. Physical characterizations
utilizing polyvinylidene difluoride ~PVDF! membrane hydrophone, high-speed shadowgraph
imaging, and passive cavitation detection have shown strong secondary shock wave emission
immediately following the propagating lithotripter shock front, and microjet formation along the
wave propagation direction. Using the modified reflector, injury to mouse lymphoid cells is
significantly increased at high exposure~up to 50% with shock number.100!. With optimal pulse
combination, the maximum efficiency of shock wave-induced membrane permeabilization can be
enhanced substantially~up to 91%!, achieved at a low exposure of 50 shocks. These results suggest
that shock wave–inertial microbubble interaction may be used selectively to either enhance the
efficiency of shock wave-mediated macromolecule delivery at low exposure or tissue destruction at
high exposure. ©1999 Acoustical Society of America.@S0001-4966~99!01303-X#

PACS numbers: 43.80.Ev, 43.80.Gx, 43.25.Yw@FD#

INTRODUCTION

Inspired by the success of shock wave lithotripsy~SWL!
in the treatment of kidney stone disease, significant efforts
have been made to explore a broad spectrum of shock wave
applications in medicine.1 Lithotripter-generated shock
waves have been investigated for potential use in tumor
therapy, fracture healing of bones, treatment of tendinitis,
and ablation of liver tissues with various degree of
success.2–5 More importantly, it has been shown that at low
dosage, lithotripter shock waves can cause a transient in-
crease in cell membrane permeability without killing the
cells.6 This finding suggests that shock waves may facilitate
the transfer of macromolecules into target cells and could
potentially provide a noninvasive physical method for drug
delivery and gene transfer.7 The enhanced cytotoxicity of

several anticancer drugsin vivo by SWL may indeed result
from shock wave-induced transient membrane
permeabilization.8–10 Most recently, lithotripter shock wave-
mediated gene transfer bothin vitro and in vivo have been
explored.11,12

The biological effects of SWL are mediated by
cavitation.1,13 Cavitation in SWL is described as the oscilla-
tion of gas or vapor bubbles in a fluid under the influence of
lithotripter shock waves. Although different techniques have
been used for shock-wave generation and focusing, the pres-
sure waveform produced by existing clinical lithotripters~ex-
cept EDAP LT.01 and LT.02! and thus, the dynamics of
SWL-induced bubble activities in general, are similar.14,15 A
typical pressure waveform at the lithotripter focus in water
consists of a leading shock front~compressive wave! with a
peak positive pressure up to 100 MPa, followed by a tensile
wave with a peak negative pressure down to210 MPa, anda!Electronic mail: pzl@mel.egr.duke.edu
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a total pulse duration of 3 to 7ms.14 Using the Gilmore
model for bubble dynamics, Church has shown that a cavi-
tation nucleus~1–10mm in radius! in water impinged by a
lithotripter shock wave will be initially compressed by the
leading shock front, and then expanded by the ensuing ten-
sile wave into a bubble of 1–3 mm in diameter in a few
hundred microseconds.16 Subsequently, the expanded bubble
will undergo a violent inertial collapse, generating high tem-
perature~up to 10 000 K! inside the collapsed bubble, and
secondary shock wave emission into the surrounding fluid.16

Following this primary collapse, the bubble will oscillate~re-
bound and then collapse again! several times with decreasing
amplitude before it eventually reaches a new equilibrium
size of about 40mm due to rectified gas diffusion.16 The
basic features of such a characteristic bubble oscillation have
been confirmed experimentally, using simultaneous high-
speed photography and acoustic emission measurements.17

During SWL, if bubbles generated by the earlier shock
waves were stabilized by and attached to an adjacent tissue
surface, the interaction of such a stable bubble with a subse-
quent lithotripter pulse may generate a liquid jet along the
wave propagation direction, provided that the size of the
bubble is within a certain range (250mm,Rb0,750mm,
for an XL-1 lithotripter!.18 It is believed that the shear
stresses, and secondary shock wave emission and jet impact
associated with the rapid expansion and collapse of cavita-
tion bubbles may contribute to the bioeffects produced by
SWL.1 When cavitation activity in the culture medium is
suppressed by excessive ambient pressure, SWL-induced cell
injury and membrane-permeability change can be signifi-
cantly inhibited.13 In contrast, when cavitation activityin
vivo is enhanced by intravenous injection of ultrasound con-
trast agents~well-known cavitation nuclei19! immediately be-
fore SWL, the vascular injury produced in animal models is
substantially increased,20 even at low-pressure amplitudes in-
effective for stone fragmentation.21 These findings clearly
demonstrate that cavitation is an important mechanism for
SWL-induced bioeffect.

Despite this, the pressure waveform and associated cavi-
tation activities produced by current shock wave lithotripters
may not be optimal for tumor treatment and macromolecule
delivery. Several studies have shown that an air–water inter-
face near the lithotripter focus can dramatically enhance
SWL-induced bioeffects on cells and small tumors.2,22 This
observation had led some investigators to suggest that a dif-
ferent shock waveform is needed for tumor therapy.22 More-
over, the transfection efficiency of shock wave-mediated
gene transfer is currently low compared to other established
methods,11 and air injection into the target tissue was found
to be necessary to enhance the transfection efficiencyin
vivo.12 Apparently, the ability to control the formation and
subsequent oscillations of cavitation bubbles is critical for
producing optimal bioeffects by SWL. However, because of
the temporal profile and the low pulse-repetition rate of cur-
rent lithotripter shock waves, the collapse of SWL-induced
cavitation bubbles is uncontrolled and is predominantly in-
fluenced by the inertial effect of the surrounding fluid. Fur-
ther, because of the limited fluid-filled space in tissue and in
blood vessels, the expansion of SWL-induced cavitation

bubblesin vivo can be severely constrained,17 and thus the
resultant bioeffects are less dramatic as compared toin vitro
conditions.

In this work, we studied the interaction of lithotripter
shock waves with acoustically activated microbubbles and its
impact on shock wave-induced bioeffects. To produce con-
trolled and forced collapse of inertial microbubbles, we de-
vised a simple method to modify the ellipsoidal reflectors of
current electrohydraulic shock wave lithotripters so that a
weak shock wave preceding a regular lithotripter pulse by a
few microseconds can be produced. This preceding wave
induces inertial microbubbles, which expand to a maximum
size ranging from 100 to 200mm, with a few expanding up
to 400 mm before being collapsed by the ensuing incident
lithotripter shock wave. Thisin situ shock wave–inertial mi-
crobubble interaction generates strong secondary shock wave
emission immediately following the incident lithotripter
shock front and the formation of microjets along the wave
propagation direction. With an optimal pulse combination,
the modified pressure waveform was found to significantly
enhance the efficiency of membrane permeabilization of
mouse lymphoid cells at low exposure, and to substantially
increase cell damage at high exposure, compared to standard
lithotripter shock waves. These results suggest that appropri-
ate shock wave–inertial microbubble interaction may selec-
tively improve the efficiency of shock wave-mediated mac-
romolecule delivery and tissue ablation.

I. EXPERIMENTAL DESIGN AND METHODS

A. Modification of shock wave reflector

In electrohydraulic shock wave lithotripters, a truncated
ellipsoidal reflector is used to focus the shock wave, gener-
ated by a spark discharge at the first focus (F1), onto the
second focus (F2) of the reflector where the target kidney
stones are located. The propagation time of the shock wave
is determined by the ratio of the major axis of the ellipsoidal
reflector and the shock wave propagation speed in water.
Mathematically, it is valid that two ellipsoids can share the
same foci (F1 andF2), but have different major and minor
axes. Hence, by using a staged double-ellipsoidal reflector as
shown in Fig. 1~B!, a spherically divergent shock wave gen-
erated atF1 will be reflected partially from the first and
partially from the second reflecting surfaces. While both re-
flected shock waves converge toF2, they are temporally
separated by a time delay determined by the difference in the
major axes of the two reflectors.

In this study, we have designed and fabricated an annu-
lar brass reflector that can be attached, via an adapter ring, to
the reflector rim of a Dornier XL-1 experimental electrohy-
draulic shock wave lithotripter~Fig. 1!. The Dornier XL-1
lithotripter uses an 80-nF discharge capacitor and a hemiel-
lipsoidal reflector~semimajor axisa5110.3 mm, semiminor
axis b578 mm, and half-focal lengthc578 mm). In com-
parison, the inner surface of the annular ring reflector fits on
an ellipsoidal surface witha5102.8, b567, and c
578 mm. While being confocal, the major axis of the annu-
lar ring reflector is 15 mm shorter than that of the XL-1
reflector, corresponding to a reduction of;10 ms in acoustic
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wave-propagation time~for reflected waves! from F1 to F2.
This short time delay was chosen to allow the inertial cavi-
tation bubbles, induced by a preceding shock wave~PSW!
reflected from the annular ring reflector, to grow to a size of
a few hundred microns before being collapsed by the lithot-
ripter shock wave~LSW!. In order to adjust the intensity of
the PSW, the annular ring reflector was fabricated into six
identical segments (thickness528 mm), with each segment
able to be connected individually to the adapter ring via po-
sition pins and screws@Fig. 1~A!#. The inserted annular ring
reflector shadows only a small portion~;5 deg steradian! of
the original XL-1 reflector, and thus would not affect the
LSW significantly. By inserting different ring segments,
various intensity combinations of the preceding and lithot-
ripter shock wave series can be produced. In this work, we
have evaluated the effects of three axis-symmetric reflector
combinations~see Table I for configuration! on shock wave–
inertial microbubble interaction and the resulting bioeffects
on mouse lymphoid cells.

B. Physical characterization

1. Pressure measurements

The acoustic field around the beam focus of the lithot-
ripter was measured using a hydrophone system with dispos-
able PVDF membranes~Sonic Industries!.23 The disposable

PVDF membrane~25 mm thick! has a sensing element of,1
mm2, connected to gold electrodes deposited on the surface
of the membrane. During shock wave exposure in water, the
electrode leads are gradually eroded by cavitation, resulting
in an increase of lead resistance and a concomitant reduction
of the membrane sensitivity.23 To ensure the integrity of the
hydrophone, the resistance of the lead electrodes was moni-
tored during the course of pressure measurements. According
to manufacturer’s specification, when the change in lead re-
sistance exceeded 200V, the PVDF membrane was
replaced.24 Because the sensing element and the electrodes
of the PVDF membrane are not electrically shielded from the
water, significant electric noise from the spark discharge was
picked up in water, which distorted the pressure waveform.
To isolate the sensing element from the water and to protect
the lead electrodes from cavitation damage,25 we have en-
capsulated the original PVDF membrane in castor oil. This
was done by filling up the space enclosed by the supporting
frame of the PVDF membrane with castor oil and then seal-
ing it with a 115-mm-thick polyester-membrane sheet. Care
was taken to avoid trapping air bubbles inside the castor oil
enclosure, which has a total thickness of about 8 mm, with
the PVDF membrane located at the middle plane. The encap-
sulated PVDF membrane was then calibrated by comparison
with the output from a calibrated PVDF needle transducer
~MHA9-6, Force Institute! in the acoustic field of a 2.25-
MHz focused transducer~Panametrics!. For acoustic field
mapping of the lithotripter, the PVDF membrane was at-
tached to anx–y–z translational stage~0.01-mm precision!,
and scanned both along and transverse to the shock wave
axis at F2. Triplicate of measurements was made at each
location, with the pressure waveforms registered on a
LeCroy digital oscilloscope~model 9314! operated at a 100-
MHz sampling rate, corresponding to a time interval of 10
ns/point.

2. High-speed photography

To visualize shock wave propagation, bubble dynamics,
and shock wave–bubble interaction, a shadowgraphic imag-
ing system was set up inside the original water tank (10
325339 in., H3W3L) of the XL-1 lithotripter ~Fig. 2!.
Two 1

2-in.-thick Lucite plates were used to form a small wa-
ter enclosure (10313325 in., H3W3L) around the shock
wave generator, so that a higher image magnification could
be achieved. High-speed shadowgraphs were recorded using
an ICCD @intensified charge coupled device~CCD!# camera
~4 Quik 05A, Stanford Computer Optics! with an exposure
time of 20 ns, corresponding to a spatial resolution of, at
worst, 30mm. To provide a reliable time reference of the
event, the spark discharge of the lithotripter electrode was
picked up by a fast photodetector with a rise time of 35 ns
~PDA50, Thorlab Inc.! and fed into the LeCroy oscilloscope.
The synchronized output of the scope was then relayed to a
digital delay generator~DS535, Stanford Research Systems!,
which was used to control the electronic shutter~i.e., the
intensifier! of the ICCD camera. By adjusting the delay time
with respect to the spark discharge, a series of high-speed
shadowgraphs can be recorded at different stages of shock
wave propagation and subsequent bubble oscillations. To

FIG. 1. A schematic diagram of the design and layout of the annular ring
reflector and the Dornier XL-1 experimental shock wave lithotripter. The
annular ring reflector consists of six identical segments
(thickness528 mm), which can be connected either individually or together
to the rim of the XL-1 reflector via an adapter ring.

TABLE I. Annular ring reflector configurations.a

Configuration Segments used

D2 A,D
D3 A,C,E
D6 A,B,C,D,E,F

aSee Fig. 1 for the design and layout of the annular ring reflector.
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prevent interference from the electromagnetic noise gener-
ated by the lithotripter, a Faraday enclosure was built to
cover the camera, and the trigger and control instruments.

3. Acoustic emission measurements

Acoustic emission, emanating from the beam focus of
the lithotripter, was measured using a passive cavitation-
detection system described previously.17 Briefly, a focused
hydrophone of 1 MHz resonant frequency and 101.6 mm
focal length was aligned perpendicularly to the lithotripter
axis, and confocally withF2. The output signal of the hy-
drophone was fed into a high-pass filter with a 0.3-MHz
cutoff frequency and a broadband amplifier~5052 PR pulser/
receiver, Panametrics! before being registered on the LeCroy
oscilloscope. It has been shown previously that the acoustic-
emission signal associated with lithotripter shock wave-
induced cavitation oscillation has a unique double-burst
structure. The first burst corresponds to the initial collapse
and subsequent expansion of cavitation nuclei by the inci-
dent lithotripter shock wave, and the second burst corre-
sponds to the primary collapse of the bubble cluster.16,17

Hence, acoustic-emission measurements were used to assess
the overall dynamics of the bubble oscillation and also to
correlate with the high-speed shadowgraph images.

C. Bioeffect study

Mouse T-cell hybridoma DO-11.10, a suspension cell
line kindly provided by Dr. P. Marrack~National Jewish
Center for Immunology and Respiratory Medicine, Denver,
Colorado! were used. These cells were grown to 2–4 million
cells/ml in T-75 culture flasks~Corning Costar Corp.! at
37 °C in Eagle medium containing 10% fetal bovine serum
under a humidified atmosphere with 5% CO2. Fluorescein
isothiocyanate~FITC!-labeled dextran~average molecule
weight: 70 kD, Sigma Chemical, Inc.!, which is normally not
taken up by cultured cells, was added to the suspended cell
culture and adjusted to a final concentration of 1 mg/ml
shortly before SWL treatment. After mixture, the cell sus-
pensions containing FITC-dextran were loaded into 1.5-ml

polyethylene pipettes~VWR Scientific Products! with bulbs
20 mm long and 10 mm in diameter. The culture medium
was filled up to the tip of the pipette, which is about 10 cm
above the center of the bulb. Care was taken to avoid trap-
ping air bubbles inside the pipette. The pipette was inverted
and fitted snugly into a plastic holder and connected to a
supporting platform~see Fig. 2!. This arrangement was used
to ensure that the center of the pipette bulb could be aligned
consistently withF2 during the whole SWL procedure. The
small enclosure surrounding the shock wave generator was
filled with degassed and deionized water (O2 concentration:
,4 mg/L! close to the level of the pipette tip. The water
temperature was maintained at 35–37 °C by continuous cir-
culation. Various numbers of shock waves generated at a
25-kV output setting were delivered to the pipettes in the
treatment group at a 1-Hz pulse-repetition rate. Control
groups were prepared following the same procedure and
placed in the water tank away from the lithotripter shock
wave.

After shock wave treatment, the cells in both the treated
and control groups were spun in 15-ml capped tubes and
then washed with the culture medium. After repeating this
process twice, the cells were resuspended in 0.5 ml of the
culture medium. For all the samples, the total number of
interested cells~for example, fluorescence-positive, intact
surviving cells in the treated group and intact cells in the
control group! was countered in a hemocytometer~which
provides a fixed volume of 0.1 ml! in triplicate, using a Zeiss
Axioplan microscope. Permeabilization efficiency was deter-
mined by differential interference contrast~DIC! microscopy
and fluorescence microscopy. The cells in the treated group
that remained morphologically intact and fluorescence posi-
tive were counted. Cell mortality, defined as the percentage
of cells that are morphologically damaged~lysed and mem-
brane rupture!, was determined by measuring the number of
morphologically intact cells in the treated group~the rest of
the cells were damaged!. Further, functional impairment of
the intact surviving cells was assessed by staining with 0.1%
trypan blue, a vital dye that is only taken up by cells under-
going necrosis. By combining the results of these two tests,
cell injury ~defined as cells that are either physically dam-
aged or functionally impaired! was determined. All three of
these parameters were expressed as a fraction of the total
number of intact cells in the control group. For each combi-
nation of exposure level and reflector configuration, three
independent experiments were carried out, from which the
average value and standard deviation were calculated.

D. Statistical analysis

The paired student’st-test was used to determine statis-
tically significant differences (p,0.05) between the results
produced by the standard and modified lithotripter shock
waves.

II. RESULTS

A. Physical characterization
1. Pressure waveforms and distribution

Examples of pressure waveforms generated atF2 using
different reflector configurations are shown in Fig. 3. With

FIG. 2. A schematic diagram of the experimental setup for high-speed shad-
owgraph imaging of bubble dynamics and shock wave–bubble interaction
produced by an XL-1 lithotripter; M: mirror.
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the standard reflector, a single LSW was recorded about 144
ms after the spark discharge. In comparison, using the staged
double-ellipsoidal reflectors, an LSW and a weak shock
wave preceding the lithotripter pulse by approximately 8.5
ms were recorded@Fig. 3~A! and~B!#. Due to a higher propa-
gation speed of the shock wave, the arrival time of the LSW
at F2 and the time delay between the PSW and the LSW
were slightly reduced from the corresponding values~147
and 10ms, respectively! calculated based on acoustic wave
propagation. Compared to the lithotripter pulse, the PSW has
a similar temporal profile, but much smaller pressure ampli-
tudes. In addition, as the surface area of the annular ring
reflector increases~from D2 to D3, to D6!, the PSW becomes
stronger@Fig. 3~A!# while the ensuing lithotripter pulse~re-
flected from the remaining surface area! becomes weaker
@Fig. 3~B!#.

The pressure distribution of the strongest PSW, gener-
ated by reflector configuration D6, is shown in Fig. 4. The
maximum pressure was measured slightly~;0.5 mm! be-
yondF2, along the major axis of the reflector. AtF2, a peak
positive pressure (P1) of 5.53 MPa and a peak negative
pressure (P2) of 21.91 MPa were recorded. Using the
positive-pressure curve, the26-dB beam size of the preced-
ing pulse was determined to be 531.2 mm along and trans-
verse to the major axis of the reflector, respectively. In con-
trast, the maximum positive pressure of the LSW was
measured about 10 mm beyondF2, for both the standard
~100 MPa! and D3~89.6 MPa! reflector configurations~Fig.
5!. This significant shift of the maximum positive pressure
beyondF2 is caused by the nonlinear propagation of the

lithotripter shock wave.26 At F2, the values ofP1 and P2

were measured to be 67.6 and217.6 MPa using the standard
reflector, and 61.7 and215.2 MPa using the D3 reflector,
respectively. These peak positive-pressure values are similar
to the ones reported previously for the XL-1 lithotripter.27

The peak negative value, however, is consistently higher
than the typical values measured by a fiberoptic hydrophone
either in water~210.4 and29.3 MPa at 14 and 18 kV,
respectively1!, or in a 5-ml polyethylene pipette 40 mm long
and 12 mm in diameter filled with freshly drawn heparinized
human blood washed to a hemoglobin content of 10 g/L
~27.7 MPa at 30 kV28!. This difference is presumably due to
the higher tensile strength of the castor oil that encloses the

FIG. 4. Distribution of the peak pressure of the preceding shock wave
generated by the D6 annular ring reflector configuration at 25 kV. Long.:
longitudinal or along the shock wave axis, and Trans.: transverse to the
shock wave axis atF2.

FIG. 5. Distribution of the peak pressure of the lithotripter shock wave
generated by the standard and D3 reflector configuration along the major
axis of the ellipsoidal reflector at 25 kV.

FIG. 3. Representative pressure waveforms produced by the standard~STD!
and different modified reflectors~D2, D3, and D6! at 25 kV: ~A! preceding
shock waves~PSW!, and ~B! PSW and lithotripter shock waves~LSW!.
Note that the vertical scale in~B! is 10 times that of~A!.

2001 2001J. Acoust. Soc. Am., Vol. 105, No. 3, March 1999 Zhong et al.: Shock wave–inertial microbubble interaction



PVDF membrane. In addition, the maximum negative pres-
sure of the LSW was measured atF2, instead of shifting
closer to the shock wave source as reported from other
lithotripters.14,29The reason for this discrepancy is unknown.
The 26-dB beam size of the LSW produced by standard
reflector is 2235 mm along and transverse to the lithotripter
axis, respectively. Similar beam sizes, 2334 and 28
37 mm, were measured using the D3 and D6 reflector con-
figurations, respectively. Table II summarizes the peak posi-
tive and peak negative pressure, and beam sizes of the pre-
ceding and lithotripter shock waves, produced by different
reflector configurations.

The temporal parameters of the preceding and lithot-
ripter shock waves produced at 25 kV are shown in Table III.
The rise time (t r) of the shock front was measured by the
time duration from 10% to 90% ofP1. The positive (t1)
and negative (t2) pulse durations of the shock waves were
measured by the zero-crossing duration of the positive and
negative cycles, respectively. In general, the PSW has a
longer rise time, but shorter pulse duration, compared to the
LSW. In addition, for the modified reflectors, the values of
t r , t1, and t2 for both the preceding and lithotripter shock
waves all become larger as the surface area of the annular
ring reflector increases~from D2 to D3, to D6!. Of particular
interest was that the rise time of lithotripter shock fronts
generated by the modified reflectors was found to be longer
than that produced by the standard reflector. This increased
rise time seems to correlate with the reduced peak pressure
of the LSW, which may be caused partially by the slightly
reduced reflector surface area and partially by the scattering
of lithotripter shock waves from the inertial microbubbles.

In a separate experiment, we have acoustically masked
the portion of the LSW in the shadow of the annular ring
reflector by acoustic barrier materials. The acoustic masks
were made essentially into the shape of the individual ring

segments, except that the inner surface of the masks forms a
cone enclosing the shock wave reflected from the XL-1 re-
flector. Therefore, even when different reflector combina-
tions were used, the LSW was reflected effectively from the
same surface area. Pressure measurements at 20 kV show
that as the surface area of the annular ring reflector increases
~from D2 to D3, to D6!, P1 of the LSW decreases signifi-
cantly whilet r increases substantially from the values corre-
sponding to the standard reflector@Fig. 6~B!#. SinceP2 of
the PSW also increases significantly from D2 to D6@Fig.
6~A!#, the size and density of inertial microbubbles generated
in front of the LSW should increase accordingly, resulting in
a stronger shock wave–inertial microbubble interaction~see
also Fig. 8!. Hence, these results indicate that the amplitude
of the LSW is influenced by the scattering of the LSW from
the microbubbles generated by the preceding pulse. Similar
amplitude reduction and shock front thickening effects were
also observed when lithotripter shock waves were scattered
by stable glass beads suspended in castor oil.25

2. High-speed photography

Figure 7 shows a selection of high-speed shadowgraphs
taken at different time instants after the spark discharge at 25
kV, using the standard ellipsoidal reflector. Several impor-
tant features can be observed. The incident shock wave,
moving upward, consists of a concave central part corre-
sponding to the focused shock front, and a convex part origi-
nating from the wave diffraction at the aperture of the
reflector.30 The diffracted waves propagated laterally along
the focused shock front and crossed on the central axis of the
reflector. Due to nonlinear wave propagation, the diffracted
and focused shock waves merged together to form a flattened
shock front beyond the geometric focus of the reflector~see
the third frame of Fig. 7!. The position corresponding to the

TABLE II. Peak pressure at lithotripter focus and beam size at 25 kV.a

Reflector
configuration

Preceding shock wave Lithotripter shock wave

P1

~MPa!
P2

~MPa!
Beam size

~mm!
P1

~MPa!
P2

~MPa!
Beam size

~mm!

Standard 67.664.49 217.662.21 6322
D2 2.8860.48 21.1060.38 61.765.03 219.463.36
D3 3.0160.32 20.9660.32 61.762.63 215.262.71 4323
D6 5.5360.50 21.9160.23 1.235 56.962.87 29.363.08 7328

aBeam size was determined by26-dB range of the peak positive pressure.

TABLE III. Temporal parameters of the shock waves at 25 kV.

Reflector
configuration

Preceding shock wave Lithotripter shock wave

t r
a

~ns!
t1b

~ms!
t2c

~ms!
t r

a

~ns!
t1b

~ms!
t2c

~ms!

Standard 2064.4 0.8260.27 3.8360.69
D2 126631 0.3760.05 0.8560.26 2467.4 0.5160.05 1.7760.06
D3 135622 0.3860.03 0.9360.16 2765.9 0.7660.29 2.7660.94
D6 142639 0.4860.13 1.6260.57 3869.5 0.7960.24 3.0160.35

at r : Rise time of the shock front, measured from 10% to 90% of the peak positive pressure.
bt1: Positive pulse duration, measured by the zero-crossing duration of the positive cycle of the shock wave.
ct2: Negative pulse duration, measured by the zero-crossing duration of the negative cycle of the shock wave.
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strongest wave focus on this propagating, flattened shock
front is called Mach stem.30 This observation is consistent
with the shift of the peak positive pressure of the lithotripter
shock waves, measured by the PVDF hydrophone.

Because of the temporal profile of the shock wave, cavi-
tation bubbles were induced in the wake of the shock front
where the tensile pressure is high. Most of these bubbles
were observed to expand initially to a maximum size of 3–4
mm and then collapse violently, producing secondary shock
wave emission which could be visualized as spherically di-
vergent circular rings surrounding the collapsed bubbles~see
the framet5740ms in Fig. 7!. During the initial expansion,
individual bubbles were nearly spherical and separated from
each other. However, in the later stage of the expansion,
significant bubble aggregation was observed in regions near

the shock wave axis, leading to the formation of large
bubbles of 5–7 mm in diameter~see, also, the framet
5740ms in Fig. 7! with various shapes. This aggregation
process appears to extend the duration of bubble expansion
significantly from the corresponding values for the isolated
single bubbles. When the large, aggregated bubbles col-
lapsed, much stronger secondary shock wave emission was
produced~frame t5900ms in Fig. 7!.

When a staged double-ellipsoidal reflector was used,
three major differences in the high-speed shadowgraphs
could be noticed@Fig. 8~A!#. First, a PSW produced by the
reflection and diffraction of the incident shock wave from the
inserted reflector was observed ahead of the LSW. This PSW
consists largely of diffracted waves from both the upper and
lower rims of the annular ring reflector, with both waves
crossing on the central axis of the reflector. In addition, an-
other weak shock wave was also observed in between the
preceding pulse and the LSW. This additional wave is specu-
lated to correspond to the portion of the LSW that is in the
shadow of the inserted reflector, which is accelerated while
passing diagonally through the brass reflector. Second, small
inertial bubbles were induced by the PSW, and expanded to
a size of 100–200mm, with a few grown to a size up to 400
mm ~measured directly from enlarged images! before being
collapsedin situ by the incident LSW. Consequently, strong
secondary shock wave emission was generated immediately
following the propagating lithotripter shock front, visualized
as numerous circular rings. Third, the collapse of some iner-
tial microbubbles by the lithotripter shock front appeared to
be asymmetric, resulting in the formation of microjets@label
‘‘J’’ in Fig. 8 ~A!# along the wave-propagation direction. In
general, as the PSW becomes stronger, increased numbers of

FIG. 6. Peak pressure and rise time of the shock waves produced by differ-
ent reflector configurations at 20 kV:~A! the preceding shock wave, and~B!
the lithotripter shock wave.

FIG. 7. Representative high-speed shadowgraphs of the incident lithotripter shock wave and subsequent dynamics of cavitation bubbles, produced by the XL-1
lithotripter at 25 kV with the standard reflector~Frame size519325 mm, W3H!. The incident shock wave propagates from the bottom to the top of the frame.
The number on top of each image frame indicates the time delay from the spark discharge in microseconds. The cross symbol indicates the geometric focus
(F2) of the lithotripter. LSW: lithotripter shock wave, and DW: diffracted wave.
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microjets will be formed following the lithotripter shock
front. After the initial collapse, most microbubbles re-
bounded and re-expanded again under the influence of the
tensile stress of the LSW. These bubbles again reached a
maximum size in several hundred microseconds and then
collapsed rapidly, generating strong secondary shock wave
emission.

To better visualize the dynamics of the inertial mi-
crobubbles induced by the PSW, we have acoustically
masked the focused LSW by acoustic barrier materials. Fig-
ure 8~B! shows that the inertial microbubbles were induced
following the PSW and expanded to a maximum size at;t
5145ms, before they collapsed aroundt5155ms. Simi-
larly, the maximum size of most bubbles was measured to be
in the range of 100–200mm, with a few up to 400mm. It
should be noted that a diffracted wave associated with the
LSW ~only the focused shock front was blocked! was also
produced, which may influence the collapse of the inertial
microbubbles.

Similar characteristics of shock wave propagation andin

situ microbubble–shock wave interaction were also observed
inside the pipette used for the bioeffects study~Fig. 9!. In
this series of experiments, the pipette was filled with saline
solution, and a yellow filter was used to reduce the light
intensity in the surrounding water so that a uniformly illumi-
nated image could be recorded. Using the modified reflec-
tors, inertial microbubbles were induced in front of the
lithotripter shock wave~frames 1 and 2!, and a more uni-
formly distributed bubble cluster was produced inside the
pipette~frame 4!, compared to the standard reflector. In the
later stage~.200 ms!, larger bubbles were formed both in-
side and on the exterior surface of the pipette wall, with the
later ones lasting longer. Therefore, a clear and complete
sequence of the bubble expansion and collapse inside the
pipette could not be obtained.

3. Acoustic emission (AE)

Using both the standard and modified reflectors, AE sig-
nals with at least two distinct, temporally separated pressure

FIG. 8. Representative high-speed shadowgraphs of the incident shock waves and subsequent dynamics of cavitation bubbles produced by the XL-1
lithotripter at 25 kV, with~A! the D6 modified reflector, and~B! D6 reflector, but the focused portion of the LSW was blocked by acoustic barrier materials
~Frame size is 19325 mm, W3H!. The incident shock wave propagates from the bottom to the top of the frame. The number on top of each image frame
indicates the time delay from the spark discharge in microseconds. The cross symbol indicates the geometric focus (F2) of the lithotripter. LSW: lithotripter
shock wave, PSW: preceding shock wave, IMB: inertial microbubble, DW: diffracted wave, and J: jet.
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bursts were recorded~Fig. 10!. The first pressure burst~1°!
corresponds to the initial compression~or collapse! and sub-
sequent expansion of cavitation nuclei~or inertial mi-
crobubbles! by the incident LSW, and the second burst~2°!
to the collapse of the large, aggregated bubbles. The collapse
of small individual bubbles may contribute to the weaker
pressure spikes observed before the second burst. In water, a
third pressure burst~3°! was often recorded, which was
found to correlate with the second collapse of the aggregated
large bubbles after their first rebound. Using the modified
reflector (D6), the peak pressure of the first AE burst was
found to be much stronger than that produced by the stan-
dard reflector. This is primarily caused by thein situ shock

wave–inertial microbubble interaction, with resultant violent
collapse of microbubbles and strong secondary shock wave
emission. The scattering of the incident LSW from the mi-
crobubbles may also contribute to the increased peak pres-
sure in the first AE burst. In addition, the collapse time of the
bubble cluster (tc), defined as the time delay between the
maximum pressure peaks of the first and second AE bursts,
was found to increase from standard to double reflectors in
accord with the strength of the PSW@Fig. 11~A!#. A similar
increase in the peak-to-peak amplitude of the first AE burst
was also observed@Fig. 11~B!#. However, the peak-to-peak
pressure of the second AE burst was almost independent of
the reflector configuration@Fig. 11~B!#, since it is determined
primarily by the inertial collapse of the expanded bubbles.
When acoustic-barrier materials were used to mask the fo-
cused LSW, the collapse time of the microbubbles induced
by the PSW was determined to be between 9 and 17ms. If
we neglect the influence of the diffracted wave@see Fig.

FIG. 9. Representative high-speed shadowgraphs of the incident lithotripter shock waves and subsequent dynamics of cavitation bubbles in pipettes, produced
by the XL-1 lithotripter at 25 kV, with~A! the standard, the modified~B! D3, and~C! D6 reflectors~Frame size is 19325 mm, W3H!. The incident shock
wave propagates from the bottom to the top of the frame.

FIG. 10. Acoustic emission~AE! signals produced in water by the XL-1
lithotripter at 25 kV, using the standard~STD! and modified~D6! reflectors.
The collapse time of the bubble cluster,tc , is determined by the time delay
between the peak pressure of the first~1°! and second~2°! AE bursts.

FIG. 11. ~A! Collapse time (tc) and ~B! peak-to-peak pressure of the
acoustic-emission signals produced by the XL-1 lithotripter at 25 kV, using
the standard and modified reflectors.
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8~B!# on bubble oscillation, these values would correspond
to spherical bubbles with a maximum diameter between 90
and 170mm, based on the Rayleigh collapse time for a
vapor-filled cavity.16 These estimated maximum-bubble di-
ameters were slightly smaller than the values measured di-
rectly from high-speed images~Fig. 8!, presumably because
the diffracted wave may accelerate the collapse of the inertial
microbubbles. Since the time delay between the PSW and
LSW is 8.5ms, this result suggests that some microbubbles
may be collapsed by the LSW near their maximum size
while others may be collapsed after their maximum expan-
sion. Furthermore, a close examination of the initial portion
of the first AE burst has revealed some subtle differences
between bubble activity produced by the standard and modi-
fied reflectors@Fig. 12~A!#. In a 20-ms time window~from
202 to 222ms, corresponding to the lithotripter shock front
moving from 15 mm in front ofF2 to 15 mm beyondF2),
the averaged amplitude~rms! of the AE signal produced by
the D6 reflector configuration was found to be significantly
stronger than that by the standard reflector@Fig. 12~B!#. This
result confirms again thatin situ shock wave–microbubble
interaction produces strong bubble collapse and secondary
shock wave emission.

B. Bioeffect study

To assess the bioeffects of the modified shock waves,
we tested the shock wave-mediated dextran transfer to a line
of T-cell hybridoma that resembles activated T
lymphocytes.31 These hybridoma cells possess morphologi-
cal and physiological features typical of most hematopoietic
cells. In addition, the uniform cellular and nuclear morphol-
ogy of the cell line allows easy detection of cellular damage
and necrosis by DIC microscopy. Necrosis is also detected
by trypan blue assay. Dextrans were chosen to characterize
the efficiency of shock wave-induced membrane permeabili-
zation because they are branched polysaccharide molecules
that are noncharged, yet highly hydrophilic. These mol-
ecules, with an average molecular weight of 70 kD, mimic
many globular proteins and hydrophilic macromolecules in
their biophysical properties in aqueous solutions. The fluo-
rescently conjugated dextran molecules also allow quick de-
tection of the macromolecule transfer across the cell mem-
brane, minimizing errors in quantification due to exocytosis.

The results of our bioeffect study clearly revealed an
exposure-dependent response in cell membrane-
permeabilization efficiency, and cell mortality and injury,
shown in Figs. 13–15, respectively, after shock wave treat-
ment at 25 kV. Using standard lithotripter shock waves, per-
meabilization efficiency was found to increase initially with
the number of shock waves delivered to the target cells, and
reach a maximum value of 11.2% at 100 shocks. In compari-
son, with double reflectors the maximum permeabilization
efficiency was achieved between 50 and 100 shocks. Inter-
estingly, at 50 shocks the permeabilization efficiency pro-
duced by the D3 reflector configuration~15%! was found to
be consistently higher than that produced by the standard
reflector ~7.8%!, while corresponding values from the D2
and D6 reflector configurations~5.8% and 7.4%, respec-
tively! were lower~Fig. 13!. This result suggests that there is

an optimal combination of the preceding and lithotripter
shock waves that can produce the best permeabilization effi-
ciency, presumably related to the optimal shock wave–
microbubble interaction. For cell mortality, the double re-
flector produces consistently higher cell death when the
number of shock waves delivered exceeds 100 shocks, com-
pared to the standard reflector. Similar results were also ob-
served for cell injury, which are shifted only slightly above
the mortality curves. This result indicates that most cells
were physically damaged, and only a small percentage of the
intact surviving cells was physiologically impaired. After
250 shocks at 25 kV, the maximum injury produced by the
double reflectors ranged from 70%–78%, compared to 63%
by the standard reflector. These findings demonstrate clearly
that shock wave–inertial microbubble interaction could be
used selectively to improve the bioeffect of lithotripter shock
waves.

III. DISCUSSION

The interaction of a lithotripter shock wave with an ar-
tificially produced stable air bubble has been studied
previously.18 It was shown that corresponding to the tempo-

FIG. 12. ~A! Expansion of the initial portion of the acoustic-emission sig-
nals produced by different reflector configurations at 25 kV. A 20-ms win-
dow ~from 202 to 222ms!, indicated by arrows, corresponds to the lithot-
ripter shock front moving from 15 mm in front ofF2 to 15 mm beyondF2.
~B! rms of the acoustic emission signals in the 20-ms window shown in~A!.
The peak-to-peak amplitude produced by the D6 reflector configuration is
significantly higher (p,0.04) than that from the standard reflector.
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ral profile of the shock wave, bubbles within a certain size
range will be collapsed asymmetrically, leading to the for-
mation of microjets along the wave propagation direction.
For a typical XL-1 lithotripter shock wave, this initial size
~diameter! range is between 0.5 and 1.5 mm, with maximum
jet velocity obtained at a bubble diameter of;1.0 mm.18

When the size of the stable bubble decreases, the momentum
transfer during shock wave–bubble interaction also de-
creases, resulting in a lower potential for asymmetric col-
lapse of the bubble. Using the XL-1 lithotripter, it was
shown that as the bubble diameter becomes less than 500
mm, microjets would not be produced consistently.18 Fur-
thermore, the internal pressure of a stable bubble increases
rapidly when compressed by a lithotripter shock front~as-

suming adiabatic gas compression inside the bubble!, leading
to a cushion effect against the violent collapse of the bubble.

In comparison, using the modified reflectors, inertial mi-
crobubbles are produced acoustically and expanded more
than 4600–37 000 times ~corresponding to Db,max

5100– 200mm and assuming initial cavitation nuclei are 6
mm in diameter! in volume before being collapsedin situ by
the lithotripter shock front. Because of this large expansion,
the internal pressure of the inertial microbubble when im-
pinged by a lithotripter shock wave is much lower compared
to a stable bubble of the same size. Therefore, the cushion
resistance against the collapse of inertial microbubbles is
very low. This explains why violent collapse of the inertial
microbubbles and microjet formation were produced consis-
tently using the modified reflectors, as revealed by high-
speed shadowgraphy. Based on the results of AE measure-
ments, it is also interesting to note that the forced collapse of
inertial microbubbles is as strong as or even stronger than the
inertial collapse of large bubbles. Considering that the
bubble expansion produced by current lithotripter shock
wavesin vivo could be severely constrained by surrounding
tissue and may cause capillary and small blood-vessel
rupture,32 shock wave–inertial microbubble interaction ap-
pears to be an attractive alternative for shock wave-mediated
drug delivery and gene transferin vivo. If lithotripter shock
waves can be further optimized to minimize the tensile
stresses, shock wave–inertial microbubble interaction could
provide a better pressure waveform for macromolecule de-
livery in vivo, with less potential for vascular injury.

Forced collapse of inertial cavitation bubbles may also
be produced by phase-inverted lithotripter shock waves. Sev-
eral groups have used pressure-release reflectors to invert
typical lithotripter shock waves to produce a pressure wave-
form with a leading tensile component followed by a com-
pressive wave.33–35 With such a phase-inverted lithotripter
shock wave,in situ shock wave–inertial bubble interaction
could also be produced.35 However, because there is no time

FIG. 13. Exposure-dependent permeabilization efficiency of mouse T-cell
hybridoma at 25 kV. The permeabilization efficiency produced by the D3
reflector configuration at 50 shocks is significantly higher (p,0.03) than
that from the standard reflector.

FIG. 14. Exposure-dependent cell mortality of mouse T-cell hybridoma at
25 kV. The maximum cell mortality produced by the modified shock waves
is significantly higher (p,0.004) than that from the standard reflector.

FIG. 15. Exposure-dependent cell injury of mouse T-cell hybridoma at 25
kV. The maximum cell injury produced by the modified shock waves is
significantly higher (p,0.02) than that from the standard reflector.
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delay between the leading tensile wave~which is quite
strong! and the following shock front, the shock wave–
bubble interaction occurs during the initial rapid-expansion
phase of the bubbles. Consequently, a significant portion of
the shock wave energy is consumed to terminate the rapid
expansion of the bubbles, and thus less shock wave energy is
used for the collapse of the bubbles. In addition, the phase-
inverted lithotripter shock waves are less flexible in terms of
controlling the area of shock wave–bubble interaction, as
well as the pressure and energy ratio between the leading
tensile wave and the following compressive wave, since both
waves are generated by the same reflector surface. In com-
parison, using an annular ring reflector a preceding weak
shock wave with a tensile stress sufficiently strong to induce
inertial microbubbles can be produced. The strength and the
time delay between the preceding pulse and lithotripter
shock wave can be adjusted so that the inertial microbubbles
are collapsed near their maximum size. Thus, most of the
lithotripter shock wave energy consumed during the shock
wave–inertial microbubble interaction is used for the col-
lapse of the bubbles. Moreover, by adjusting the size and
configuration of the annular ring reflector, we can also con-
trol the size and distribution of inertial microbubbles around
the lithotripter focal point. This strategy may be used to con-
trol the volume of shock wave–bubble interaction to achieve
optimal therapeutic effects~i.e., drug delivery and gene
transfer! to the target cells with minimal damage to sur-
rounding tissues. Our results indicate that an appropriate
temporal relationship between the preceding shock wave,
which induces inertial microbubbles, and the ensuing lithot-
ripter shock wave, which collapses the microbubbles, is
needed in order to achieve the best permeabilization effi-
ciency.

IV. CONCLUSIONS

A method of producingin situ shock wave–inertial mi-
crobubble interaction was developed and testedin vitro. A
series of physical measurements utilizing PVDF hydrophone,
high-speed shadowgraph imaging, and passive cavitation de-
tection revealed that the forced collapse of inertial mi-
crobubbles in a lithotripter field generates strong secondary
shock wave emission and the formation of microjets along
the shock wave-propagation direction. These unique fea-
tures, absent from bubble dynamics induced by the standard
lithotripter shock waves, contribute to the significantly en-
hanced cell injury at high exposure~.100 shocks!, and the
substantially augmented membrane permeabilization effi-
ciency at low exposure~50–100 shocks! when an optimal
pulse combination is used. Our results also suggest that
shock wave–inertial bubble interaction may be tailored for
different biomedical applications. For instance, shock wave–
inertial microbubble interaction may be used to enhance
SWL-mediated drug delivery and gene transfer, taking ad-
vantage of the small bubble size~,200 mm! that is compa-
rable to small blood vessels. On the other hand, the interac-
tion of lithotripter shock waves with larger cavitation
bubbles~.1 mm! may be more suitable for tissue destruc-
tion, utilizing the strong bubble expansion and subsequent
violent collapse of the bubbles.
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Effects of deafening on the calls and warble song of adult
budgerigars (Melopsittacus undulatus)
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Budgerigars are small Australian parrots that learn new vocalizations throughout adulthood. Earlier
work has shown that an external acoustic model and auditory feedback are necessary for the
development of normal contact calls in this species. Here, the role of auditory feedback in the
maintenance of species-typical contact calls and warble song in adult budgerigars is documented.
Deafened adult birds~five male, one female! vocalized less frequently and showed both
suprasegmental and segmental changes in their contact calls and warble song. Contact calls of all
adult-deafened budgerigars showed abnormalities in acoustic structure within days to a few weeks
following surgery. Within 6 months of surgery, nearly all contact calls produced by deafened birds
were strikingly abnormal, showing highly variable patterns of frequency modulation and duration.
The warble song of deafened male budgerigars also differed significantly from that of normal
budgerigars on several acoustic measures. These results show that auditory feedback is necessary for
the maintenance of a normal, species-typical vocal repertoire in budgerigars. ©1999 Acoustical
Society of America.@S0001-4966~99!03702-9#

PACS numbers: 43.80.Ka, 43.80.Nd, 43.70.Bk@FD#

INTRODUCTION

It is well known that auditory feedback is critical for
normal vocal development and vocal learning in young song-
birds. Much less is known about the role of auditory feed-
back in the maintenance of normal vocal repertoires in adult-
hood. For the songbird species that have been investigated to
date, deafening has a profound effect on the development of
learned vocalizations~e.g., Brenowitz and Kroodsma, 1996;
Konishi, 1965a, 1965b; Marler, 1991; Nottebohm, 1968!,
while deafening later in life often yields more complicated
and sometimes more subtle effects. Some oscine songbirds
such as white-crowned sparrows~Zonotrichia leucophrys!
and chaffinches~Fringilla coelebs! can maintain their vocal
repertoire for years if deafened in adulthood after song crys-
tallization ~Konishi, 1965a; Konishi and Nottebohm, 1969!.
The stability of song syntax and phonology in the absence of
auditory feedback for these species may be related to the fact
that they are closed-ended learners and normally do not
change their song-syllable repertoires as adults. Consistent
with this notion is the observation that canaries~Serinus ca-
naria!, who add and delete song notes seasonally throughout
adulthood~open-ended learners!, show signs of song disrup-
tion within a week of deafening, and profound deterioration
within a month ~Nottebohmet al., 1976; Nottebohm, per-
sonal communication, 1997!.

More recent experiments with Australian zebra finches
~Taeniopygia guttata! and Bengalese finches~Lonchura
striata var. domestica! have challenged the simple di-
chotomy that open-ended learners require auditory feedback
for song maintenance and closed-ended learners do not.
While both finches are closed-ended learners, zebra finches
show signs of song disruption within 1–2 months of deafen-
ing, and profound deterioration in song over a period of sev-

eral months ~Nordeen and Nordeen, 1992!. Bengalese
finches, on the other hand, show marked changes in song
structure even within a few days of deafening, followed by
deterioration of song phonology similar to that of zebra
finches over a matter of months~Okanoya and Yamaguchi,
1997; Watanabe and Aoki, 1996; Wooley and Rubel, 1996!.
The difference in time course and pattern of vocal degrada-
tion between these two species may be related to differences
in the flexibility of adulthood song structure~Okanoya and
Yamaguchi, 1997!. Although neither species normally
changes its adult syllable repertoire, zebra finches produce
song syllables in a highly stereotyped order, whereas Ben-
galese finches demonstrate plasticity in syllable ordering or
syntax. This suggests that the dependence on auditory feed-
back for song maintenance in adulthood may be related not
only to plasticity of segmental vocal features~e.g., the pitch,
amplitude, and duration of syllables!, but also to flexibility in
suprasegmental features~e.g., the syntax and rate of syl-
lables!.

While the requirement for auditory feedback in the de-
velopment and maintenance of vocal behavior is most con-
spicuous in humans and songbirds, deafening does affect vo-
cal behavior to a lesser degree in a wide variety of animals.
For instance, kittens deafened early in life produce louder
calls than normal-hearing kittens even in adulthood~Romand
and Ehret, 1984; Shipleyet al., 1988!. Moreover, the calls of
deafened kittens are abnormal in other ways including an
elevation of fundamental frequency, an increase in low-
frequency harmonics, and a delay in the acquisition of rapid
frequency and amplitude modulations~Romand and Ehret,
1984; Shipleyet al., 1988!. Deafening also has a small but
demonstrable effect on both suprasegmental and segmental
aspects of many species-typical vocal signals of nonpasse-
rine birds that do not learn their vocalizations~Konishi,
1963; Nottebohm and Nottebohm, 1971!.

There is remarkably little information on the effects of
a!Author to whom correspondence should be addressed. Electronic mail:
dooling@bss3.umd.edu
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deafening on vocal output in adult animals that have ac-
quired their species-specific adult repertoire. Studies in hu-
mans show that hearing-impaired children use high-pitched
vocalizations and show abnormal variations in fundamental
frequency and abnormal stress patterns~Martony, 1968;
Monsen, 1978a, 1978b, 1979; Smith, 1975!. It is also well
established that the characteristics of vocal output disinte-
grate following profound hearing loss in postlingually deaf-
ened children~Binnie et al., 1982! and adults~Waldstein,
1990!. Recent experiments show that the speech of cochlear-
implant patients immediately undergoes specific changes
when the implant is turned off~Tobey, 1993!.

The present study investigated the effects of deafening
on the maintenance of normal calls and songs in a small
Australian parrot, the budgerigar~Melopsittacus undulatus!.
Budgerigars are well known for their vocal plasticity and for
their ability to learn and imitate a wide variety of complex
sounds throughout adulthood~see, for example, Dooling,
1986; Farabaughet al., 1992; Farabaughet al., 1994!. Since
vocal learning is believed to have evolved independently in
psittacines and passerines~Nottebohm, 1972!, it is of interest
to know whether the effects of adult deafening in psittacines
are similar to that observed in passerines. As far as we know,
there have been no studies of the effects of adult deafening in
parrots in spite of the fact that vocal learning appears to be
widespread among psittacines~Farabaugh and Dooling,
1996!.

Previous studies have shown that budgerigars deafened
early in life, or reared in acoustic isolation, fail to develop
normal contact calls~Dooling et al., 1987; Doolinget al.
1990!. The present experiments extend the effect of deafen-
ing on the maintenance of learned contact calls and warble
song to adult budgerigars. Given that adult parrots show ex-
ceptional plasticity in both segmental and suprasegmental
vocal features, we expected that budgerigars would demon-
strate a high degree of dependence on auditory feedback for
the maintenance of normal calls and song.

I. METHODS

A. Subjects

The subjects deafened in these experiments were five
adult male and one adult female budgerigars. Four additional
adult budgerigars~two male, two female! were used in the
behavioral observation experiments. In addition, warble song
was analyzed for one adult male budgerigar which was deaf-
ened at three weeks of age~Dooling et al., 1987!, one adult
male budgerigar which was deafened at 9 days of age
~Heaton and Brauth, 1996!, and two adult male budgerigars
which were isolated as nestlings~Farabaughet al., 1992!.
These latter birds had been individually isolated from ap-
proximately 3 weeks to 8 months of age, but had been living
in a large aviary with 50–100 other budgerigars for several
months prior to vocal recording. All adult budgerigars had
been in our possession for at least one year prior to experi-
mentation; however, since many were purchased from com-
mercial vendors, their exact ages were unknown. The birds
were housed and fed in aviaries at the University of Mary-
land and kept on a normal photoperiod correlated with the

season. All procedures were conducted under the auspices of
protocols approved by the campus Animal Care and Use
Committee.

B. Deafening

The birds were deafened by bilateral extirpation of the
cochlea using the procedures described by Konishi~1963!
for deafening domestic fowl. Briefly, the deafening proce-
dure involved first anesthetizing each subject with a mixture
of ketamine hydrochloride~40 mg/kg, IM! and xylazine hy-
drochloride~10 mg/kg, IM!. Next the tympanic membrane
was excised, and the columella and columellar footplate
were pulled from the vestibular window with a pair of
curved forceps. Finally, using a fine-hooked tungsten wire,
the entire basilar papilla and lagena were pulled from the
bony labyrinth. The subject’s ears were then filled with an
antibacterial ointment~Neosporin!, and it was given an in-
tramuscular injection of the xylazine-reversing agent yohim-
bine hydrochloride~0.275 mg/kg; Heaton and Brauth, 1992;
Kilander and Williams, 1992!. The recovering bird was
placed in a humidity- and temperature-controlled incubation
chamber until it perched. It was then returned to the vivarium
and periodically monitored for signs of discomfort and for
complications arising from surgery. Subjects were killed 1–2
years after deafening for postmortem examination of each
middle ear to confirm complete extirpation of the cochlea.

C. Recording

Samples of each bird’s vocal repertoire were recorded
both before and after surgery in a sound-attenuated chamber
lined with acoustic foam wedges. The front and top of the
chambers were made of clear acrylic~Plexiglas! so that we
could elicit vocalizations from subjects by providing visual
contact with their cagemates. Calls and song were recorded
through an Electro-Voice~model PL50N/D! microphone
connected to a Digitech digital-delay system~model
RDS4000!. Real-time output from the delay board was fed to
a Uher Akustomat F411 sound-activated relay switch that
turned on a Marantz PMD 221 cassette recorder. This appa-
ratus allowed time-delayed output~1-s delay! of the bird’s
vocalization to reach the recorder after the tape was at full
speed. Approximately 200 contact calls were collected dur-
ing presurgical recording sessions for each bird. By contrast,
birds typically vocalized less frequently after deafening, so
some recording sessions lasted for days in order to acquire
multiple contact calls. Warble song was particularly rare af-
ter deafening and was obtained from only two of the six
deafened adult subjects. Warble song was recorded with ei-
ther a Marantz PMD 221 cassette recorder or a Sony D7
digital-audiotape recorder.

D. Call analysis

Recorded contact calls were digitized with a Kay DSP
5500 sona-graph and stored as computer files~20 480
samples/s!. Calls were then analyzed and compared using a
commercial digital-signal-processing software package~SIG-

NAL, Engineering Design, Belmont, MA!. A sample of 50
consecutive pre-surgical contact calls was digitized for each
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subject. Each of the 50 calls recorded before deafening was
compared to every other call in the sample~50 calls gener-
ated 1225 unique pairwise comparisons! with a spectrogram
cross-correlation routine, generating a half matrix of correla-
tion coefficients ~similarity scores! ranging from 0 to 1
~Clark, Marler, and Beeman, 1987!. Each half matrix of
similarity scores for pre-surgical calls was then analyzed
with multidimensional scaling~MDS! and average-linkage
cluster analysis. Contact-call types~clusters! were identified
by examination of both MDS plots and cluster results. The
average pair-wise intercorrelations of calls in the call-type
groupings that emerged from the cluster analysis were in all
cases above 0.70. We then calculated the average similarity
~i.e., mean intercorrelation! of each call to the other calls of
the same type and ranked them based on these similarity
scores. The five calls with the highest intercorrelation were
taken as representative exemplars for that contact call type to
compare with post-surgical calls, since, by definition, they
had the highest average intercorrelation with all other calls of
the same type~see Heatonet al., 1995!.

Calls recorded after deafening for each subject were
compared to each other and to the five exemplar calls of each
subject’s pre-deafening call type~s! by spectrogram cross
correlation. A post-deafening call was considered to be of a
particular call type if the average similarity of that call to the
five exemplars of any of the pre-surgical dominant types was
greater than or equal to a criterion level of 0.65. This crite-
rion level for assignment was intentionally chosen to be
lower ~by 0.05! than the average similarity of pre-deafening
calls of each type to the five best exemplars. This more con-
servative criterion ensured that we would err on the side of
including rather than excluding post-deafening calls that
closely resembled a pre-deafening call type. The correlation
matrices were then analyzed by MDS to produce a spatial
map of the acoustic similarity among pre-surgical and post-
surgical contact calls, and spectrograms of these digitized
calls were produced with a Kay DSP 5500 sona-graph and a
Raytheon TDU-850 gray-scale printer.

To objectively define the number of contact-call types
and the average within-type call-similarity scores of normal
adult budgerigars, 40 contact calls were digitized for each of
five male and five female budgerigars and compared using
spectrogram cross correlation. Calls examined for each sub-
ject were produced consecutively during either one or two
recording sessions occurring no greater than 3 days apart,
and recording sessions were conducted at various dates over
a 2-year period. Call-similarity scores were analyzed for
each subject with both MDS and cluster analysis in order to
identify call-type groupings as described previously.

E. Warble song analysis

Budgerigar warble song consists of long sequences of
both broadband and tonal syllables that are diverse in struc-
ture, ranging from simple clicks to multinote, frequency-
modulated tonal syllables~Farabaughet al., 1992!. These
syllables are delivered at a variable tempo and variable loud-
ness depending on a variety of social factors, presumably
having to do with the animal’s level of arousal and reproduc-

tive state. Males at some times deliver soft warble in a non-
directed fashion while sitting alone on a perch, and at other
times deliver much louder warble directed at female birds
with great fervor during courtship bouts~Brockway, 1964,
1969; Farabaughet al., 1992; Nesporet al., 1996!. Because
of the acoustic complexity of warble, the fact that many of
the syllables are not stereotyped, and the high level of varia-
tion in temporal delivery, we analyzed the warble syllables
reported here on four rather basic characteristics: peak fre-
quency, bandwidth, duration, and the duration of interele-
ment interval. We used these relatively straightforward mea-
sures to characterize the warble of six normal adult male
budgerigars, and compare these results to the warble of adult
birds isolated as juveniles (n52), deafened as nestlings (n
52), or deafened as adults (n52) ~see Sec. I A!.

Recorded streams of warble song were digitized with a
Kay DSP 5500 sona-graph and stored as computer files
~20 480 samples/s!. Measurements from 500 warble elements
were made for each subject using a Kay Elemetrics DSP
sonograph~model 5500!. The dependent variables included
peak frequency, 20-dB down bandwidth, interelement inter-
val, and element duration. Settings for the sona-graph in the
spectropgraphic analysis mode, were frequency range: 8
kHz, time axis: 1 s/screen, and analysis filter: 300 Hz. Two
adjacent sounds greater than 10-ms duration were treated as
part of the same syllable if the interval between them was
less than 10 ms. For each of the four dependent variables, an
average frequency-of-occurrence histogram was obtained for
the six intact adult males. Histograms for each of the experi-
mental birds were compared to average histograms of the
normal adults using Kolmogorov–Smirnov~KS! tests.

F. Behavioral observations

Nine budgerigars~six males and three females! were
housed together in a large cage~60 3 36 3 24 in.! and
observed for the occurrence of behaviors which fell into five
broad categories: inactive~e.g., sleeping, sitting quietly!,
maintenance~e.g., eating, preening!, vocalizing, aggressive,
and affiliative ~e.g., nonaggressive interactions!. Of these
nine birds, four males had been deafened one year earlier.
One male and one female budgerigar were observed both
before and 1–3 weeks after deafening. Using a procedure of
focal animal sampling, the experimenter observed the birds
in daily 1/2-h sessions and recorded the total time a bird
spent in each of several pre-defined behavioral categories. A
total of two and one-half h of behavioral observations was
conducted on each bird. Behavior was coded such that a
subject was in one of the five categories at all times. Total
time spent in each behavioral category was combined for the
hearing males (n52), hearing females (n52), and deaf
males (n55), and differences in group means were tested
with t-tests. Mean times spent in each category measured
before and after deafening for one male and one female sub-
ject were likewise compared with t-tests.
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II. RESULTS

A. Behavioral observations

The percentage of time that hearing females (n52),
hearing males (n52), and deaf males (n55) spent in each
of the five behavioral categories is shown in Fig. 1~a!. Deaf-
ened males were less active than hearing males (p,0.01)
and vocalized less frequently than hearing birds (p,0.01).
Hearing females were less active than hearing males (p
,0.01) but not significantly different from deaf males on
this measure. Hearing females also vocalized less than hear-
ing males (p,0.01) but vocalized more frequently than deaf
males (p,0.01). The two birds observed both before and
after deafening @Fig. 1~b!# showed similar, significant
changes in their behavior in that they both became less active
and less vocal after deafening (p,0.01).

B. Contact calls

Post-surgical audio-recording sessions were initiated for
all six deafened adult budgerigars within 24 h after recovery
from anesthesia. Birds were either temporarily housed in the
recording chambers or placed there 4–10 h a day for the first
5–7 days after surgery. Recording sessions, each lasting
4–48 h were then conducted 1–2 times per week for 2

months, and then 1–2 times per month for a year. In spite of
this fairly intensive recording schedule, two of the six bud-
gerigars failed to produce a sufficient amount of warble song
or contact calls to analyze, and thus they were dropped from
further consideration. A somewhat intermediate response
was observed in subject Red Three, who did not vocalize in
the recording chambers for the first 8 weeks after surgery but
did produce a sufficient number of calls thereafter. By con-
trast, numerous contact calls were obtained from the other
three budgerigars during the first 1–2 weeks after deafening.
Thus, in terms of the frequency of vocalizing, there was con-
siderable variation in response to cochlear removal, from a
near-total lack of calling to only a slight reduction in calling
rate. The reduction in calling rate following deafening was
both significant and unusual, since pre-surgical recording
sessions for these and other birds typically yielded hundreds
of calls within a matter of hours. These results were entirely
consistent with the overall reduction of vocal behavior of
deafened birds noted in our behavioral observation experi-
ments.

Contact calls recorded during the first 2 months after
surgery for subjects Red Four, Orange Nine, and RD91-08
showed a dramatic change in call stereotypy compared with
pre-surgical calls. These changes were evident both by in-
spection of spectrograms and by quantitative analyses by
MDS. MDS plots of spectrogram similarity scores for calls
produced by two of these birds before deafening are shown
in Fig. 2~a!. Figure 2~b! shows spectrograms of five call ex-
emplars from each call category~cluster! shown in Fig. 2~a!.
Of the three deafened birds that vocalized most frequently,
subject Orange Nine showed relatively less initial vocal dis-
ruption, whereas contact calls from the other two birds, as
well as the first calls recorded from subject Red Three at 2–6
months after deafening, showed little resemblance to their
pre-surgical call patterns. To illustrate this difference in pre-
versus post-surgical contact-call production between birds,
MDS plots of spectrogram-similarity scores are compared in
Fig. 3 for a bird from each pattern of disruption: Orange
Nine ~less initial, more gradual disruption! and Red Four
~more rapid call disruption!. Since each MDS plot is calcu-
lated independently from the others, the salient point across
time periods is that calls produced after deafening are scat-
tered and no~Red Four! or only a few~Orange Nine! post-
deafening calls fall near the tight clusters of pre-deafening
calls. Spectrograms of these aberrant calls for each bird are
shown in Fig. 4.

Due to the variability in timing of successful post-
surgical recording sessions, contact calls were grouped for
analysis into three broad post-surgical time frames: 0–7
weeks, 2–9 months, and greater than 1 year. Although calls
recorded in the first time frame were obtained over several
recording sessions, sometimes separated by several weeks,
there was no clear relationship~either between or within sub-
jects! between time from surgery and degree of vocal disrup-
tion. This was based on both spectrogram cross-correlation
analysis with pre-surgical exemplars~see Sec. I! and visual
inspection of spectrograms. Across the three time periods
after deafening, however, phonological changes were evident
in the spectrograms of each subject’s contact calls~shown in

FIG. 1. Histograms~a! showing the percent of time spent in five behavioral
categories for hearing females (n52), hearing males (n55), and deaf
males (n55), and ~b! for a pair-bonded female~RD91-06! and male
~RD91-08! budgerigar before and 1–3 weeks after deafening.
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Figs. 3 and 4!. Along with a continued lack of stereotypy,
contact calls from all four subjects showed a drop in fre-
quency across the length of each call. Thus, spectrograms of
these calls showed an overall downward-sweeping pattern
even 1 year after deafening. This was evident not only in
randomly selected post-surgical contact calls from subjects
Orange Nine and Red Four, but also in the post-surgical calls
from Orange Nine which were the most similar to his pre-
surgical call patterns~Fig. 5!.

Previous work has shown that both male and female
adult budgerigars typically have one to several dominant
contact-call types in their repertoires~Farabaughet al.,
1994!. The subjects in this experiment had four~Red Three!,
three ~Red Four!, two ~Orange Nine!, and one~RD91-08!
dominant call types prior to deafening as determined by
spectrogram cross-correlation values~see Sec. I!. Only 2%–
16% of the pre-deafening contact calls for these birds failed
to fall into a particular call type~see, for example, open
circles in Fig. 2!. Within a year of deafening the reverse was
true, with only 0%–6% of post-deafening contact calls for
each bird meeting the criterion for inclusion into a pre-
deafening call type. The few calls of deafened birds that did
match a pre-surgical call type always matched the bird’s
most frequently produced call type prior to deafening.

The calls of these four subjects 1 year or longer after
deafening were extremely variable, phonetically degraded,
and typically bore little resemblance to the contact calls of
intact birds. Although the calls of deafened birds showed the
characteristic overall downward-sweeping pattern in fre-
quency, they also continued to show variable patterns of fre-
quency modulation. Consequently, new call types or clusters
were not clearly identifiable either visually~by inspection of
spectrograms! or quantitatively from post-surgical recording

sessions~see Fig. 3!—something which is unusual since bud-
gerigars typically maintain highly stereotyped contact-call
patterns even when learning new calls as adults~cf. Fara-
baughet al., 1994; Trillmich, 1976a, 1976b!. For example,
the contact-call repertoires of ten normal adult budgerigars
contained an average of 2.4 call types~s.d.51.07!, and calls
within each type had an average similarity of 0.74~s.d.
50.076!. Most notably, of the 40 calls examined for each
normal subject, only 0%–17.5% (x57.75%, s.d.55.71%!
failed to fall within a call type, whereas 94%–100% of the
deafened birds’ calls failed to fall into call types 1–2 years
after deafening. Figure 6 shows the percent of sampled calls
that fell into call types both before and after deafening for all
four subjects.

Calls produced by Orange Nine were initially less af-
fected by deafening than were the calls of the other birds.
Post-mortem examination of the bony labyrinths from all of
the deafened subjects, with special attention paid to those of
Orange Nine, showed that the basilar papillae of these birds
had been completely extirpated during surgery.

C. Warble song

The warble song of adult subjects either deafened or
isolated as juveniles, or deafened as adults, sounded abnor-
mal to the human ear. The warble song of deafened subjects,
in particular, sounded extremely monotonous, with relatively
little variation in frequency and temporal patterning. Figure 7
shows brief streams of warble from two normal adult males,
two birds deafened as adults, and one bird deafened at 3
weeks of age. As can be seen, the warble of deafened birds
lacks the temporal and spectral complexity evident in the
song of intact birds.

FIG. 2. Contact calls before deafening for subjects Red
Four and Orange Nine.~a! MDS solutions depicting
call similarity for 50 pre-deafening contact calls each
from subjects Red Four and Orange Nine. Subject Red
Four had three distinct call types~a!, ~b!, and~c!, with
average similarities of 0.78~60.02!, 0.78~60.04!, and
0.82 ~60.04!, respectively. Subject Orange Nine had
two call types~a! and ~b!, with average similarities of
0.77 ~60.04! and 0.73~60.06!, respectively. Each bird
had 4–5 calls which did not fall into a particular call
type ~open circles!. ~b! Spectrograms depict the five
exemplar calls of each dominant call type. These calls
had the highest average intercorrelation with all other
calls of the same type.
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Warble-song elements were analyzed along four basic
characteristics: peak frequency, bandwidth, duration, and du-
ration of interelement interval. The average frequency distri-
butions of warble-element values were compared for

experimental-versus-control subject groups using multiple
KS tests~see Table I!. Comparisons with the frequency dis-
tributions from control birds were made individually for the
two subjects deafened as adults, since warble-element pa-
rameters were differentially affected for these two birds~see
Sec. III!. Values for the pairs of subjects in the other experi-
mental conditions were grouped for comparisons with con-
trol birds, since deafening or isolation affected these birds
similarly. Warble-element parameters which differed signifi-

FIG. 3. MDS solutions for spectrogram cross-correlation scores of call simi-
larity for post-deafening contact calls at three time points after deafening
with the five exemplars from each pre-deafening call type for birds Red
Four and Orange Nine~shown in Fig. 2!. Lower-case letters indicate the
exemplar calls themselves, upper-case letters indicate calls that met criterion
for similarity to the exemplars, and open circles indicate calls that did not
reach criterion for similarity to any of the pre-deafening call types.~Left!
Red Four did not produce any calls which met the criterion for similarity to
a pre-surgical call type.~Right! Five contact calls~top panel! recorded from
Orange Nine during the first week after deafening met the criterion for
similarity to call type~a! and five calls were not similar to the pre-deafening
calls or to each other. Seven calls out of 22 recorded 3–6 months after
deafening met the criterion for similarity to call type~a! and at 16 months no
calls met criterion out of 49 calls measured from one recording session.

FIG. 4. Spectrograms of randomly selected calls from
birds Red Four~left! and Orange Nine~right! at the
three post-deafening time periods described in Fig. 3.

FIG. 5. Spectrograms of the five best type~a! contact calls from before
deafening, and the five calls that were most similar to these calls during each
of three time periods after deafening for subject Orange Nine, who showed
the most gradual deterioration. At 2 days after deafening the calls still
looked very similar to pre-deafening~a! calls. Four months after deafening,
this bird’s calls were beginning to show change from the pre-deafening. By
16 months after deafening the calls retained little of the original spectral
characters of the pre-deafening type~a! calls and also began to show an
overall drop in frequency of the call.
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cantly from controls (p,0.05) are presented in bold text in
Table I.

As an example, the average frequency distributions for
two adult subjects deafened as juveniles are compared with

the values from six normal control subjects in Fig. 8. In this
example, warble element-value distributions for the deafened
birds appeared notably different from those of normal sub-
jects on three of the four element characteristics, which was-
consistent with the statistical findings of the KS tests. The
two subjects deafened as juveniles showed the greatest dis-
ruption of warble-song features compared to birds deafened
as adults or isolated as juveniles.

III. DISCUSSION

Budgerigars can learn new contact calls throughout
adulthood. At any given time a bird may produce one to
several dominant call types, and birds caged together in the
laboratory typically come to share call patterns within a mat-
ter of weeks~Dooling, 1986; Farabaughet al., 1994!. De-
spite this proclivity for vocal learning in adulthood, domi-
nant call types remain highly stereotyped over time and are
produced with considerable precision even as new call types
are learned ~Farabaugh et al., 1994; Trillmich, 1976a,
1976b!. In this study, we show that the maintenance of nor-
mal contact-call and warble-song repertoires in budgerigars
is dependent on auditory feedback.

Adult budgerigars deafened by cochlear removal exhib-
ited dramatic instability in contact-call frequency-modulated
patterns. In some birds, these changes were evident in the
calls recorded even a few days after deafening and were
noticeable in all birds a few months after deafening. The
calls of deafened budgerigars were abnormal by spectro-

FIG. 6. Histograms of the percentage of sampled contact calls which met
criterion for inclusion in a predeafening call type for four subjects. The
number of calls analyzed for each time period is given below the histogram
bar.

FIG. 7. Streams of warble from two normal adult males~A and B!, two birds deafened as adults~C and D!, and one bird deafened at 3 weeks of age~E!.
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graphic inspection and by objective, quantitative methods.
Calls of deafened budgerigars did not resemble pre-surgical
call exemplars and showed high variability from rendition to
rendition. Long-term changes in the patterns of frequency
modulation included a decrease in tonal quality and an in-
crease in bandwidth, even in calls for subject Orange Nine
who showed less initial disruption in contact-call repertoire.
This pattern of results resembles the long-term effects of
deafening on song production in adult Bengalese finches,
zebra finches, and canaries~Okanoya and Yamaguchi, 1997;
Nordeen and Nordeen, 1992; Nottebohmet al., 1976, respec-
tively!. Moreover, two of the three budgerigars recorded
within 2 months of deafening showed a dramatic increase in
call variety ~e.g., loss of identifiable call types!, which is
similar to the effects on contact-call production demonstrated
by budgerigars sustaining a profound but temporary
auditory-threshold shift from acoustic overexposure or oto-
toxic drugs ~Dooling, Manabe, and Ryals, 1996; Dooling,
Ryals, and Manabe, 1997!.

A. Species differences in the role of auditory
feedback in adulthood

As far as we know, the effects of deafening on call
structure in adult budgerigars have not been described in
songbirds, where the focus has been more on song. While

comparing the effect of deafening oncall production in bud-
gerigars withsong production in songbirds is tenuous, the
present results suggest that the effects of deafening on call
production in budgerigars differ from the effect of deafening
on song production in songbirds both in its time course and
in the immediate increase in variety of frequency-modulated
patterns.

Closed-ended song learners with stable song syntax in
adulthood such as white-crowned sparrows~Konishi, 1965a!,
chaffinches ~Konishi and Nottebohm, 1969!, and zebra
finches~Nordeen and Nordeen, 1992; Price, 1979! seem to
suffer few initial effects of deafening, and sometimes few
long-term effects. Open-ended or seasonal vocal learners
such as canaries, in addition to traditional closed-ended
learners that have variable song syntax as adults such as
Bengalese finches~Okanoya and Yamaguchi, 1997!, demon-
strate marked changes in suprasegmental song features~e.g.,
syntax! within days of deafening, and phonetic deterioration
over weeks and months. Canaries seem particularly vulner-
able to vocal disruption from deafening, not only demon-
strating changes in song structure within 1 week, but also
suffering prominent spectral changes of syllables within a
month. Within a year of deafening, an adult canary will
eventuallycome to sing like deafened juveniles that never
had access to their own auditory feedback~Marler et al.,

TABLE I. Kolmogorov–Smirnov nonparametric two-sided probability tests of warble-element distributions.
Probability values indicating statistical significance are shown in bold.

Subjects and
condition

Disrupted
element

parameters Bandwidth
Peak

frequency
Element
duration

Interval
duration

Deafened as nestlings
95-48 and Q-DJ 3/4 0.001 0.001 0.034 0.130

Deafened in adulthood
Orange 2/4 0.001 0.001 0.228 0.564
RD91-08 1/4 0.604 0.260 0.016 0.373

Isolated as nestlings
ISO-1 and ISO-2 2/4 0.001 0.044 0.373 0.937

FIG. 8. The average frequency distributions for warble-
element bandwidth, peak frequency, duration, and the
duration of interelement interval for six normal-hearing
budgerigars are compared with those of two adult bud-
gerigars deafened within the first 3 weeks of life. The
warble song of these deaf subjects significantly differed
from normal control subjects on three of the four
warble-element characteristics~see the ‘‘p’’ values!.
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1973; Nottebohmet al., 1976!. Thus, the relative importance
of auditory feedback in maintaining learned vocalizations
may be tied to the nature and degree of plasticity in vocal
production throughout life. Adult flexibility and versatility in
either song structure or song-syllable phonology may carry
with it a necessary dependence on auditory feedback. More-
over, maintaining flexibility in both may require the most
auditory supervision of vocal output. The results reported
here are consistent with this hypothesis, since adult budgeri-
gars have exceptional plasticity in both segmental and supra-
segmental vocal features, and show dependence on auditory
feedback of both of these aspects of normal species-typical
calls and song.

B. Parallels with human speech and deafness

It is common knowledge that postlingually deaf humans
exhibit distortions in all classes of speech sounds, with the
degree of impairment in speech somewhat dependent upon
the age at onset of deafness~Waldstein, 1990!. In general,
the same appears to hold true for birds that learn their vocal-
izations, including our budgerigars. The effects of deafening
and isolation on warble song in budgerigars include both
segmental and suprasegmental effects, with the degree of
impairment related to the age of deafening. Budgerigars iso-
lated from conspecifics beginning several weeks after hatch-
ing show abnormal vocal repertoires as adults~Dooling
et al., 1990!. Here and elsewhere~Brittan Powell et al.,
1997; Doolinget al., 1987!, we show that budgerigars deaf-
ened early in vocal development generally produce more ab-
normal calls and warble than those deafened as adults, as is
sometimes the case for normal adult song in songbirds.
Chaffinches, for instance, deafened earlier in song develop-
ment produce more abnormal vocalizations than those deaf-
ened later in development~Nottebohm, 1968!.

In humans, the exact role of auditory feedback after the
acquisition of adult speech and language is surprisingly un-
clear. Certain experimental conditions such as delayed audi-
tory feedback~Fairbanks, 1955! and the introduction of loud
background noise cause immediate and significant changes
in speech output such as stuttering and the Lombard effect
~for a review, see Lane and Tranel, 1971!. This suggests that
auditory feedback plays an important role in the moment-to-
moment guidance of the motor gestures resulting in speech.
However, because it can be demonstrated that much of audi-
tory feedback is processed after the speech gestures it is sup-
posed to correct, others argue that auditory feedback serves
more as a calibrator for other sensory feedback such as prop-
rioception~Borden, 1979; Cowie and Douglas-Cowie, 1983!.
Most likely, auditory feedback is used for both ongoing
speech production and for comparing phonetic output with
phonemic intention for parametric control of future speech
movements~Lane and Webster, 1991; Perkellet al., 1992!.

One compelling argument for auditory feedback serving
as a calibrator for other feedback mechanisms is the common
observation that the speech of postlingually deafened adults
systematically deteriorates but is not completely eliminated.
It is interesting in this regard that while all four adult-
deafened budgerigars in our sample showed extensive dete-
rioration of their contact calls with time, two of the birds

showed an immediate and dramatic increase in the number of
different contact-call patterns they produced—an effect not
usually reported in the literature on human hearing loss. We
also know from recent work that budgerigars show a strong
Lombard effect~Manabe, Sadr, and Dooling, 1998!. These
results taken together are most consistent with the idea that
auditory feedback plays an active, primary role in guiding
contact-call production in budgerigars and that when these
birds vocalize, they are matching~through auditory feed-
back! a stored auditory memory~template! of their contact
call.

Finally, to extend the parallels between the effects of
deafening in budgerigars with what is known in humans, we
examined behavioral measures of social interaction in bud-
gerigars before and after deafening. It is well known that
acquired deafness in humans often is accompanied by a host
of psychological problems including social withdrawal, de-
pression, and interpersonal anxiety~Darbyshire, 1984; Stein
and Bienenfield, 1992; Weinstein and Ventry, 1982!. Behav-
ioral observations in budgerigars following deafening also
point to broad effects, including an increase in the amount of
time spent alone and a decrease in the amount of time spent
vocalizing. This significant reduction in vocal production
was evident in the infrequent post-surgical recordings of
calls and song, particularly in the two birds which had to be
excluded from further acoustic analysis of vocalizations. The
decrease in social interaction of deafened birds is a complex
issue, likely relating to multiple factors. It is unlikely to be
due solely to the deaf bird’s abnormal vocal repertoire. We
know from other work that budgerigars sustaining profound
disruption in call structure after syringeal denervation show
little effect on their social interactions with intact birds~Shea
et al., 1997! and are able to attract and maintain breeding
mates and raise young~personal observation!.

IV. CONCLUSIONS

The notion of possible parallels between speech and lan-
guage in humans and vocal behavior in birds is not new
~Marler, 1970!. Taken together, the present results extend
some of these parallels to a psittacine species. The present
results also reveal some differences between the role of au-
ditory feedback in the maintenance of human speech and
language, and the maintenance of learned avian vocalizations
in a highly plastic avian species, the budgerigar. Future in-
vestigations of vocal production in budgerigars might use
delayed auditory feedback, high levels of background noise,
or temporary threshold shift to further extend the parallels
between auditory feedback and call production in these birds
and the production of speech in humans.
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Although the mammalian larynx exhibits little structural variation compared to sound-producing
organs in other taxa~birds or insects!, there are some morphological features which could lead to
significant differences in acoustic functioning, such as air sacs and vocal membranes. The vocal
membrane~or ‘‘vocal lip’’ ! is a thin upward extension of the vocal fold that is present in many bat
and primate species. The vocal membrane was modeled as an additional geometrical element in a
two-mass model of the larynx. It was found that vocal membranes of an optimal angle and length
can substantially lower the subglottal pressure at which phonation is supported, thus increasing
vocal efficiency, and that this effect is most pronounced at high frequencies. The implications of this
finding are discussed for animals such as bats and primates which are able to produce loud,
high-pitched calls. Modeling efforts such as this provide guidance for future empirical investigations
of vocal membrane structure and function, can provide insight into the mechanisms of animal
communication, and could potentially lead to better understanding of human clinical disorders such
as sulcus vocalis. ©1999 Acoustical Society of America.@S0001-4966~99!03602-4#

PACS numbers: 43.80.Ka, 43.70.Aj, 43.64.Bt@FD#

INTRODUCTION

In contrast to the sound-producing organs in other taxa
~e.g., insects or birds!, the mammalian larynx has a conser-
vative evolutionary history, and shows little qualitative
variation from species to species~Negus, 1949; Harrison,
1995; Scho¨n-Ybarra, 1995; Fitch and Hauser, 1995!. The
gross anatomy~cartilages, muscles, nerve supply! and physi-
ological function of the mammalian larynx appear to be
highly constrained by the necessities of airway protection
and respiratory function. Despite this, there are a number of
interesting differences among mammals in laryngeal
anatomy, and the precise effects of such differences on the
acoustic output of the larynx remain unknown. For example,
the histological fine structure of the vocal folds, particularly
the number and distribution of tissue layers, varies from spe-
cies to species in ways that may have an effect on the vibra-
tory behavior of the fold~Kurita et al., 1983; Hirano, 1991!.
In nonhuman mammals, two gross morphological features
are particularly prominent: air sacs and vocal membranes. A
variety of air sacs is seen in a diverse array of mammals;
they can be paired or unpaired, large or small, and sub- or
supra-glottal ~Negus, 1949, gives a review!. The precise
acoustic function of air sacs is currently unknown~reviewed
in Schön-Ybarra, 1995; Gautier, 1971; Fitch and Hauser,
1995!.

In this study we focus on the vocal membranes, which
are thin upward extensions of the membranous portion of the
vocal folds ~see Fig. 1!. They are variously referred to as
‘‘vocal membranes’’ in bats~Griffin, 1958; Griffiths, 1978;
Suthers, 1988; Suthers and Fattu, 1973!, ‘‘sharp-edged vocal
folds’’ ~Hill, 1957; Hill and Booth, 1957; Hast, 1989!, or
‘‘vocal lips’’ in primates ~Schön-Ybarra, 1995; Brown and
Cannito, 1995; Fitch and Hauser, 1995!. Here we adopt the
term vocal membrane because it is most descriptive, and
because vocal lip has an unrelated anatomical meaning in
human laryngeal anatomy~Thomas, 1989!. They are formed
of connective tissue and lack muscle fibers, and can be as
thin as a few microns across in bats~Suthers and Fattu, 1973;
Suthers, 1988!. They are found in many microchiropteran
bats and a variety of primate species, including most New
World ~platyrrhine! monkeys, some Old World~catarrhine!
monkeys, including some common laboratory species, and in
our closest primate relatives, the apes~Griffin, 1958; Scho¨n-
Ybarra, 1995; Starck and Schneider, 1960!. We are not
aware of a taxonomic review of vocal membranes for all
mammals, but they are found in members of the genusFelis
~the smaller members of the cat family; Hast, 1989!, and we
have observed them in both llamas and young pigs~W. T.
Fitch, personal observation!.

Both bat and primate-vocal membranes have been pos-
tulated to serve as independent low-mass oscillators~e.g.,
Griffin, 1958; Griffiths, 1978; Scho¨n-Ybarra, 1995; Fitch and
Hauser, 1995!, and thus to support the extremely high-

a!Electronic mail: mergell@phoni.med.uni-erlangen.de
b!Electronic mail: tec@wjh.harvard.edu
c!Electronic mail: h.herzel@biologie.hu-berlin.de
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frequency~sometimes ultrasonic! calls found in many pri-
mate species and most echolocating bats. In primates, the
vocal lips have been suggested to underlie vibration at mul-
tiple frequencies, or biphonation~Kelemen, 1949, 1969;
Schön-Ybarra, 1995; Brown and Cannito, 1995!. It has been
suggested that the nonhuman primate larynx has a broader
range but less control of fundamental frequency than the hu-
man larynx ~Lieberman, 1968; Pressman and Kelemen,
1969!, and that this constraint has led to a different pattern of
evolution in primate communication~Schön-Ybarra, 1995!.
However, detailed investigations of the properties and func-
tions of the vocal membranes are lacking, and at present
these suggestions remain speculative.

In addition to providing information relevant to animal
communication, investigations of the vocal membrane have
potential clinical significance. The addition of masses~tu-
mors, polyps, nodules! and/or additional surfaces or flaps
~sulcus vocalis, Reinke’s edema! to the vocal folds represent
common disorders in the voice clinic. A better understanding
of the acoustic manifestations of such features could pave the
way for enhanced voice diagnostics based on the acoustic
signal. Detailed theoretical and experimental investigations
of the vocal membranes could prove extremely useful for
such an endeavor~especially since the range of possible ex-
perimental manipulations is much greater in animals than in
human subjects!.

I. POSSIBLE FUNCTIONS OF THE VOCAL
MEMBRANES

A number of hypotheses have been advanced as to the
function of the vocal membranes. Many researchers have
suggested that the stiff, lightweight membranes could vibrate
relatively independently from the rest of the vocal fold, and
thus result in the production of extremely high-frequency
calls, thus giving a wider pitch range~Griffin, 1958; Starck
and Schneider, 1960; Scho¨n-Ybarra, 1995; Fitch and Hauser,
1995!. We will refer to this as the ‘‘increased pitch range’’
hypothesis.

Another suggestion is that the vocal membranes could
result in greater vocal efficiency: the ‘‘increased efficiency’’

hypothesis. For example, Scho¨n-Ybarra ~1995! suggested
that the decreased damping that presumably accompanies vo-
cal membranes could result in a decrease in phonation-
threshold pressure. Phonation threshold pressurePs

th is an
extremely useful parameter for measuring phonatory effi-
ciency. It is defined as the minimum pressure required for
self-sustained vocal-fold oscillations. Model calculations by
Titze ~1988! and Lucero~1993, 1995, 1996! revealed an in-
verse proportionality between subglottal-threshold pressure
and the vertical depth of the vocal folds. Thus, one can ex-
pect that vertical extensions of the vocal folds lower the pho-
nation threshold, which is equivalent to an increased phona-
tory efficiency.

Within the framework of nonlinear dynamics, the pho-
nation threshold can be considered as a supercritical Hopf
bifurcation: a sudden change of vocal-fold dynamics from a
fixed point ~damped oscillation! to a limit-cycle attractor
~sustained oscillation! at a critical subglottal pressure. Once
the threshold-pressure value is surpassed, the oscillation am-
plitude increases monotonically with pressure. Hence, lower
phonation-threshold pressures typically result in higher oscil-
lation amplitudes for a given lung pressure~Mergell et al.,
1998!.

A final possible effect of the vocal membranes would be
the production of subharmonic or chaotic vibration. Recent
research suggests that many broadband, complex acoustic
signals produced by animals result from chaotic dynamics in
the vocal production mechanism~Wilden et al., 1998!. Such
dynamics could result from coupling between various oscil-
latory components within the source, e.g., interactions be-
tween the right and left vocal folds, between upper and lower
portions of the same fold, or between the air column in the
vocal tract and the tissue of the vocal fold, and from turbu-
lence generated at constrictions in the vocal tract. The
‘‘chaos hypothesis’’ holds that one function of the vocal
membranes is to support the production of broadband chaotic
signals via increased oscillatory coupling. The production of
‘‘noisy’’ signals is held to be intimidating and could be use-
ful in agonistic contexts~Morton, 1977!. Alternatively,
broadband sounds can provide an accurate outline of the
vocal-tract transfer function of the caller, which in turn could
carry information about body size, oral configuration, or
other features~Fitch, 1997!.

II. MODEL

The model explored here is a modification of the origi-
nal two-mass model by Ishizaka and Flanagan~1972!. In this
model, the vocal folds are represented by damped mass-
spring pairs forming a rectangular-shaped glottal valve. Stei-
necke and Herzel~1995! simplified this model in order to
focus on the basic dynamical features of the larynx: vocal-
tract resonances, viscous losses, and nonlinear restoring
forces are neglected in this first approximation. For the cal-
culation of the driving aerodynamical force, laminar flow
exists below the narrowest constriction in the glottis and a jet
separates above that point, giving a pressure drop to atmo-
spheric pressure~gauged to zero pressure!. Although more
complex models which simulate the precise physiology of

FIG. 1. Schematic coronal section through middle of larynx showing
anatomy of the vocal membrane. The membrane projects upward~rostrally!
from main body of vocal fold. CT: Cricothyroid muscle. TA: Thy-
roarytenoid~‘‘vocalis’’ ! muscle.
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the vocal folds have been created~Titze and Talkin, 1979;
Alipour-Haghighi and Titze, 1985!, they are computationally
expensive, and recent analyses~e.g., Berryet al., 1994! sug-
gest that normal vocal-fold vibration is dominated by the first
two low-vibrational modes anyway. These two basic vibra-
tion modes are the in-phase and out-of-phase oscillation in
the vertical ~caudal–cranial! direction; their superposition
corresponds to 98% of the variance of all excited vibrational
modes found in a highly complex and realistic three-
dimensional continuum model~Berry et al., 1994!. This sug-
gests that simple low-dimensional models are appropriate for
exploratory investigations like ours.

Guided by the anatomical model proposed by Hirano
~1974!, which subdivides the vocal-fold tissue into a muscle
and ligament ‘‘body’’ and a mucosal ‘‘cover,’’ a variety of
representations of the vocal membrane could be chosen. The
membrane could move independently of the upper mass, or
vary its angle of attachment dynamically. Obviously, model-
ing the vocal membrane as a third low-mass, high-tension
oscillator would allow the production of arbitrarily high fre-
quencies; calculations to this effect are given in Griffin
~1958!. Unfortunately, the critical data on which to base
these calculations~the tension on the membranes and the
stress–strain relationships within the vocal membrane! are
currently unavailable. In the present study, our goal was to
build the simplest model which would have some physi-
ological validity, be compatible with anatomical knowledge
and still be likely to give appreciable effects, without specu-
lating beyond the available~basically geometric! data. Thus,
to the basic two-mass model we added the simplest geomet-
ric representation of a vocal membrane: an upward extension
of the upper mass, attached to that mass at a fixed angle.

Specifically, we modified the two-mass model of Stei-
necke and Herzel~1995! by adding a massless rigid reed
connected to the upper mass with an angleu. The vertical
depth of the vocal membranes is given byd3 . Figure 2~a!
shows a 3D representation of this model, and Fig. 2~b! gives
the corresponding frontal section. The horizontal~dorsal–
ventral! length and the vertical depth of the masses are given
by l, d1 , andd2 , respectively. During vocalization, the areas
at the level of the lower-mass paira1 , upper-mass paira2 ,
and at the glottal outletavl limited by the upper edges of the
vocal membranes vary, and interact with aerodynamical
forces. The glottal rest areasa0i52lx0i , where thex0i define
the distances of the masses to the glottal symmetry plane
prior to oscillation onset@the index ~i! distinguishes the
lower (i 51) and upper (i 52) mass pairs#. Besides the pa-
rameters introduced above, the set of parameters comprises
massesmi , stiffness coefficientski andci , damping coeffi-
cientsr i , a coupling stiffnesskc , the air densityr at body
temperature, and the subglottal pressurePs generated by the
respiratory system. Since the current model is intended as a
general model of the vocal membranes in any species, we did
not attempt to scale the model dimensions or parameters to
those of~for example! a bat or chimpanzee. Instead, we sim-
ply used the ‘‘standard parameter set’’ listed in Table I.~All
units are expressed in cm, g, ms, and respective combina-
tions!. These parameters were originally developed for the
human larynx and have been extensively tested. Although it

would clearly be more appropriate to use values for an or-
ganism which has vocal membranes, few if any of the re-
quired parameters are available for such species. Thus, it
seems safer at present to use parameter values whose effects
on phonation are well understood, and whose validity has
been subjected to extensive empirical tests. One practical
effect of this decision is that the oscillation frequencies ob-
served in this study will not go into the ultrasonic range~as
would be the case if we specifically modeled the much
smaller vocal folds of bats or small rodents!.

FIG. 2. ~a! 3D representation of the two-mass model with vocal membranes.
~b! Frontal section of the model. For further explanantions, see the text.

TABLE I. Standard parameters of the employed model.

m1 m2 k1 k2 kc r 1 r 2 c1

0.125 0.025 0.08 0.008 0.025 0.02 0.02 3k1

c2 a01 a02 d1 d2 l r Ps

3k2 0.05 0.05 0.25 0.05 1.4 0.001 13 0.008
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Using matrix notation, the motion of the masses can be
written as follows:

d

dt S x1

v1

x2

v2

D 5S 0 1 0 0

2
k11kc

m1
2

r 1

m1

kc

m1
0

0 0 0 1

kc

m2
0 2

k21kc

m2
2

r 2

m2

D
3S x1

v1

x2

v2

D 1S 0
I 1~x1!1F1~x1 ,x2!

0
I 2~x2!1F2~x1 ,x2!

D . ~1!

This is a system of four coupled ordinary differential equa-
tions. The coordinatesxi are the oscillation amplitudes of the
masses andv i are the corresponding velocities. The right-
most term of Eq.~1! contains the nonlinearities, i.e., the driv-
ing forces and the vocal-fold contact terms given by

I i~xi !52Q~2ai !
ci

mi

ai

2l
, ~2!

whereQ(x)51 for x.0 andQ(x)50 for x<0. At vocal-
fold collision (ai<0), an additional restoring force con-
trolled by the stiffness coefficientsci becomes active via the
Q-step function.

We must consider nine different glottal configurations
~see Fig. 3! to deduce the aerodynamic forces. We assume jet
separation at the minimum glottal cross section, and laminar
airflow obeying the Bernoulli law below that point~Story
and Titze, 1995; Steinecke and Herzel, 1995!. According to
Bernoulli’s law, total pressure, which is equal to static pres-
sure plus the kinetic energy density, is invariant along a
streamline for steady, inviscid flow. Above the jet-separation
point, the static pressure drops to zero~atmospheric pressure!
and the hydrodynamic energy is carried completely by the
airflow. Thus, above the separation point, we write

Ps5P~z!1
r

2 S U

a~z! D
2

5
r

2 S U

amin
D 2

, ~3!

whereP(z) is the static pressure,U is the airflow,a(z) cor-
responds to the z-dependent glottal area, andamin

5min(a1,a2,avl). The driving force is a direct consequence
of the static pressure

dF~z!5P~z!l dz, ~4!

where ldz is an infinitesimally small segment of the inner
vocal-fold surface. Integration over the inner-surface por-
tions yields the acrodynamic-force terms considering the cor-
responding glottal configurations,

F1~x1 ,x2!55
ld1Ps

m1
, @1,2,6b#.

ld1Ps

m1
F12S avl

a1
D 2G , @3,4#.

0, @5,6a,7,8#.
~5!

F2~x1 ,x2!55
Ps

m2
S ld21

1

2
a2 cotu D , @2,6b#.

ld2Ps

m2 F 11
d3

d2
cosu2S avm

a2
D 2S 11

a2

2 tanu ld2 H 1

12
2ld3 sinu

a2

21J D G ,
@3,4,5#.

0, @1,6a,7,8#,

FIG. 3. Glottal configurations during one oscillation cycle. A typical cycle
corresponds to clock-wise succession in this diagram:~1! a1.0>a2>avl

→ ~2! a1.a2.0>avl→ ~3! a1.a2.avl.0→ ~4! a2.a1.avl.0
→ ~5! a2.avl.a1.0→ ~6a! a2.avl.0>a1 or ~6b! a2.a1.0>avl→
~7! a2.0>a1>avl→ ~8! 0>a1>a2>avl . The first two columns show
configurations with closed glottis and zero air flow (U50). The jet is indi-
cated by a gray arrow (U.0).
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taking into account that at collision, the respective aerody-
namic driving force drops to zero~Fig. 3, cases@1,6a,7,8#!.
In the limit d3→0 ~not a straightforward limit case!, Eq. ~5!
reduces to

F15 ld1PsF12S U

amin
D 2

Q~amin!GQ~a1!,

~6!
F250, avl5a2 ,

which corresponds to the force equations in the two-mass
model without vocal membranes~Steinecke and Herzel,
1995!. Thus, the vocal membranes couple the aerodynamic
force directly to the upper-mass pair, whereas in the two-
mass model without vocal membranes, the upper masses are
driven only indirectly via mechanical coupling to the lower
masses.

We explored the dynamic behavior of this model using
discrete-time numerical integration of the differential equa-
tions described above~using Runge–Kutta!. To present the
results, we make use of the phonation-threshold concept de-
scribed above, so we observe the changes in phonation
threshold that depend upon variation in some other variable,
such as frequency or the angle of the vocal membranes. In
nonlinear dynamical terms, these threshold plots are formally
identical to bifurcation diagrams. To vary frequency, we
used a parameterq to scale the natural frequencies of the
model massesf i

nat5q fi
nat, where f i

nat5Aki /mi are the natu-
ral frequencies for standard parameters given in Table I~see
Mergell and Herzel, 1997!.

III. RESULTS

First, we address the increased efficiency hypothesis.
Varying the parametersd3 andu, we found that the overhang
d3 sinu is the crucial measure controlling the phonatory ef-
fect of the vocal membrane. At fixed vertical projection of
the vocal membranes, i.e.,d3 cosu50.1 cm, we analyzed the
behavior of the threshold pressure when changing the over-
hang ~Fig. 4!. The resulting dependence of the threshold

pressure on the overhang indicates that there is an optimal
membrane geometry: atd3 sinu '0.0019 cm, the threshold
curve exhibits a minimum (d3'0.1 cm,u '1.8°!. These re-
sults indicate that for any set of parameters, there will be an
optimum angle of attachment for the membranes. In general,
this angle will be very small so the optimum orientation of
the membranes will be nearly vertical. Hence, the increased
vertical dimension does not solely explain the increased pho-
natory efficiency. It must be adjusted to the inclination angle
of the vertical extensions or vice versa. The precise optimum
value ofu will depend on a number of other parameters~e.g.,
actual fold dimensions, natural frequencies of the masses,
etc.! which show considerable biological variation. Lacking
data to precisely specify these parameters for a given nonhu-
man species, we will focus on qualitative results, fixing the
length and angle of theta to values which seem anatomically
reasonable based upon cross-sections of primate larynges
~see Fig. 1!.

Figure 5 plots phonation-threshold pressure vs natural
frequency with and without vocal membranes. These curves
separate theq–Ps

th-plane into phonation and nonphonating
regions for the respective model configurations. The upper
boundary of the phonation region is determined by the maxi-
mum pressure which can be produced by the respiratory
muscles. Assuming a frequency-independent maximum pres-
sure, the maximum achievable frequency is determined by
the intersection of the threshold curve with this constant up-
per boundary. This plot thus defines a total frequency range.
In clinical practice, similar voice-range profile diagrams are
very useful diagnostics of vocal functioning~Wendleret al.,
1996!.

At low fundamental frequencies, the effect of the vocal
membranes on the threshold pressure is moderate, while at
high frequencies, the increase in the phonation region is pro-
nounced. Figure 5 shows that the vocal membrane effects an
overall decreased threshold pressure in the investigated fre-
quency range. Assuming constant lung pressurePs , we find
that the intersection point with the threshold curve of the

FIG. 4. Hopf bifurcation diagram showing the dependence of the subglottal-
threshold pressurePs

th on the vocal membrame overhangd3 sinu. Around
d3 sinu50.0019 cm, the phonation-threshold pressure exhibits a minimum
indicating an optimal membrane geometry (d3 cosu50.1 cm, Ps

58 cm H2O).

FIG. 5. Frequency-dependent Hopf bifurcation of the two-mass model with
~filled squares! and without~circles! vocal membranes. The curves separate
the graph plane into phonation and aphonia region. Considering a constant
lung pressurePs , the frequency range of the extended model is clearly
increased relative to the range of the unmodified model (d350.1 cm,
u51.8°!.
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model with vocal membrane occurs at a much higher fre-
quency than is the case for the model without the extension.
Consequently, the phonation region, and the pitch range, are
increased by the vocal membranes. Thus, the related in-
creased pitch range and the increased efficiency hypotheses
are both supported by the results of these simulations.

To better illustrate the effects of the vocal membranes
on phonation efficiency, Fig. 6 shows how much energyE1

in

is pumped from the airflow into one of the lower masses
during one glottal cycle. It corresponds to the area which is
enclosed by the force-amplitude curve~solid line: model
without vocal membranes; dotted line: model with vocal
membranes!.

Ei
in5 R Fi dxi5E

0

T

Fiv i dt, ~7!

where T is the duration of the oscillation period and the
index i again distinguishes the lower (i 51) and upper (i
52) mass pairs. Equation~7! helps to understand the condi-
tion which has to be fulfilled for sustained phonation~see
also Titze, 1988!. Assuming a time-invariant force, it is clear
thatEi

in50 because the velocityv i oscillates in time and thus
contributes to the integration with a positive sign in the same
amount as with a negative sign. Consequently, oscillation
cannot be supported by a static driving force. A dynamic
driving force with an opposite sign compared to the velocity
v1 results in a negative integral: the oscillator is damped by
the external force. Clearly, the condition for sustained pho-
nation is a positive integral which can only be obtained with
a time-varying driving force which agrees in sign with the
oscillator velocity. The optimal situation for phonation is
given when the driving force is large during glottal opening
~pushing the masses apart! and small~or negative! during
closing ~not resisting inward movement! ~Stevens, 1977!.

Since the oscillation amplitude reaches a saturation
value after phonation onset, an energy equilibrium is ob-
tained, i.e., all energy pumped into the masses is dissipated.
The dissipated energy reads

Ei
out5r i R v i dxi5r iE

0

T

v i
2 dt, ~8!

where the energy-equilibrium relation can be written as

(
i

Ei
in1Ei

out50, ~9!

The lung is considered to be the energy source providing

Es5PsE
0

T

U dt5PsV, ~10!

whereV is the air volume leaving the lung during one glottal
cycle. We can now define the glottal efficiencyh

h52
E1

in1E2
in

Es
, ~11!

which is the ratio between the energy pumped into the sys-
tem and the compression work which is done by the respira-
tion muscles~the factor 2 takes into account that energy is
transferred into mass pairs!. For the parametersq53.0,
u51.8°, d350.1 cm, andPs58 cm H2O, we find in the
model with vocal membranes an efficiencyhvm52.82%,
which is double that of the unmodified modelh51.36%.
Since the area surrounded by the dotted curve in Fig. 6 is
enlarged due to higher peak amplitudes, we can conclude
that higher efficiency and an amplitude increase are closely
related.

Finally, in order to test the chaos hypothesis, we ex-
plored the effects of asymmetries of geometrical and tissue
properties on the model, with and without vocal membranes.
In our model, the tissue properties of the membranes are
simulated with the upper-model masses, whereas the geo-
metrical aspects have been realized by adding the extensions
of vertical dimensiond3 . Thus, for the upper-left~l! and the
upper-right~r! model mass, we used the relations

m2l5m2 /q2 , m2r5m2 , k2l5q2k2 , k2r5k2 , ~12!

where q250.2 is an asymmetry factor changing mass and
stiffness coefficients of the left-upper mass. The upper graph
of Fig. 7 shows a spectrogram of the glottal flow created by
running the model with the pressure curve shown in the
lower graph of Fig. 7. AtPs513 cm H2O, period doubling
appears, followed by a cascade of subharmonic-oscillation
patterns with increasing subglottal pressure. In contrast, the
model version without vocal membranes but with identical
asymmetry coefficientq2 shows regular oscillation in the
investigated pressure range~see the middle graph of Fig. 7!.

IV. DISCUSSION

The most significant finding of these simulations is that
a very simple change in the geometry of the vocal fold can
produce major differences in the dynamics of phonation.
Several conclusions can be drawn regarding the implications
of our model for phonation dynamics in animals which pos-
sess vocal membranes. We will focus here on echolocating
bats, but similar arguments apply for nonhuman primates and
other mammals. In a night of foraging, insectivorous bats
spend a considerable amount of energy producing the ultra-

FIG. 6. Energy-balance diagram of the two-mass model with~dotted line!
and without ~solid line! vocal membranes forq53, Ps58 cm H2O, d3

50.1 cm, andu51.8°. The area enclosed by theF12x1 curve which cor-
responds to the energy pumped into the lower mass during one glottal cycle
is increased with addition of vocal membranes. Due to a higher glottal
efficiency, the oscillation amplitudes are increased.
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sonic pulses which subserve echolocation~Suthers and Fattu,
1973; Hartley and Suthers, 1988!. The frequency of the
echolocation pulses determines the spatial discrimination of
the biosonar system, while pulse intensity controls the range
within which the animal can detect its insect prey or other
targets ~Griffin, 1958; Suthers and Fattu, 1973; Suthers,
1988!. Thus, there is a powerful selective pressure for the bat
to produce very loud, very high-pitched sounds. For ex-
ample,Pteronotus parnelliiproduces pulses with a 30-kHz
fundamental and most energy at 60 kHz with loudness of
100 dB SPL, and appears to have a vocal efficiency two
orders of magnitude greater than humans~Suthers and Fattu,
1973; Suthers, 1988!. Unfortunately for the bat, the subglot-
tal pressures necessary to produce these pulses are great
enough~20–50 cm H2O) to potentially counteract pulmo-
nary blood flow and thus impede respiration, and this is ‘‘ar-
guably the most important factor ultimately limiting pulse
intensity’’ ~Suthers and Fattu, 1973; Suthers, 1988!.

Our simulations suggest that the vocal membranes may
permit the vocal folds to oscillate at lower subglottal-
threshold pressures, and indicate that this effect increases
with increasing frequency. Thus, a simple geometrical modi-
fication of glottal morphology could enable an organism
which habitually makes loud, high-pitched sounds to do so
using less energy, or alternatively to increase the loudness
and pitch range of sounds produced using a certain subglottal
pressure. In other words, the addition of vocal membranes to
the standard mammalian vocal folds may not only allow an
organism to produce higher-pitched phonation~as previously
suggested by many researchers, e.g., Griffin, 1958; Griffiths,
1978; Scho¨n-Ybarra, 1995; Brown and Cannito, 1995; Fitch
and Hauser, 1995!, but also to produce a given sound louder
and more efficiently. While the significance of this effect for
echolocating bats is obvious and could be substantial, more
subtle benefits could be accrued to any animal producing
loud vocalizations for long-distance communication.

To our knowledge, this hypothesis has not been sug-

gested previously, and it indicates that a proper understand-
ing of the role of the vocal membranes requires detailed in-
formation on the anatomy and geometry of these structures.
Because the importance of geometry has not been recognized
previously, most anatomical descriptions of vocal mem-
branes have been based on serial sections of the larynx,
which distort the angle of attachment of the membranes to
the rest of the vocal folds. Our simulations suggest that there
is an angle of attachment for any given membrane length
which is optimal for lowering threshold pressure; this predic-
tion could easily be tested by careful measurements of this
angle in intact larynges.

Our final finding was that the addition of the vocal mem-
branes made our model more susceptible to the effects of
vocal-fold asymmetry, and thus more likely to enter regimes
of subharmonic or chaotic vibration. Many examples of simi-
lar vocal instabilities have been found in humans, e.g., in
newborn cries~Sirviö and Michelsson, 1976; Mendeet al.,
1990!, noncry vocalizations of infants~Robb and Saxman,
1988!, Russian lament~Mazo et al., 1995!, and also in con-
versational speech~Dolansky and Tjerlund, 1968; Kohler,
1996!. Pathological voices in particular exhibit a wide vari-
ety of vocal instabilities~Herzel and Wendler, 1991; Herzel,
1993!. The concepts of nonlinear dynamics provide a frame-
work suitable for understanding complex vocal-fold oscilla-
tions and for classifying this menagerie of irregularities.
Left–right asymmetries of the larynx, manifested in glottal
geometry, tissue properties, or in nervous function, induce
subharmonic, toroidal, and chaotic oscillations of the vocal
folds. Sub- and supraglottal resonances and turbulent airflow
can also lead to nonlinear effects~Herzel, 1996!. These find-
ings can be generalized to phonation in nonhuman mammals
as well~see Wildenet al., 1998!. The current results suggest
that vocal membranes can heighten the sensitivity of the vo-
cal folds to asymmetries, thus increasing instability, and thus
add support for the notion that the larynges of nonhuman
primates may be prone to instabilities~Lieberman, 1968;

FIG. 7. In the spectrogram of an airflow simulation
with asymmetric properties of the upper-mass pair in-
cluding vocal membranes~upper graph!, a cascade of
bifurcations sets in at 0.2s. Increasing subglottal pres-
sure leads to various subharmonic-phonation patterns
(q250.2, d350.1 cm, andu51.8°!. In contrast, the
same conditions in the model without vocal membranes
do not produce irregularities, as can be seen in the
middle graph. The lower graph shows the pressure
variation during the simulations.
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Pressman and Kelemen, 1963!. Moreover, the experimenta-
tion with simple models with geometric modifications like
the one explored here may provide potential and clinical
valuable insights into the functioning of diseased or damaged
vocal folds. In particular, the phenomenon of sulcus vocalis
offers an interesting parallel to the geometric addition of the
vocal membrane considered here. The term sulcus vocalis is
applied to a vast array of organic changes ranging from mi-
nor vocal-fold indentations to severe scarred lesions. Like
the vocal membranes, sulcus vocalis is often bilateral and
extends down the whole length of the vocal fold~Hirano
et al., 1990!. Thus, while the flaps of membrane seen in a
sulcus vocalis patient differ in several ways from vocal
membranes~they may be thicker, may be located on the
inside of the fold instead of the top edge, and may point up
or down!, they may have qualitative effects on phonation
dynamics similar to those described here, and could be in-
vestigated using similar modeling strategies.

V. FUTURE DIRECTIONS

The model of the vocal membranes described here only
scratches the surface of the problem. Two obvious exten-
sions of the current model are addition of a vocal tract~ex-
ploring possible effects of source-tract coupling on phona-
tion! and allowingu to vary dynamically~thus adding a third
independent oscillator!. Source-tract coupling is based on the
possibility of a novel mode of phonation resulting from in-
teraction between vibrations of the laryngeal source and
vocal-tract resonances. In wind instruments, strong coupling
between the source~e.g., the reed of a clarinet, or the lips of
a trumpet player! and column of air in the instrument body
leads to a situation in which the length of the air column
effectively dictates the possible vibration frequencies of the
source; there is a strong source-tract interaction~Fletcher and
Rossing, 1991; Sundberg, 1991!. In contrast, source and tract
in human speech appear in general to be almost completely
independent: a singer can produce any arbitrary pitch with
any configuration of the vocal tract~Fant, 1960; Lieberman
and Blumstein, 1988; Sundberg, 1987; Fletcher, 1992!. Al-
though most data gathered to date have supported the idea
that source and filter are also independent in animal vocal-
ization ~as in the human voice!, there are some conflicting
reports, it would probably be premature to conclude that no
animal vocalizations involve any source-tract coupling~for a
review of the data for nonhuman primates, see Fitch and
Hauser, 1995; for birds, see Nowicki and Marler, 1988!.

The coupling of a resonator tube to a simplified two-
mass model was studied by Mergell and Herzel~1997!, who
showed that the combination of small asymmetries, moderate
subglottal pressures, and a strong vocal-tract coupling can
induce various complex vocal-fold oscillations. For the
simulation of Fig. 7 we used a relatively large asymmetry,
but the results of Mergell and Herzel~1997! indicate that
resonance of the fundamental frequency with sub- or supra-
glottal formants and a strong source-tract coupling based on
a narrow epilarynx and incomplete glottal closure can lead to
instabilities at smaller laryngeal asymmetries. Because the
vocal membranes provide a larger surface area upon which
formant-generated pressure variations could act on the vocal

folds, the vocal membranes could lead to an increase in this
destabilization. Alternatively, an increase in coupling could
allow the animal to stabilize call fundamental frequency via
vocal-tract resonances, as is the case in wind instruments.
Studies of a model including both a vocal tract and vocal
membranes are currently in progress.

Finally, although no video endoscopy or excised larynx
observations of phonating animals with vocal membranes are
available to support this conjecture, it seems reasonable to
assume that the membranes can vary their angle of attach-
ment to the rest of the vocal fold during phonation, acting as
an independent oscillator, and thus adding another degree of
freedom to the current model. Unfortunately, the data neces-
sary to model such behavior are not currently available, par-
ticularly data on stress–strain relationships within the mem-
brane and tensions applied across the membrane. Even
details of the geometry and mass of the membrane are lack-
ing for most species. We are currently gathering data of this
sort from nonhuman primates, and hope to implement more
complex models in the future. For now, the present study
demonstrates that even a very simple change in vocal-fold
morphology can have nontrivial effects on phonation dynam-
ics, and demonstrates the usefulness of low-order models in
exploratory analyses of nonhuman phonation.
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Budgerigars were trained to discriminate complex sounds with two different types of spectral
profiles from flat-spectrum, wideband noise. In one case, complex sounds with a sinusoidal ripple
in ~log! amplitude across~log! frequency bandwidth were generated by combining 201
logarithmically spaced tones covering the frequency region from 500 Hz to 10 kHz. A second type
of rippled stimulus was generated by delaying broadband noise and adding it to the original noise
in an iterative fashion. In each case, thresholds for modulation depth~i.e., peak-to-valley in dB!
were measured at several different ripple frequencies~i.e., cycles/octave for logarithmic profiles! or
different repetition pitches~i.e., delay for ripple noises!. Budgerigars were similar to humans in
detecting ripple at low spatial frequencies, but were considerably more sensitive than humans in
detecting ripples in log ripple spectra at high spatial frequencies. Budgerigars were also similar to
humans in detecting linear ripple in broadband noise over a wide range of repetition pitches. Taken
together, these data show that the avian auditory system is at least as good, if not better, than the
human auditory system at detecting spectral ripples in noise despite gross anatomical differences in
both the peripheral and central auditory nervous systems. ©1999 Acoustical Society of America.
@S0001-4966~99!03802-3#

PACS numbers: 43.80.Lb, 43.66.Gf@FD#

INTRODUCTION

A primary goal of hearing research is to understand how
complex, naturally occurring sounds such as species-specific
vocalizations and speech sounds are processed by the ner-
vous system. Comparative investigations with such sounds
can provide an important window on the evolution and ad-
aptation of auditory systems, especially when these sounds
can be systematically manipulated. While complex commu-
nication signals have become popular stimuli for exploring
auditory function in different species, their very complexity
renders them a difficult class of sounds to describe and ma-
nipulate when used in a systematic exploration of auditory
function.

Historically, the alternatives to complex, natural sounds
in both physiological and psychophysical experiments have
been pure tones and noises. Approaches using these sounds
tend to reduce the auditory system to equivalent acoustic
engineering systems. This succeeds in addressing the prob-
lem of description and logical manipulation of sounds, but
such an approach is intrinsically limited by its simplicity,
restricting our understanding to an arbitrary and probably
unrealistic view of the auditory system. The use of spectrally
complex, broadband sounds offers some compromise be-
tween simple sounds such as pure tones and noises and more
complex, natural sounds such as vocalizations. In particular,
spectrally complex sounds with rippled spectral envelopes
share some of the characteristics of natural sounds, but may

be generated mathematically allowing for precise, quantifi-
able, and systematic manipulation.

One type of sound having rippled spectral profiles has
become useful because of its noted parallel with sine-wave
gratings used in studies of vision. These sounds, called log-
rippled noises in this paper, are generated by imposing a
sinusoidal spectral envelope onto broadband noise in the fre-
quency domain, or by algebraically adding frequency com-
ponents with amplitudes determined by a sinusoidal enve-
lope. The spectral envelope is sinusoidal when frequency is
represented on a logarithmic scale and sinusoidal envelopes
are expressed in units of cycles/octave. In vision, this class of
stimuli purports to allow for a linear systems analysis of
visual function as long as the underlying principle of linear-
ity of summation is not violated~De Valois and De Valois,
1988!. Whether a linear systems analysis approach will
prove useful for understanding complex signal processing in
the auditory system remains to be seen. This approach could
provide a powerful tool for comparative explorations of au-
ditory system function at different levels and in different
species~Shamma and Versnel, 1995; Shreiner and Calhoun,
1995!. In humans, there are strong arguments for studying
rippled spectra based on their parallels with the vowel
sounds of human speech~Hillier, 1991; Summers and Leek,
1994!.

A second class of rippled stimuli may be created by
delaying a portion of wideband noise and adding it back to
the undelayed original. The resulting stimulus has been
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called rippled noise, repetition noise, or cosine noise~Fay
et al., 1983; Bilsenet al., 1975; Yost and Hill, 1978!. It has
spectral peaks at integer multiples of 1/T, whereT is the time
of delay. If the delay and add process is combined in a feed-
back loop, the result is comb-filtered noise~Bilsen and Wi-
eman, 1980; Pick, 1980!. These linear-rippled noises pro-
duce the perception of pitch corresponding to 1/T Hz in
human subjects~Bilsen, 1970; Yostet al., 1978!. Yost et al.
~1996! have recently described a variant of these noises cre-
ated by iterating the delay and add process. Two different
digital networks have been outlined for producing iterated
rippled noises. In one network, delayed and attenuated noise
is added back to the original noise in an iterative process. In
the second network, the output of the previous add is delayed
and attenuated before the next add. These two networks pro-
duce rippled noises with slightly different spectra~Yost,
1996!.

The experiments reported herein followed the former
procedure for generating iterated rippled noise, and used a
large~999! number of iterations to approximate the infinitely
iterated comb-filtered noise of Bilsen and Wieman~1980!.
These stimuli are referred to here as linear-rippled noise, in
contrast to the log-rippled noise discussed earlier. The
amount of spectral modulation in linear-rippled stimuli is
controlled by varying the attenuation of the delayed sound
before it is added back to the undelayed original. A series of
sounds ranging from spectrally flat to deeply rippled were
created by decreasing the amount of attenuation from about
25 to 0 dB. As the attenuation is reduced, the depth of modu-
lation increases, as does the saliency of the repetition pitch.
Human subjects are most sensitive to repetition pitches be-
tween 100 and 1000 Hz; the sensitivity is independent of
overall level above about 20-dB sensation level~Bilsen and
Ritsma, 1970; Yost and Hill, 1978!.

The details of linear-rippled noise processing are impor-
tant for theories of vertebrate hearing because models and
theories of pitch must be able to account for the pitches and
pitch strengths of rippled noises. A variety of sounds can
produce the perception of the same pitch in human subjects
~Fastl and Stoll, 1979!, and it is possible that the neural
mechanisms underlying pitch perception share some com-
mon properties for these various stimuli. From an ecological
standpoint, a case has also been made that complex sounds
occurring from multiple reflections in the environment, cre-
ating rippled spectra, might be discriminated on the basis of
their pitch strength and coloration~Yost et al., 1996!.

There is less work on the processing of rippled noises in
animals than in humans. As far as we know, log-rippled
noises have been used only in studies of ferrets~Shamma
et al., 1995; Shamma and Versnel, 1995; Versnelet al.,
1995! and cats~Shreiner and Calhoun, 1995! in electrophysi-
ological recordings in the cortex. On the other hand, linear-
rippled noises have been used in a number of physiological
and psychophysical studies of hearing in a variety of species
including cats~Pickles, 1979!, guinea pigs~Evans et al.,
1992!, and chinchillas~Niemiec et al., 1992; Shofner and
Yost, 1995; Shofner, 1991!. The psychophysical data on
repetition-noise perception by goldfish are perhaps the most
comprehensive so far published for any nonhuman. As with

humans and other animals, these data show that as 1/T in-
creases, discrimination of delay differences requires greater
spectral modulation depth~Fayet al., 1983!. Otherwise said,
‘‘pitch strength’’ probably declines for the goldfish at higher
values of 1/T ~Fay, 1988; Fayet al., 1983!.

Birds are excellent subjects, in general, for the compara-
tive study of complex sound processing. Furthermore, in
spite of many psychophysical and physiological studies over
the years using both simple tones and noises as well as natu-
ral vocalizations, our understanding is still far from com-
plete. The purpose of the present experiments is to provide
baseline data on the perception of these two types of com-
plex sounds with rippled spectra as a foundation for future
investigations involving other types of manipulations in
rippled spectra, such as phase, shape, pitch strength, or col-
oration, etc. To this end, thresholds for detecting spectral
modulation in log-rippled and linear-rippled sounds were
measured in three budgerigars. Budgerigars are small Aus-
tralian parrots known for their tractability for auditory testing
~Okanoya and Dooling, 1987! and superiority in discriminat-
ing complex harmonic sounds~Lohr and Dooling, 1998!, as
well as for their complex learned vocal repertoire and adult
vocal plasticity~Farabaughet al., 1994!.

I. METHODS

A. Subjects

The subjects in these experiments were three budgeri-
gars ~Melopsittacus undulatus, two females and one male!.
All birds were either bought at a local pet store or hatched at
the University of Maryland and housed in individual cages in
a vivarium at the University of Maryland. The birds were
kept on a normal day/night cycle correlated with the season
at approximately 90% of their free-feeding weights. Al-
though the primary focus of the present study was to obtain
psychophysical data from budgerigars, four human subjects
~students and research assistants! were also tested on the
same stimulus conditions. This provided a check on the va-
lidity of the test procedures and apparatus, a comparison
with existing human data, and a procedural control.

B. Testing apparatus

The birds were tested in a wire cage~25325325 cm!
placed in a small animal IAC chamber lined with acoustic
foam. A response panel consisting of two sensitive mi-
croswitches with light-emitting diodes~LEDs! was mounted
on the wall of the test cage just above the food hopper. The
microswitch was tripped by the bird pecking the LED. The
left microswitch was the observation key, and the right mi-
croswitch was the report key. Stimuli were delivered from a
JBL loudspeaker~model 2105H! mounted 20 cm above the
test cage. All experimental events were controlled by an
IBM 486 microcomputer operating Tucker-Davis signal-
processing modules. Stimulus calibration was performed us-
ing a General Radio~model 1982! sound-level meter with
octave band filters. Stimulus intensities were measured by
placing the microphone in front of the keys of the response
panel in the approximate position normally occupied by the
bird’s head during testing. The intensities of the stimuli were
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measured several times during the conduct of these experi-
ments to ensure that the entire system remained calibrated.
During testing, the behavior of the bird was monitored by a
video camera system.

C. Training and testing procedures

The training and testing procedures have been described
in detail previously by Okanoya and Dooling~1987, 1990!.
The bird was trained by a standard operant auto-shaping pro-
gram to peck at the left microswitch key~observation key!
during a repeating background until a new stimulus was pre-
sented alternately with the background sound. If the bird
pecked the right microswitch and LED~report key! within 2
s of this alternating pattern, the food hopper was activated
for 2 s. The dependent variables in these experiments were
percent correct and response latency on trials involving an
alternating sound pattern. A failure to peck the report key
within 2 s of sound alternation was recorded as a miss, a
response latency of 2000 ms recorded, and a new trial se-
quence initiated. Thirty percent of all trials were ‘‘sham’’
trials in which the ‘‘target’’ sound was the same as the re-
peating ‘‘background’’ sound. A peck to the report key dur-
ing a sham trial was recorded as a false alarm and the lights
in the test chamber were extinguished while the repeating
background continued. The length of this time-out period
was normally 5 s, but varied according to the bird’s behav-
ior, with longer time-out periods applied with higher false-
alarm rates. Sessions with a total false-alarm rate of 16% or
higher were discarded. No more than 20% of the sessions for
any bird were discarded for this reason.

D. Stimuli

1. Log-rippled spectra

These complex broadband sounds were created using the
procedures described by Shamma and his colleagues
~Shammaet al., 1995!. Briefly, the stimuli were generated by
algebraically summing 201 sinusoidal components sampled
at 40 kHz that were equally spaced along the logarithmic fre-
quency axis, spanning the frequency range from 0.5 to 10
kHz. The phases of the individual sinusoids were random-
ized to avoid large-amplitude onset effects. This range was
chosen to completely encompass the range of hearing in bud-
gerigars~Dooling and Saunders, 1975!. The duration of each
stimulus was 100 ms with 10 ms rise/fall times. The spectral
envelope of this stimulus complex was then modulated sinu-
soidally on a logarithmic scale to create a ‘‘ripple’’ whose
frequency, measured in cycles/octave, was varied from 0.5 to
10 cycles/octave. The phase of the ripple was uniformly set
to zero at the low-frequency edge of the complex. A range of
sounds with different ripple amplitudes was created for each
ripple frequency. The amplitude of the ripple was taken as
the ratio of the amplitude of the peak to the trough of the
spectral envelope in dB. The resulting waveform was nor-
malized to 615 bits for playback through the digital-to-
analog converter. The overall level of the complex stimulus
was measured in the test box and adjusted to 60 dB~A!. For
each ripple frequency, the repeating background was the
sound with 0-dB ripple amplitude. The test stimuli the ani-

mal was asked to detect consisted of rippled noises with the
same ripple frequency but with varying amount of ripple
amplitudes. In each trial, seven test stimuli were used con-
sisting of ripple amplitudes that ranged from either 1–7 or
2–14 dB, depending on the performance of the birds. During
testing, the overall level was varied randomly~roved! from
stimulus presentation to presentation by65 dB to minimize
amplitude cues.

2. Linear-rippled stimuli

The second type of rippled stimuli tested were those
with a linear-rippled spectra. Figure 1 shows the spectrum of
a log-rippled noise and a linear-rippled noise used in these
experiments. These sounds were generated by starting with a
wideband noise, delaying it, attenuating it, and repeatedly
adding this delayed noise to the undelayed noise. In practice,
frozen segments of rippled noise with 999 iterations were
created with a Tucker-Davis Technologies array processor
~AP2! at a sampling rate of 40 kHz. This network used to
create these noises has been referred to as iterated rippled
noise in an add-original network~Yost, 1996!. The overall
level of these complex sounds was adjusted so that the wide-
band noise and rippled noise had equal root-mean-squared
~rms! voltages. All sounds were then randomized in ampli-
tude by65 dB during stimulus presentation. Thus, the birds
could not use a loudness cue during the presentation of
rippled noise. The six delays~T! used to generate rippled
noises ranged from 8 down to 0.25 ms to create repetition
pitches~as perceived by humans! ranging from 125 to 4000
Hz in octave steps.

FIG. 1. ~Top! Power spectrum of a log-rippled stimulus used in these ex-
periments. This stimulus has a ripple frequency of 2 cycles/octave and a
peak-to-valley modulation depth of 15 dB.~Bottom! Power spectrum of a
linear-rippled stimulus used in these experiments. This stimulus was con-
structed using 999 iterations, a delay of 1 ms, and no attenuation~i.e., gain
or ‘‘ g’’ is equal to 1!.
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In this experiment, the repeating background was always
a frozen noise sample with zero iterations of delayed addi-
tion. Target rippled noises had varying amounts of attenua-
tion ranging from 25 to 0 dB. Spectral modulation depth
(P/V in dB! was calculated as described by Shofner and
Yost ~1995! as:

P

V
~dB!510 logS ~11g!2

~12g!2D ,

where ‘‘g,’’ the gain or attenuation of the delayed noise, is
greater than 0. The level of these stimuli presented during
testing was monitored by placing a condenser microphone
from a General Radio sound-level meter~model 1982! in the
free-field in the approximate position of an animal’s head
and measuring the A-weighted sound pressure level.

To permit comparison, both log- and linear-rippled
noises are plotted on the same linear abscissa in Fig. 1. Note
that these spectra differ not only in their envelope frequency
but also in their shape. The spectral envelope for the log-
rippled stimulus is sinusoidal~on a log axis!, while the spec-
trum resulting from 999 iterations of iterated rippled noise is
nearly a line spectrum. Spectral modulation depth for the
log-rippled stimuli is specified directly in the creation of
these stimuli ~peak-to-valley in dB!. For linear-rippled
stimuli, spectral modulation depth is also calculated as a
peak-to-valley ratio in dB as described by the formula above.

II. RESULTS

The average modulation-depth thresholds for log-rippled
sounds are shown in Fig. 2 for three budgerigars, along with
similar data from several human studies. Budgerigars
showed thresholds of modulation detection that were in the
range of 2–3 dB at low ripple frequencies rising to about 4
dB as ripple-envelope frequency increased above about 4
cycles/octave. For comparison, data from our human subjects
and from two previous investigations on human subjects
~Hillier, 1991; Summers and Leek, 1994! are plotted on the

same axes. The human thresholds ranged from a 3–4 dB
peak-to-valley modulation depth at low ripple envelope fre-
quencies to about 10 dB peak-to-valley depth as the ripple
frequency exceeded 10 cycles per octave. The results for our
humans, tested with the same procedures used for testing our
birds, are very similar to previous human data in both the
amplitude of the threshold values and the shape of the
threshold curves as a function of envelope frequency. In the
direct comparison of our bird and human data, budgerigars
consistently outperformed our human subjects throughout
the range of ripple frequencies, especially at high ripple fre-
quencies. The point of testing humans on the same stimuli
using the same procedures used for testing the birds is to
ensure the validity of the present procedures and provide a
hedge against the existence of any stimulus artifacts that
might contaminate the bird thresholds.

The average results for three budgerigars tested on
linear-ripple noise are shown in Fig. 3. Both budgerigars and
humans show a reasonably flat pattern of thresholds of be-
tween 2 to 4 dB peak-to-valley modulation depth over a
range of repetition pitch from 125 to 4000 Hz. For compari-
son, human and chinchilla data from a previous study
~Shofner and Yost, 1995! are also plotted. The present values
for humans are very similar to those reported by Shofner and
Yost ~1995! over the same range. The results for birds, how-
ever, while agreeing well with the human data, stand in
marked contrast to data from the chinchilla, which shows
much higher thresholds in the range of 8 to 12 dB.

III. DISCUSSION AND CONCLUSIONS

These experiments show that despite having remarkably
different peripheral and central auditory systems~Manley,
1990; Manleyet al., 1993!, budgerigars are roughly similar
to humans in the ability to detect amplitude modulation in
both log- and linear-spaced spectral rippled stimuli. These

FIG. 2. Detection thresholds for log-rippled noise. The ripple amplitude
threshold for detection defined as 50% chance of detection is plotted in
peak-to-valley ripple amplitude in dB as a function of the ripple envelope
frequency~cycles/octave!. Solid circles are data from budgerigars (n53)
and open circles are data from human subjects (n53) tested with the same
stimuli and procedures. Other open symbols are previously published data
from Hillier ~1991! and Summers and Leek~1994!.

FIG. 3. Detection thresholds for linear-rippled noise. Threshold for ripple
detection~50% chance of detection! is plotted as a function of the repetition
pitch 1/T, whereT is the delay of the added waveform. The amplitude of the
ripple is expressed as a peak-to-valley of the resulting waveform as calcu-
lated from the attenuation of the added waveform. Solid circles are data
from budgerigars (n53), and open circles are data from humans subjects
(n52) tested with the same stimuli and procedures. Other open symbols are
from previously published human and chinchilla data~Shofner and Yost,
1995!.
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results raise a number of questions, including a set of meth-
odological issues involved in the conduct of comparative
studies with complex sounds. On the methodological issues,
studying the detection, discrimination, or perception of com-
plex sounds in animals always carries the concern that pro-
cedural differences between animal and human tests weaken
the comparison of sensory capabilities. To this end, the
agreement of our human data~obtained with the same
repeating-background procedure used to test the birds! with
data from humans tested on both log- and linear-ripples in
other laboratories can be taken as evidence that no stimulus
or procedural artifacts affect thresholds in our tests. In addi-
tion, the amplitude of the stimulus was randomly varied over
a range of 10 dB on a stimulus presentation-by-presentation
basis, so that any slight overall amplitude changes that might
have occurred through spectral manipulations could not be
used by the birds to detect the presence of rippled spectral
envelopes in these sounds.

Potentially more problematic is the use of frozen noise
samples in the test using linear-rippled noises. The use of
frozen stimulus samples raises the possibility that a particu-
lar sample might have some unique features that aid detec-
tion. The evidence against this possibility is that it would
likely lead to spuriously low thresholds or psychometric
functions with an unusual shape, neither of which occurred
in these experiments. As an additional check against this
kind of problem influencing our results, once our birds and
humans reached threshold levels of performance on a set of
stimuli at a particular ripple frequency or delay, they were
transferred to several entirely new sets of rippled stimuli and
their thresholds were measured again. In all cases, birds and
humans gave similar threshold values on the new stimulus
sets. As a final control, an additional budgerigar was tested
using multiple background and target exemplars presented at
random during testing. Thus, the bird was tested with ran-
dom presentations of 10 different frozen background stimuli
and 5 different frozen targets at each ripple depth. The
thresholds for this bird were very similar to those for the
three budgerigars in the main experiment.

Another interesting issue raised by the present results
concerns the mechanisms underlying modulation detection
for the two different kinds of ripple stimuli. The theoretical
basis for studying the detection and perception of noise spec-
tra with log-spaced ripple patterns is, first and foremost, the
logarithmic representation of frequency along the cochlear
partition that underlies a number of related phenomena in-
cluding critical bands, critical ratios, frequency difference
limens, etc.~Hillier, 1991; Moore, 1997!. The construction
of log-spaced rippled noises parallels the increasing filter
widths in the auditory system at higher frequencies. At low
ripple envelope frequencies, the width of the ripple peaks
and troughs span more than a single critical-band filter, al-
lowing for comparisons across critical-band filters~chan-
nels!. As the ripple envelope frequencies increase, however,
the differences in stimulation in any two adjacent auditory
system filters or channels diminish and eventually disappear
as the ripple frequency exceeds the critical bandwidth. This
is the likely reason that thresholds for detection of sounds
with log-rippled spectra become worse at higher ripple fre-

quencies in humans. The fact that budgerigars are better than
humans at detecting modulation at high-ripple frequencies is
consistent with other psychophysical data showing excep-
tionally narrow filter bandwidths for the budgerigar around 3
kHz as measured by critical ratios, critical bands, and psy-
chophysical tuning curves~Dooling and Saunders, 1975;
Saunderset al., 1979; Okanoya and Dooling, 1987!.

Log-rippled spectra lend themselves particularly well to
explorations of spectral or place-code models of auditory
processing. Linear-rippled noises, by contrast, lend them-
selves more to an analysis of time domain processing by the
auditory system. Linear-rippled stimuli have been studied
more frequently than log-rippled stimuli, and the prevailing
interpretation of the processing of linear-rippled noises is
that the auditory system is performing a time-domain wave-
form analysis something like an autocorrelation~Fay et al.,
1983; Shofner, 1991; Shofner and Yost, 1994, 1995; Yost
et al., 1996!. The similarity between budgerigars and hu-
mans in the detection of modulation in linear-rippled noises
is consistent with a wealth of other comparative data on birds
~including budgerigars and zebra finches! that show they are
at least as good as humans on a variety of temporal detection
and discrimination tasks including duration discrimination,
gap detection, temporal integration, and modulation transfer
functions~Dooling, 1979; Dooling and Searcy, 1979, 1981;
Dooling, Zoloth, and Baylis, 1978; Fay, 1988; Klump and
Maier, 1989; Okanoya and Dooling, 1990!. It is interesting
in this regard that the chinchilla, the only other mammal
besides humans tested on linear ripples, is so poor at detect-
ing linear-rippled spectra~Shofner and Yost, 1995!.

The promise of using linear-spaced and log-spaced
ripples as probes of auditory system function and complex
sound perception is that they may offer a solution to the
dilemma of whether to use simple, artificial signals or com-
plex, natural sounds to understand the function, adaptation,
and evolution of the vertebrate auditory system. Comparative
studies have shown there are numerous species, spanning
different vertebrate classes, including fish, frogs, birds, and
mammals, that preferentially use complex, multiple-
harmonic, periodic sounds as communication signals. In
these species, there is strong evidence at the behavioral and
physiological levels that the auditory system extracts period-
icity cues from these harmonic patterns and transmits the
information by arrays of phase-locked activity to the central
auditory system~Langner, 1992; Simmons and Buxbaum,
1996!.

In the spectral domain, there are also countless examples
from a variety of vertebrates including humans in which
spectral features or the change in spectral features are the
important components of species-specific communication
signals. One particularly relevant example is the discrimina-
tion and categorization of vowel sounds. Studies have shown
adult humans, prelinguistic humans, and other mammals
whose auditory systems are structurally and functionally
similar to those of humans, are generally quite sensitive to
the acoustic features that define vowel phonetic categories
and can form phonetically appropriate acoustic categories
~see, for example, Burdick and Miller, 1975; Kuhl, 1986,
1991; Sinnott, 1989!. It is somewhat surprising that several
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species of birds, whose peripheral and central auditory sys-
tems are structurally very different from mammalian audi-
tory systems, can also discriminate among vowels~Hienz
et al., 1981! and perceive vowel categories in a phonetically
appropriate way without extensive training, even in the face
of talker variation~see, for example, Dooling and Brown,
1990!.

Parallels in the perception of complex sounds, including
speech sounds, by birds and humans present somewhat of a
conundrum. On the one hand, such parallels are consistent
with general similarities in psychoacoustic thresholds be-
tween birds and mammals in their respective ranges of best
hearing~Fay, 1988!. This fits with the wealth of evidence
that some birds can mimic human speech sounds, which ar-
gues that they must hear the sounds of speech as humans do.
On the other hand, there are consistent differences in the
hearing of birds and mammals. In the lower frequency range
critical for human speech, pure-tone thresholds, masked
thresholds, and frequency- and intensity-difference limens in
humans are generally much superior to birds~Fay, 1988!.
From these psychoacoustic data, then, one might not predict
strong similarities between birds and humans in the percep-
tion of speech sounds. It is interesting, then, that the present
results show considerable similarity between humans and
budgerigars in the detection of modulation in log-rippled
noises.

In considering the perception of vowel sounds particu-
larly, the preservation of spectral contrast in the internal rep-
resentation of spectral shapes is undoubtedly important for
locating formant peaks underlying vowel identity. For hu-
mans, previous work has shown that the perceived similari-
ties among vowels is mainly determined by the amount of
spectral similarity and contrast present at ripple frequencies
up to about 2–3 cycles/octave~van Veen and Houtgast,
1985!. These results are consistent with an analysis of En-
glish vowels spoken by male, female, and child talkers
~Peterson and Barney, 1952! that suggests that frequency
resolution at ripple frequencies above 4 cycles/octave is
probably unnecessary for accurate vowel identification
~Summers and Leek, 1994!. Budgerigars, like humans, show
best detection performance at ripple frequencies below 4
cycles/octave—a capability that may underlie the similarities
between budgerigars and humans in vowel speech-sound cat-
egories~Dooling and Brown, 1990; Dooling, 1992!. Future
probes of avian hearing using log-rippled stimuli might ex-
plore sensitivity to other aspects of these complex sounds
that are known to be represented at the single-unit level in
the mammalian primary auditory cortex, such as ripple fre-
quency, ripple phase, and ripple shape~Shammaet al., 1995;
Shamma and Versnel, 1995; Versnelet al., 1995!.

Finally, there has long been the suggestion that the avian
auditory system may be specialized for processing certain
kinds of complex sounds. The two classes of complex
sounds used in the present experiments may shed new light
on this issue. In the case of log-rippled stimuli, it would be
interesting to know whether the superior performance of
budgerigars at higher ripple frequencies is related to the
rapid frequency-modulation characteristic of the vocaliza-
tions of budgerigars and many other birds. In the case of

linear-spaced ripples, these sounds offer a way of probing the
limits of a kind of temporal processing, and birds may turn
out to be exceptional in detecting or discriminating certain
aspects of these sounds as well. For example, thresholds for
detecting the mistuned harmonic in budgerigars and zebra
finches are up to an order of magnitude smaller than human
thresholds~Lohr and Dooling, 1998!. This task almost cer-
tainly involves sensitivity to the temporal fine structure of
harmonic waveforms. A recent study on single-unit re-
sponses in the zebra finch auditory forebrain to complex har-
monic stimuli shows greater sensitivity to temporal rather
than to spectral cues~Theunissen and Doupe, 1998!. Further,
this study provides evidence that this extremely precise pres-
ervation of temporal cues in the auditory forebrain is neces-
sary for a full response to complex, learned, species-specific
vocalizations.
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INTRODUCTION

Before dealing with the acoustics of a rectangular cross-
sectioned toroidal waveguide with driven walls, Lawrenson
et al.1 first considered the modal frequencies with the rigid
wall condition, and dealt explicitly with the case of a narrow
toroidal duct with width much less than the radius. Although
their results are correct to first order in the relative radial
difference, their formulas could be expressed more naturally.
Furthermore, it turns out that the apparent direct proportion-
ality to angular wave number found in Ref. 1 is not main-
tained at higher orders. In this paper, we elaborate upon these
features in terms of the properties of the exceptional zeros of
cross products of derivatives of Bessel functions which arise
from the characteristic equation for the radial frequencies
with Neumann boundary conditions, and present higher-
order corrections for the frequencies.

I. BACKGROUND

The toroidal duct occupies the region specified in terms
of cylindrical polar coordinatesr , u, z by 0,a<r<b, 0
<u<2p, and 0<z<h. Following Ref. 1, the characteristic
radian frequency for rigid walls, resulting from the solution
of the wave equation for the velocity potential with sound
speedc, is given by

vmnp5cAS bmp

a
D 2

1S np

h
D 2

, ~1!

where n50,61,62, . . . is the axial wave number~refer-
ring to thez direction!, m50,1,2, . . . is theangular or azi-
muthal wave number~referring to theu direction!, andp is a
radial number~integer, referring to ther direction! which
labels the successive roots of the characteristic equation
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whose roots arebmp . Here,Jm andYm are the Bessel func-
tions of the first and second kind, and«5(b2a)/a.0 is the
relative radius difference.

For anarrow ~in the radial direction! toroid, i.e.,«!1,
Lawrensonet al.1 then expanded the Bessel functions in Eq.
~2!, ignoring terms of order«2, to obtain the approximated
formulas

b'mA223«

22«
; ~3!

vmn'cAS m

a
D 2S 223«

22«
D 1S np

h
D 2

; ~4!

and hence, forn50 ~i.e., noz dependence!, to first order in
«,

vm'
mc

a S 12
1

2
« D . ~5!

We now derive more accurate formulas for Eqs.~3!–~5! and
discuss them.a!Electronic mail: h.gottlieb@sct.gu.edu.au
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II. IMPROVED FORMULAS

It should first of all be noted that Eq.~5!, to first order in
«, only gives~for mÞ0) the lowest, in fact ‘‘exponential,’’
root of Eq.~2!. There are other, higher, roots not obtained by
this method: they are given by an asymptotic formula of a
type due to McMahon2 ~see references cited in Ref. 3! and
they tend to infinity as« tends to zero. Thus it is convenient
to label the exceptional root, which tends tom as« tends to
zero, by an indexp508 ~where the prime indicates that the
corresponding radial function is not constant!. Then the stan-
dard McMahon-type roots correspond top51,2, . . . ; they
are not under discussion here.

For the exceptional roots, which are of central interest
here as being the lowest root for eachmÞ0, we use a pro-
cedure similar to that of Ref. 3, which dealt with the case of
spherical Bessel functions. Here, the ordinary Bessel func-
tions Jm andYm satisfy Bessel’s differential equation

Jm9 ~X!52
1

X
Jm8 ~X!1Fm2

X2
21GJm~X! ~6!

and have Wronskian value given by4

W~X![Jm~X!Ym8 ~X!2Jm8 ~X!Ym~X!5
2

pX
. ~7!

We may now make a Taylor series expansion of the whole
entity on the left-hand side of Eq.~2!, for small «, and use
Eqs. ~6! and ~7! and their differentiations, and eventually
obtain, formÞ0,

b22m2

m2
52«1

5

6
«22

2

3
«31

162m2

30
«41O~«5!. ~8!

Then from a Taylor expansion of the square root expres-
sion obtained from Eq.~8!, b is found to be

b5mF12
1

2
«1

7

24
«22

3

16
«31

751296m2

5760
«4G1O~«5!.

~9!

~This result, in fact, holds for any realmÞ0, not just integer
values. The first three terms only, up to second order in«,
have been reported in Ref. 5.! This series~9! agrees, up to
the order given, with an expression eventually obtainable by
recasting a result of Buchholtz6 whose expansion is, how-
ever, forb21 and which involves not« but even powers of
(g1/22g21/2), where g511«5b/a in the above context.
Equation~9! is much more useful for purposes such as that
considered here.

In view of Eq. ~8!, Eq. ~3! above @which is Eq. ~12!
appearing in Ref. 1# might more simply and naturally be
written as

bm08'mA12«, ~10!

and Eq.~4! above@which is Eq.~13! in Ref. 1# as

vmn08'cAS m

a
D 2

~12«!1S np

h
D 2

. ~11!

To first order in«, Eq. ~5! above@i.e., Eq. ~14! of Ref. 1#
remains the same, although perhaps following more transpar-
ently from Eq.~11! with n50:

vm008'
mc

a S 12
1

2
« D . ~12!

By Eq. ~8!, a more accurate expression for the frequen-
cies given approximately by Eq.~11! is

vmn08

'cAS m

a D 2F12«1
5

6
«22

2

3
«31

162m2

30
«4G1S np

h D 2

.

~13!

By Eq. ~9!, a more accurate expression for the lowest radial
frequencies (n50,p508), extending Eq.~12!, is

vm008'
mc

a S 12
1

2
«1

7

24
«22

3

16
«31

751296m2

5760
«4D . ~14!

This is, of course, not obtainable from Eq.~10! or Eq. ~3!.

III. NUMERICAL EXAMPLES

Table I shows the effects on the lowest solution of the
characteristic equation~2! of including increasing orders of«
in the approximation~9!, i.e., on the fundamental frequency
via Eq. ~14!, for several values of«. Also tabulated are the
corresponding exact values obtained using Maple V®. It can
be seen that for very small« the first-order approximation is
actually quite good, but higher-order approximations im-
prove matters.~In fact, for «50.01 the fourth-order approxi-
mation agrees with the exact solution up to 11 significant
figures.! As « increases above about 0.1, the higher approxi-
mations are needed for good agreement.

Table II contains ratios of exact lowest solution to
Bessel function order~angular number!, i.e., b/m, arising

TABLE I. Values of lowest solutionb to Eq. ~2! with m51: approxima-
tions from Eq.~9! for various orders in«, and exact values.

«

0.01 0.05 0.1 0.5

1st 0.995 0.975 0.95 0.75
2nd 0.995 029 0.975 729 0.952 917 0.822 917
3rd 0.995 029 0.975 706 0.952 729 0.799 479
4th 0.995 029 0.975 706 0.952 741 0.806 586
Exact 0.995 029 0.975 706 0.952 740 0.805 092

TABLE II. Variation with respect to orderm of ratio of exact lowest solu-
tion to Bessel function order,b/m, for Eq. ~2!.

«

m 0.01 0.05 0.1 0.5

1 0.995 029 0.975 706 0.952 740 0.805 092
5 0.995 029 0.975 704 0.952 709 0.796 860

10 0.995 029 0.975 697 0.952 610 0.775 972
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from Eq. ~2!, for increasingm values. This table shows that,
while proportionality tom is quite good for small«, there is
a loss of this harmonicity as« increases.

IV. DISCUSSION

Equation~14! gives higher-order corrections, in powers
of «5(b/a)21, to Eq. ~5!, i.e., to Eq.~14! of Ref. 1, ob-
tained in solving Eq.~2! for the z-independent modes. As
pointed out in Ref. 1, when the toroidal walls are driven,
there will be pressure response peaks corresponding to the
characteristic frequencies of the toroid with rigid walls, as
determined above, so our Eqs.~13! and ~14! may become
important.

Arguments were presented at several points in Ref. 1
concerning an integral numberm of wavelengths along the
‘‘center’’ or average circumference of the toroid, equal to
p(a1b), for large wavelengths, i.e., small width«. Because
the coefficient of the second-order term in Eq.~14! is posi-
tive, the first-order approximation~5! systematically under-
estimatesvm008 for small «, i.e., the actual frequency is
higher. Physically, this could be interpreted as the duct hav-
ing an effective circumference which is somewhat less than
that of the equivalent straight duct.

Finally, our Eq. ~14! shows that there is not, in fact,
strict proportionality to angular wave numberm of the n

50 frequencies, there being corrections to Eq.~12! consist-
ing not merely of higher terms in« with constant coefficients
but also eventually depending onm itself, although, intrigu-
ingly, this does not become apparent until the coefficient of
the fourth-order term in«. It should be noted that coefficients
of higher-order terms depending onm may lead to non-
negligible contributions to the expansion for moderate or
largem values, but in any case the exact solutions in Table II
show that this inharmonicity increases as« increases. It
would be interesting to know whether this effect could be
discerned in experiments.
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Deduction of ground impedance from measurements of excess
attenuation spectra
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An efficient numerical method of deducing ground-surface impedance from measurements of
short-range propagation from a point source is proposed. The method involves finding the root of a
complex equation and uses the fact that the classical approximation for the spherical wave-reflection
coefficient near grazing incidence is an analytic function of the impedance. Examples of fitting
measured excess-attenuation spectra are given. Methods for ensuring the uniqueness of the resulting
impedance fits are discussed. Subsequent deductions of parameters in a two-parameter impedance
model are also considered and exemplified. ©1999 Acoustical Society of America.
@S0001-4966~99!01603-3#

PACS numbers: 43.28.En@LCS#

INTRODUCTION

Knowledge of ground-surface impedance is important
for accurate prediction of sound propagation outdoors. Sam-
pling soils for subsequent application of standard acoustical
laboratory techniques1 is time consuming and difficult. The
acts of sampling and transport to the laboratory can alter the
characteristics of the sampled ground. Although the imped-
ance tube has been used outdoorsin situ, it is intrusive and
relatively laborious. Less intrusivein situ methods have been
devised. These include~a! indirect deduction of impedance
from ~plane-wave! reflection coefficient,2 and ~b! deduction
of physical parameters such as flow resistivity by fitting im-
pedance models either to short-range measurements of ex-
cess attenuation or to the level difference between vertically
separated microphones.3–8 The deduction of parameters is of
particular interest to acoustical monitoring of soils. The fit-
ting of excess-attenuation or level-difference spectra, ob-
tained near grazing incidence, is achieved by means of the
classical theory for propagation from a point source over an
impedance plane. As well as not requiring the assumption of
plane waves, which is valid only at sufficient source height
and near normal incidence, the short-range propagation
method also includes effects of small-scale surface rough-
ness which may be considered to produce an effective
impedance.9

An ANSI working group has proposed a standard
method based on fitting measurements to templates of theo-
retical excess-attenuation or level-difference spectra.10 These
templates are based on the likely range of ground-surface
parameters and the resulting variation in excess-attenuation
or level-difference spectra predicted according to various im-
pedance models. It is noted in the draft standard that, in the
context of predicting outdoor sound, it would be preferable
to deduce impedance directly, since the result would be in-
dependent of the adequacy of any particular impedance
model. A method of direct-impedance deduction has been

proposed based on two-dimensional minimization of the dif-
ference between data and theory at each frequency.11 This
requires considerable computation and is rather inefficient.
After reviewing the two-dimensional minimization tech-
nique, we propose an alternative numerical method based on
root finding. The proposed technique takes advantage of the
fact that the classical approximation to the spherical wave-
reflection coefficient is an analytic function of the imped-
ance. The resulting savings in computation time can be up to
100-fold without any loss in accuracy. In addition, we revise
problems of nonuniqueness in the context of the new tech-
nique. Some examples of excess-attenuation fitting are given.
Finally, least-squares algorithms for subsequent fitting of im-
pedance models are explored.

I. DIRECT DEDUCTION OF IMPEDANCE

A. Minimization method

The first step in direct-impedance deduction is to calcu-
late the spherical reflection coefficient~Q! from measuring
excess-attenuation spectra of sound at short ranges. The next
step is to search for a theoretical value of the impedance that
best fits the measuredQ at each frequency point. This search
can be accomplished, as in Ref. 11, by minimizing the fol-
lowing complex function~or some power of it! with vari-
ables being the real and imaginary parts of the impedance:

G~b, f !5Q~b, f !2Qmeasured, ~1!

whereb is the admittance~inverse of the impedance! andf is
the frequency, with

Q5Rp1~12Rp!F~w!, ~2!

Rp5
cosu2b

cosu1b
, ~3!

F~w!511 ip1/2we2w2
erfc~2 iw !, ~4!

w5A 1
2ikR2~cosu1b!. ~5!a!Author to whom all correspondence should be addressed.
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The termsQ, Rp , F(w), andw are called the spherical-
reflection coefficient, the plane-wave reflection coefficient,
the boundary-loss factor, and the numerical distance, respec-
tively. This requires a time-consuming multidimensional
minimization procedure such as the simplex method.

B. Root-finding method

An alternative approach is to consider the equation

G~b!50. ~6!

SinceQ is an analytical function ofw ~itself a function ofb!
and therefore has a continuous derivative, a simple and effi-
cient solution technique such as the Newton–Raphson
method can be used. In the Newton–Raphson method, a
‘‘better’’ approximation, sayx1 , to the solution ofG(x) can
be obtained from

x12x05dx52
G~x0!

G8~x0!
, ~7!

wherex0 is an initial approximation and the prime denotes
differentiation with respect to the argument. A final solution
is obtained by iterating Eq.~7! until a desired accuracy is
achieved. Hence, in our case

db52
G~b!

dG/db
, ~8!

where reference tof has been dropped for brevity.Q may be
rewritten as

Q5112~w2t cosu!@ iApW~w!#, ~9!

with

W~w!5e2w2
erfc~2 iw !, ~10!

and

t5A 1
2ikR2. ~11!

The functionW(z) and its derivative have been defined
in equations 7.1.3 and 7.1.20 of Ref. 12. The derivative term
required in~8! may be obtained for each frequency from

dG

db
5

dQ

dw
•

dw

db

52t@ iApW~w!22~w2t cosu!„11 iApwW~w!…#.

~12!

Less than ten iterations are needed to find the required an-
swer in most cases of interest. This method is far more effi-
cient than the two-dimensional minimization technique sug-
gested in Ref. 11 and can be performed in ‘‘real time’’ on
desktop computers. The best starting estimate for admittance
is zero at low frequencies~,500 Hz!. This suggests that the
search should begin at the low end of the frequency spectrum
and with a starting value of zero. For subsequent frequency
points, the best ‘‘guess’’ is the best-fit admittance at the pre-
vious frequency point.

Figure 1 shows impedances as a function of frequency
derived from excess attenuation data~Ref. 11, Fig. 4! using
both a 2-D minimization and the Newton–Raphson method.
In this particular example, the minimization method is that
denoted as method I in Ref. 11. As can be seen, the imped-
ance determined by the two methods is almost identical ex-
cept for a small deviation in the imaginary parts at higher
frequencies. The computation time, on a PC, is about 2 h for
the minimization method, and less than 1 min for the tech-
nique proposed here.

A second example of the proposed impedance-deduction
technique is based on a set of three short-range excess-
attenuation spectra measured above a sand surface. The graz-
ing angles for the measurements are 11.3°, 21.8°, and 31.0°.
Figure 2~a! and ~b! show the measured excess-attenuation
spectra and the fitted specific-surface impedance, respec-
tively, from all three geometries. If one then applies the de-

FIG. 1. Deduced normalized imped-
ance of sand. The impedance was de-
duced from the measurement of the
excess-attenuation spectra using a
minimization method and the proposed
root-finding method. The two imped-
ance spectra are identical except at
high frequencies, where a small devia-
tion in the imaginary parts can be ob-
served.
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rived impedance values in the theoretical expressions for the
excess attenuation, one arrives at exactly the same excess-
attenuation curve~to the width of the line!. It is seen that the
deduced impedance from the measurements at the lowest
grazing angles of 11.3° and 21.8° are consistent, while the
third measurement~at the largest grazing angle! results in a
different set of values. This can be attributed to the fact that
at grazing angles greater than about 25°–30° the spectrum is
less sensitive to the ground impedance and is determined
mainly by the geometrical path difference between the direct
and the reflected ray paths.13

C. Uniqueness of the solution

Under certain circumstances, more than one value of
admittance can give the same value for the spherical wave-
reflection coefficient. This gives rise to the problem of
choosing the right solution. An example is shown in Fig. 3,
where a 2-D surface ofuG~b!u is drawn with x and y axes
being the real and imaginary parts of the admittance. The
frequency is 500 Hz, the source and receiver heights are at
0.03 m, and their horizontal separation is 1.0 m. Apart from
the ‘‘true’’ solution near the origin at (0.1– 0.25i ), there is a
‘‘rogue’’ solution ~or minimum! near (0.05– 4.5i ). Any nu-

merical impedance-fitting routine would home in on the
rogue solution from a wrong starting point. Moreover, it
should be noted that neither solution could be discounted on
physical grounds.

However, the position of the rogue minimum is depen-
dent on the geometry of the system~i.e., source and/or re-
ceiver heights! while the true solution is not@see, for ex-
ample, Fig. 2~b!#. Therefore, it is important to have at least
two measurements of excess-attenuation spectra with differ-
ing source and/or receiver positions to verify a true value of
the admittance.

II. PARAMETER DEDUCTION

In this section, having obtained the specific surface im-
pedance as a function of frequency, the possibility of fitting
an impedance model to the impedance data is investigated.
Once again, the emphasis is on speed and efficiency. The
impedance model chosen here for fitting purpose is a two-
parameter model.14,15 This model has been shown to give
good agreement with data taken both indoors and outdoors.
It is given by

Z5
11 i

Apgr
Ase

f
1

ic0ae

8pg f
, ~13!

wherese5sp
2s/V andae5(n812)a/V; s, V, a, sp , and

n8 are the flow resistivity and porosity at the surface, the rate
of change of porosity with depth, the pore shape factor, and
the grain shape factor, respectively. The two adjustable pa-
rameters arese andae . This model has the added advantage
that the real and imaginary parts of the impedance have a
simple power dependence on frequency so that a least-
squares fitting can be used

Re~Z!5A f21/2, ~14a!

Im~Z!2Re~Z!5B f21, ~14b!

whereA depends onse andB on ae @see Eq.~13!#. A simple
Gaussian least-squares fitting of the two parts of impedance
should yield estimates forse and ae . The resultant values
will depend strongly on the range of frequencies used in the

FIG. 2. Measured excess-attenuation spectra~a! and the corresponding de-
duced normalized impedance~b! of a sand surface. Solid line: source and
receiver heights 0.1 m~grazing angle 11.3 deg!; dashed line: 0.2 m~21.8
deg! and the dotted line: 0.3 m~31.0 deg!. The horizontal separation in all
three cases was 1.0 m. At frequencies below 300 Hz, the source output was
below the background noise; hence, the deviation from the expected values.

FIG. 3. The magnitude of the difference between the measured and theoret-
ical spherical-reflection coefficient plotted against the real and imaginary
parts of the normalized admittance at 500 Hz. The true minimum is the one
near the origin.
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fitting. Since the ground-effect minimum is most sensitive to
the changes in the parameters, the best choice would be the
frequency range that encompasses the first ground-effect
minimum and excludes very low and high frequencies.

As an example, the values of the impedance of a sandy
ground deduced in Sec. I. B and given in Fig. 2, are used.
Making use of Eqs.~14a! and ~14b! and the impedance
model given in Eq.~13!, one arrives at the best-fit values
given in Table I. It is seen that the deduced parameter values
from the two nearest grazing measurements are very close.
Figure 4 shows the measured and best-fit excess-attenuation
spectra with parameter values given in Table I. Although the
fit is acceptable, there is room for improvement at the higher
frequencies. The frequency range for the fitting process was
chosen so that it would include the first minimum only.

III. CONCLUSION

An efficient procedure to deduce the specific surface im-
pedance of ground directly from the measured excess-
attenuation spectra has been proposed that allows real time
determination of the impedance. It is shown that the pro-
posed method is as accurate as the minimization methods
suggested earlier, yet it is more efficient. Simple Gaussian
least-squares fitting routines have been suggested to obtain
ground parameters from the deduced-impedance spectra
based on a two-parameter model.
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Grazing
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Frequency
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se

~Nsm24!
ae

~m21!

1 11.3 1 k–10 k 265 000 175
2 21.8 800–1 k 280 000 141
Average 272 500 158

FIG. 4. Measured and predicted excess-attenuation spectra for the two
source and receiver heights specified for Fig. 2~a!. The prediction was ob-
tained by least-squares best fit of the two-parameter impedance model to the
deduced normalized impedance in Fig. 2~b!. The solid lines represent the
measured data with grazing angles of 11.3 and 21.8 deg and the broken lines
are the predicted spectra. The values for the parameters are given in Table I.
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INTRODUCTION

An auditory signal is detected better when its duration is
expected than unexpected~Wright and Dai, 1994; Dai and
Wright, 1995!. This suggests that listeners detect signals
through a temporal-integration window matched to the dura-
tion of the expected signal. Here, we report the predictions of
the energy-detector and multiple-look models of signal de-
tection~Green and Swets, 1966! for the detectability oftonal
signals with unexpected durations, and compare those pre-
dictions to data we already reported~Dai and Wright, 1995!.
According to the energy-detector model, the listener makes
one observation through a temporal window whose duration
is matched to the expected signal duration and decides about
the presence of the signal based on the energy within that
single window~Green, 1960!. The multiple-look model in-
stead holds that the listener takes multiple short looks total-
ing the expected signal duration during each presentation
interval, and statistically combines the information from
those looks to decide about the signal’s presence~Viemeister
and Wakefield, 1991!.

We previously derived the predictions of both models
for noise signals under the assumption of a matched temporal
window ~Dai and Wright, 1995!. Due to the stochastic nature
of the noise signals, the predictions of the two models are
nearly identical, both giving a reasonably good description of
the time-intensity trade—threshold as a function of signal
duration—and detectability of signals with unexpected dura-
tions. We did not include predictions fortonal signals, be-
cause it was not clear then how to incorporate a matched
temporal window into models of the time-intensity trade for
tones. At the time, we knew that listeners use wider
effective-listening bandwidths for short than for long tonal
signals~van den Brink and Houtgast, 1990; Wright and Dai,
1994!, but did not know the effective-listening bandwidth for
every window duration. Thus, we believed we did not have
all of the information necessary for applying the energy-
detector model. Only subsequently did we realize that the
time-intensity trade for tonal signals could be accounted for
using an energy-detector model with a matched temporal
window ~Dai and Wright, 1996! given the following. First,
listeners detect the signal based on the signal energy within a
single fixed-width frequency channel, even though they may

be monitoring multiple channels when the expected signal is
short. Second, spectral splatter reduces the effective signal
energy. That solution now allows us to derive the predictions
of the energy-detector model for the detection of tones of
unexpected duration.

Accounting for the time-intensity trade of tonal signals
using the multiple-look model with a matched integration
window remains problematic. This is because increasingd8,
and thus heavier weighting, for later looks is required to
predict the time-intensity trade of tonal~Viemeister and
Wakefield, 1991!, but not noise~Dai and Wright, 1995!, sig-
nals. Here, we also report the predictions of the multiple-
look model for the detection of tones of unexpected duration
using both weighting schemes.

The assumptions and steps involved in the calculations
are described in Appendix A for the energy-detector model
and Appendix B for the multiple-look model.

I. RESULTS AND DISCUSSION

Figure 1 shows the measured~circles; replotted from
Fig. 1 in Dai and Wright, 1995! and predicted~lines! signal
levels corresponding to pc585% as a function of signal du-
ration for three signal frequencies~panels!. As observed by
other investigators~e.g., Garner and Miller, 1947; Watson
and Gengel, 1969; Gengel and Watson, 1971; Gengel, 1972;
Gerkenet al., 1990; Dai and Wright, 1996!, the slope of the
measured time-intensity-trade function becomes shallower
with increasing signal frequency, from about 11 dB per de-
cade at 250 Hz to about 9 dB per decade at 4000 Hz. The
predictions of the energy-detector model~solid lines! capture
this trend, although the change in slope with frequency is
somewhat overpredicted. Overall, the energy-detector pre-
dictions fit the data reasonably well; the root-mean-square
~rms! error of 1.7 dB is close to the size of the measurement
error. In contrast, the multiple-look model, assuming equal
d8 for all looks ~dashed lines!, underpredicts the slope of the
time-intensity trade, more so at low than at high frequencies.
The rms error of 3.7 dB is about twice that for the energy-
detector model. For comparison, the equal-d8 multiple-look
model predicts the time-intensity trade for noise signals ad-
equately~rms error of 0.77 dB; Dai and Wright, 1995!. No
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predictions are shown for the multiple-look model using un-
equal weights because thed8 weights are determined directly
from the data for the time-intensity trade.

Plotted in Fig. 2 are the measured~circles; replotted
from the mean panels of Fig. 2 in Dai and Wright, 1995! and
predicted~lines! percent-correct values for expected~filled
circles! and unexpected~open circles! signal durations at
three signal frequencies~rows!. With a few exceptions, sig-
nals with unexpected durations are less detectable than those
with expected durations. Overall, signals with unexpected
durations are less detectable when the expected duration is
short ~left column! than when it is long~right column!. The
greatest contrast occurs at 4000 Hz, where the mean percent
correct calculated across all unexpected signals~open
circles! was 54% when the expected duration was 4 ms, and
75% when the expected duration was 299 ms.

Unlike the data, which show frequency dependence only
for the long expected duration, the energy-detector predic-
tions ~solid lines! depend on the signal frequency for both
short and long expected durations. For the expected duration
of 4 ms, the predicted percent correct decreases faster at
lower than at higher frequencies as the signal duration de-
parts from the expected duration. For the expected duration
of 299 ms, the effect is greater at higher than at lower fre-
quencies, which is opposite to the data. The mean rms errors
between the data and the energy-detector predictions are 6%
and 7% for the short and long expected durations, respec-
tively.

The predictions of the equal-d8 multiple-look model are
independent of signal frequency~short-dashed lines!. For the
short expected duration, all the predicted percent-correct val-
ues are higher than the data. For the long expected duration,
the predictions give adequate descriptions of the data at 250
and 1000 Hz, but fall below the data at 4000 Hz. The mean
rms errors for percent correct between the data and the equal-
d8 multiple-look predictions are 10% for the short and 7%
for the long expected durations.

When thed8 of later looks is assumed to increase based
on the data for the time-intensity trade~long-dashed lines!,
the predictions of the multiple-look model clearly improve
for the data obtained with the short expected duration, but
worsen for those obtained with the long expected duration.
The mean rms errors are 6% for the short and 11% for the
long expected durations.

In sum, both the energy-detector and multiple-look mod-
els explain, at least qualitatively, the reduced detectability of
tones with unexpected durations. This is useful information
because, unlike for noise signals~Dai and Wright, 1995!, the
predictions differ across each model version. Thus, these pre-
dictions for tonal signals had the potential to, but do not,
provide a critical test of the models. It is worth noting that,
with a coherent set of assumptions, the energy-detector
model provides a reasonable prediction of the time-intensity
trade for both tonal~here and Dai and Wright, 1996! and
noise ~Green, 1960; Dai and Wright, 1995! signals. The
multiple-look model, however, requires different assump-
tions to explain the time-intensity trades for both tonal and
noise signals. Consistency tips the scale in favor of the
energy-detector model.

FIG. 2. Measured~filled circles for expected, and open circles for unex-
pected signal durations, from Dai and Wright, 1995! and predicted~solid
lines for energy-detector model, short-dashed lines for equal-d8, and long-
dashed lines for unequal-d8 multiple-look models! percent correct as a func-
tion of signal duration at three frequencies~rows! when the expected dura-
tion was 4 ms~left column! or 299 ms~right column!.

FIG. 1. Time-intensity trades. Measured~circles, from Dai and Wright,
1995! and predicted~solid lines for energy-detector model and dashed lines
for equal-d8 multiple-look model! signal levels corresponding to pc585%
as a function of signal duration at 250 Hz~top panel!, 1000 Hz ~middle
panel!, and 4000 Hz~bottom panel! when each duration is known and ex-
pected.
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APPENDIX A: ENERGY-DETECTOR PREDICTIONS

We derive the energy-detector predictions of the time-
intensity trade for tones~solid lines in Fig. 1! using the same
basic procedure described by Dai and Wright~1996!. The
only notable difference is that the predicted signal levels cor-
respond to 85%-correct responses here compared to 79%-
correct responses in the earlier paper.

Now, we derive the energy-detector predictions for the
detectability of tones with expected and unexpected dura-
tions~solid lines in Fig. 2!. Let T be an ideal rectangular time
window that matches the expected signal duration, letW be
an ideal rectangular frequency window with the same
equivalent-rectangular bandwidth~ERB! as the auditory fil-
ter @W524.7((4.37f c/1000)11), Glasberg and Moore,
1990#, andEin(t) be the actual energy of a signal of duration
t. The effective signal energy,Eout(t), is that part ofEin(t)
that falls within the time-frequency window defined byT and
W. Two factors influence the relationship betweenEin(t) and
Eout(t) for signals of unexpected duration. First, short signals
suffer an energy reduction due to spectral splatter. We cor-
rect this effect here, as in our previous paper on expected
signal durations~Dai and Wright, 1996!, by multiplying the
signal spectrum with the Roex-filter-weighting function
~Patterson and Moore, 1986!. Second, signals with durations
~t! longer than the expected duration~T! have their energy
reduced by a factor ofT/t. We obtain the percent correct for
expected and unexpected signal durations by substituting
Eout(t) into the psychometric function for the expected signal
duration.

APPENDIX B: MULTIPLE-LOOK PREDICTIONS

We follow the procedures described by Dai and Wright
~1995! to derive the multiple-look predictions of the time-
intensity trade for tones~dashed lines in Fig. 1! and the de-
tectability of tonal signals of expected and unexpected dura-
tion ~short-dashed lines in Fig. 2! under the assumption that
all looks have equald8, and thus receive equal weight.

Now, we derive the multiple-look predictions for the
detectability of signals with expected and unexpected dura-
tions, under the assumption that individual looks have differ-
entd8, and thus receive different weights~long-dashed lines
in Fig. 2!. We adopt the same two assumptions used by
Viemeister and Wakefield~1991!. First, we assume that for
each lookdi85ki I , where I is the signal intensity, and the
value ofki varies for different looks. Second, we assume that
each look at the unexpected signal is weighted by thed8
value associated with the same look in the expected signal.
To avoid confusion, we denoteD8 for expected signals and
d8 for unexpected signals. Lett be the signal duration,T the
expected duration, andt the duration of a single look~4 ms!.

Then, nT5T/t is the expected number of looks on each
stimulus presentation. Following the second assumption, the
decision statistic can be expressed as

z5(
i 51

nT

Di8xi , ~B1!

wherexi represents the listener’s estimate of the stimulus on
the i th look.

When the signal is presented at the expected duration
(t5T), the detectability is

D8~T!5A(
i 51

nT

Di8
2~T!5I ~T!A(

i 51

nT

ki
2. ~B2!

For our cases,D8(T)51.47 for each of the six signal dura-
tions, as confirmed for each signal duration when it was the
only one presented~Dai and Wright, 1995!.

When the expected duration wasT54 ms, the detect-
ability for an unexpected signal of durationt is simply
d18(t)5k1I (t). Sincek15D8(T)/I (T), we have

d8~ t !5D8~T!
I ~ t !

I ~T!
for t.T, ~B3!

whereD8(T)51.47, andI (T) and I (t) are the signal inten-
sities from the time-intensity trade~Fig. 1! at the signal du-
rations ofT54 ms andt, respectively.

When the expected duration wasT5299 ms, the detect-
ability for the unexpected signal of durationt is

d8~ t !5
( i 51

nt Di8~T!di8~ t !

A( i 51
nT Di8~T!2

5D8~ t !
I ~T!

I ~ t !
for t,T ~B4!

whereD8(t)51.47 andI (T) and I (t) are the signal intensi-
ties from the time-intensity trade~Fig. 1! at the signal dura-
tions of T5299 ms andt, respectively.

We apply Eqs.~B3! and ~B4! at all six durations and
three frequencies to obtain thed8 values, which we then
convert to percent-correct values and plot in Fig. 2.
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Responses of marine mammals to human-generated sound are of interest due to concern for
protection of animals with sensitive hearing from acoustic harassment or injury. Goold and Fish@J.
Acoust. Soc. Am.103, 2177–2184~1998!# compare their limited observations of wild common
dolphins ~Delphinus delphis! near operating seismic vessels off Wales, with studies of trained
bottlenose dolphins~Tursiops truncatus! in San Diego Bay@Ridgway et al., Tech. Rpt. 1751,
NCCOSC RDTE~1997!#. Because of the considerable difference between numerous seismic pulses
and the single 1-s tones employed by Ridgwayet al., the comparison is not valid. Further, Goold
and Fish do not accurately represent the bottlenose dolphin responses. ©1999 Acoustical Society
of America.@S0001-4966~99!03903-X#

PACS numbers: 43.80.Lb, 43.80.Nd@WWLA #

INTRODUCTION

In their paper on broadband spectra of seismic survey
air-gun emissions, with reference to dolphin auditory thresh-
olds, Goold and Fish~1998! cite a preliminary laboratory
technical report~Ridgway et al., 1997!. Concerning trained
dolphins employed in the study, Goold and Fish say ‘‘cap-
tive dolphins cannot swim away and may be more tolerant
through necessity!’’ This statement misleads the reader about
the work of Ridgwayet al. ~1997! on dolphin responses to
human-made sound. Further emphasis by an exclamation
point for such a statement is extraordinary, and, in our expe-
rience, unprecedented in the Journal of the Acoustical Soci-
ety of America. The use of the exclamation mark should be
associated with authoritative certainty, whereas the mark
mentioned above is an instance of ungrounded speculation.

A more complete report of the work reported by Ridg-
wayet al. ~1997! is being prepared for submission for a peer-
reviewed publication; however, the technical report makes it
clear that the trained dolphins could respond to sound by
swimming away. Swimming away was one of the criteria for
behavioral response to the sound. All of the audiograms cited
in Goold and Fish~1998! were done with captive animals.
There is no basis for the claim that the wild dolphins ob-
served in the Goold and Fish report were more sensitive to
sound.

The claim of increased sensitivity compared with ani-
mals in the Ridgwayet al. ~1997! report is not justified, in
the first instance, because it is based on inadequate
shipboard-observer data. The report gives no basis by which
to evaluate how many dolphins approached nearer than 1 km

to the seismic source. Goold and Fish do not quantify ob-
server data in such a way as to produce accurate counts of
animals in a given area~see Barlow, 1995; Schweder and
Hagen, 1995, for methods required for accurate surveys!.

To further confound their analysis, Goold and Fish use
acoustic-field data from a March 1996 survey to correlate
with some dolphin observations taken during an October
1994 survey. If the surveys were identical, why were the
1994 data not used? Without seeing the actual data, the
reader must question the authors’ assumption that the acous-
tic fields were identical, even if the surveys were operation-
ally identical, because of the change in seasons. Different
seasons can result in vast difference in sound propagation
~see Rogers and Cox, 1988!, especially within 10 m of the
surface where the hydrophone array was located for this
study.

I. INVALID SENSITIVITY COMPARISON—PULSE TO
TONE BURST

In addition, the comparison with Ridgwayet al. ~1997!
is not justified based on the considerable difference in the
tone burst test sounds compared to seismic sources. Ridgway
et al. tested the response of dolphins to tones of 1-s duration
at frequencies of 3, 20, and 75 kHz, whereas the seismic
sounds were broadband with peak frequencies below 1 kHz.
In addition, Ridgwayet al. tested only one loud sound each
test day, while the seismic sources were repetitive.

Goold and Fish~1998! naively assume that human psy-
chophysical measures, determined by testing human subjects
in air, apply equally well to dolphins in water. Their entire
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analysis is at least speculative. Anyone knowledgeable in
psychophysics would not likely pick out a ‘‘loudness level’’
at a single frequency~i.e., 20 kHz! in a broadband sound and
draw conclusions by comparing it to a pure-tone auditory
threshold. Goold and Fish~1998! proceed to estimate loud-
ness level in ‘‘phons’’ for dolphins.~In humans, perceived
loudness in sones would be calculated based on critical band-
width measures!. Dolphin estimates plotted in their Fig. 5
indicate that all frequencies above about 400 Hz would be
contributing roughly the same perceived loudness. As the
authors acknowledge, very little is known about critical
bandwidths in dolphins~Goold and Fish, 1998, second para-
graph, p. 2183!, and therefore they really cannot estimate
perceived loudness, so how can they say anything about the
thresholds presented by Ridgwayet al., 1997? It is even pos-
sible that the dolphin’s perceived loudness for an airgun ar-
ray at 1 km under certain conditions might be greater than
the 181-dB tone burst at 20 kHz that caused a behavioral
response by dolphins studied by Ridgwayet al. ~1997!.

Despite the marked difference in the types of sound
studied, Goold and Fish infer that dolphins are disturbed by
and avoid seismic sounds of 133 dB and claim that their
observation ‘‘suggests a far greater sensitivity to environ-
mental noise than that presented in the Ridgway report.’’
The controlled observations of Ridgwayet al. ~1997!, on the
other hand, showed that at 3 and 20 kHz, a 1-s tone had to be
greater than 186 and 181 dB, respectively, at the dolphin
before the tone burst produced a behavioral response indica-
tive of avoidance in trained bottlenose dolphins.

Bottlenose dolphins tested by Ridgwayet al. ~1997! and
common dolphins observed by Goold and Fish are from the
same biological family,Delphinidae. The common dolphins
that are the subjects of speculation by Goold and Fish~1998!

are often seen at sea in large herds. Almost-constant whis-
tling can usually be recorded from such herds~Moore and
Ridgway, 1995; Evans, 1995!. These whistles may have
source levels as great as 170 dB at 1m, although the 155 dB
cited by Goold and Fish~1998! as a private communication
from J. D. Hall is a more usual upper-level whistle. The
dolphin whistles are tonal and more similar to the sounds
tested by Ridgwayet al. ~1997! than to the seismic sounds.
For a tonal sound, the 133-dB level that Goold and Fish
~1998! suggest is ‘‘distressing’’ for a dolphin could perhaps
best be described in human terms as a ‘‘conversational
level.’’
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In a prior paper, ‘‘Broadband spectra of seismic survey air-gun emissions with reference to dolphin
auditory thresholds’’@Goold and Fish, J. Acoust. Soc. Am.103, 2177–2184~1998!# a comparison
was drawn between the estimation of sound levels at a distance which unconstrained dolphins would
appear to maintain from a seismic air-gun source and the sound threshold at which captive dolphins
displayed behavioral changes as reported by Ridgwayet al. @Tech. Rpt. 1751, NCCOSC RDTE
~1997!#. This prompted comments in the letter above on the validity of the conclusions of the prior
paper. In this rebuttal, it is pointed out that uncertainties in the sound levels estimated in the prior
paper arising from uncertainties in distance estimation, sound-propagation model, frequency
weighting, and allowance for pulse duration are most unlikely to account for the very large
difference of 48 dB between Goold and Fish’s results and Ridgway’s. The differences in criteria for
deciding the threshold—behavior suggesting distress in captive dolphins~Ridgwayet al.! and the
assumption that dolphins swim to a distance at which the sound is tolerated~Goold and Fish!, is the
most likely explanation for the difference in the published figures. ©1999 Acoustical Society of
America.@S0001-4966~99!04003-5#

PACS numbers: 43.80.Lb, 43.80.Nd@WWLA #

I. REBUTTAL

In our response to the letter of Ridgwayet al., it is worth
noting that we were initially unaware of the technical report
‘‘Behavioral responses and temporary shift in masked hear-
ing threshold of bottlenose dolphins,Tursiops truncatus, to
1-second tones of 141 to 201 dBre 1 mPa,’’ by Ridgway
et al. ~1997!, and were prompted to draw a comparison be-
tween our conclusions and those of this report by one of the
referees for our paper, and were pleased to do so.

The concern behind our paper, ‘‘Broadband spectra of
seismic survey air-gun emissions, with reference to dolphin
auditory thresholds’’~Goold and Fish, 1998!, and central to
Ridgway’s report is that of limiting marine acoustic noise to
acceptable levels; both have added to the store of knowledge
on this subject and therefore should lead to a more informed
debate by interested parties.

Bearing in mind the driving concern behind this type of
work—that of determining suitable ‘‘do-not-exceed’’ levels
for acoustic-emission devices in order to avoid harm to
proximal marine mammal species—it is right that such a
large difference~181 dB for behavioral changes and 193–
196 dB for TTS reported by Ridgway and 133 dB reported in
our paper! should be debated.

First, it is worth dealing with a few specific points raised
in the letter above.

~1! ‘‘There is no basis for the claim that the wild dolphins
observed in the Goold and Fish report were more sensi-
tive to sound.’’

We did not make thisclaim—we suggestedthat cap-
tive dolphins having a different threshold to wild dol-
phins is ‘‘one possible explanation.’’ This hypothesis is
certainly worth testing.

~2! We relied on ‘‘inadequate shipboard-observer data.’’
Again, we acknowledged in our paper the uncertainty

in estimating an avoidance distance. This uncertainty is
simply not sufficient, whichever spreading model is
used, to account for a difference in behavioral threshold
of 48 dB.

~3! ‘‘To further confound their analysis, Goold and Fish use
acoustic-field data from a March 1996 survey to corre-
late with some dolphin observations taken during an Oc-
tober 1994 survey. If the surveys were identical, why
were the 1994 data not used?’’

It was explained in our paper that seismic pulses were
recorded only as a by-product of the dolphin survey dur-
ing 1994, and gain levels were set at a level which
clipped seismic signals recorded on tape until the
source–receiver range typically reached 2.5 km. In addi-
tion, a 6-kHz high-pass filter stage had been used on
both recording channels. We felt that the combination of
these factors precluded a sensible analysis of 1994 seis-
mic pulses, and this case was made in the discussion
section of our paper. It was only during the 1996 seismic
surveys that an informed attempt was made to record
seismic pulses for analysis, during which there was neg-
ligible dolphin contact due to the seasonal nature of their
occurrence in the southern Irish Sea.
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~4! Our use of data and observations from different years
lead to the possibility of differences in acoustic fields
due to differences in sound propagation.

Once again, this is covered in the discussion section of
our original paper. We make the point that the sea area
under investigation does not undergo thermal stratifica-
tion due to strong tidal mixing, and even if it were to
stratify during the summer months, both our surveys
were conducted in the autumn, when stratification would
have broken down. Confirmation of a homogenous
temperature/salinity profile was provided by a CTD cast,
again referred to in our original paper.

~5! The use of measurement techniques used in human mea-
surements and the comparison with measurements made
at a single frequency.

One of the major points of our paper was to demon-
strate that emissions from the air-gun source, which is
normally considered a source of low-frequency acoustic
emissions with negligible high-frequency components,
could have a significant impact on dolphins at power
levels at which the predominately low-frequency compo-
nents would be expected to have little impact. This re-
sults from a rising sensitivity with frequency, which ap-
pears to compensate for the fall in source power with
frequency. For such a perceived wideband signal, the use
of frequency weighting similar to that used in humans
~but making use of the best available data on the varia-
tion of hearing sensitivity with frequency for dolphins! is
entirely appropriate. Again, the uncertainties in per-
ceived sound level are most unlikely to account for the
large difference in reported thresholds between ourselves
and Ridgwayet al. Contrary to the statement in Ridg-
way’s letter, we do not ‘‘pick out a ‘loudness level’ at a
single frequency in a broadband sound’’ but rather use
the frequency weighting to calculate the power having
an equivalent effect at a single frequency. In human en-
vironmental noise measurements, the reference fre-
quency is 1 kHz when using the A-weighting curve—
approximately 1/3 of the frequency of maximum
sensitivity; we have taken a reference frequency of 20
kHz as being at about an equivalent position in the
dolphin-sensitivity spectrum. The choice of reference
frequency, however, is fairly arbitrary in both human
and dolphin cases—choosing another frequency would
lead to a different equivalent power level but a compen-
sating shift in the reference-sensitivity level.

Our paper was concerned with exploring the possible
use of frequency-weighted noise measurements similar to
those used for assessing the impact of environmental noise
on humans. It is acknowledged in the paper that there are
greater uncertainties in the frequency variation of hearing
sensitivity in dolphins than in the human case. Again, it is
unlikely that this can explain such a large difference in be-
havioral threshold.

Just as in the human case, the use of frequency-~and
duration! weighting has the potential advantage of allowing
comparison between the effects of different ‘‘noise’’ sources.
The uncertainties in some of the parameters required should

not lead us to turn away from this methodology, but rather to
research further to reduce these uncertainties and refine the
method.

It is clear that by far the most likely explanation for the
difference in results is the difference in testing conditions,
and we should probably have discussed this in more detail in
our paper, for which omission we apologize. In terms of
setting allowable levels for acoustic-emission devices,
choosing appropriate measures of environmental damage is
important as well as ensuring accuracy of those measures.

The tests carried out by Ridgway and colleagues are
concerned with measurement of behavioral changes and
TTS. Typical behavioral changes observed in order to deter-
mine a behavioral-change threshold were:

‘‘Attacked biteplate’’
‘‘Porpoised away from louder S1, swam in circles,
broke station 5X’’
‘‘Reluctant station on S1, very skittish’’
‘‘Turned in direction opposite S2’’
‘‘Very reluctant to go or return to S1’’
‘‘Stopped responding’’

~The biteplate, S1, S2, and 5X refer to structures in the test-
ing enclosure.!

It should be stressed that these observations were at lev-
els .10 dB below those measured for TTS. Ridgway and
colleagues take issue with our original statement that ‘‘cap-
tive dolphins cannot swim away and may be more tolerant
through necessity!,’’ taking particular issue with the use of
the exclamation point and saying that the statement misleads
the reader, further stating themselves that ‘‘swimming away
was one of the criteria for behavioral response to the sound.’’
Although this criticism by Ridgway and colleagues may be
true in the literal interpretation, we point to their own behav-
ioral observations stating that ‘‘On several occasions, ani-
mals attacked the S1 biteplate upon hearing the louder S1
signal. This included backing away from the biteplate ini-
tially, then rushing towards it, biting it, thrashing around, and
shaking the entire underwater platform before going to the
S2 station.’’ These observations would seem to us to be an
overt sign of distress and, if the animal were not held in an
enclosure, we question if the animal would not ‘‘swim
away’’ in the sense that we had intended this comment.

The ‘‘behavioral change’’ observed in our work was a
presumed reluctance to come closer to the source than ap-
proximately 1 km—the dolphins simply removed themselves
from the source to a distance at which they were no longer
distressed.

The choice of an appropriate behavior-change metric
when deciding allowable levels for marine noise sources is,
of course, open to debate.

Goold, J. C., and Fish, P. J.~1998!. ‘‘Broadband spectra of seismic survey
air-gun emissions with reference to dolphin auditory thresholds,’’ J.
Acoust. Soc. Am.103, 2177–2184.

Ridgway S. H., Carder D. A., Smith, R. R., Kamolnick, T., Schlundt, C. E.,
and Elsberry, W. R.~1997!. ‘‘Behavioral responses and temporary shift in
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Reuter, Nummela, and Hemila’s recent letter hypothesized that elephants may sense ground
vibrations by bone conduction and use of the massive ossicles of their middle ears. Their inner ears
also are specialized for low frequencies, having reverted to a reptilian-like cochlear structure that
may facilitate detection of seismic signals. Although bone conduction could be used for detection of
seismic signals, mechanoreceptors with neural transmission are also a possibility. For localization of
20-Hz signals, the pinnae are limited given the large wavelengths involved, unless higher harmonics
are reliably present. ©1999 Acoustical Society of America.@S0001-4966~99!06503-0#

PACS numbers: 43.80.Nd@WWLA #

We would like to expand upon the comments put for-
ward by Reuter, Nummela, and Hemila in their letter to the
editor entitled ‘‘Elephant hearing,1’’ written in response to
our abstract where we presented data on the existence of
seismic properties of elephant low-frequency vocalizations.2

They propose that elephants might detect these seismic sig-
nals through bone conduction, producing a differential vibra-
tion of the middle-ear ossicles in relation to the skull, thus
explaining the massive ossicles of the Indian and African
elephants. We would like to further discuss this possibility,
along with several others. First of all, the modern elephant
inner ear appears to have lost characteristics that were
present in their ancestors.3 Modern elephant ears have a
primitive anatomical condition that facilitates a greater sen-
sitivity to lower frequencies and which might also play a role
in vibrational sensitivity.

The cochlear anatomy of the oldest-known proboscidean
indicates that it was tuned to include responding to relatively
high frequencies in contrast with the low-frequency special-
ization of the inner ear of modern proboscideans.3 In addi-
tion, the lack of development of the perilymphatic foramen
into the round window and cochlear canaliculus in elephants
is a primitive condition, more typical of reptilian ears, and is
not known in any therian mammals.4 These reptilian fea-
tures, previously found only in the embryonic stages of met-
atherian and eutherian mammals, persist in the adult stages
of elephants and their nearest relatives the sirenians, indicat-
ing the development and subsequent loss of these features
over evolutionary time.4 In other modern mammals, the peri-
lymphatic foramen subdivides into the round window and
the cochlear canaliculus, the perilymphatic duct leaving the
inner ear via the cochlear canaliculus. In elephants and sire-
nians, the duct leaves through the perilymphatic foramen, a

derived state of the modern mammalian round window and
cochlear canaliculus.4

This unique, primitive, reptilian feature of elephant ears
also suggests that they might be suited to detect vibrational
signals, as some reptiles are known to have a keen sensitivity
to vibrations.5 One other mammal that exhibits characteris-
tics suited to the detection of low-frequency sounds is the
golden mole, which has a hypertrophied malleus and also
demonstrates the ability to detect seismic signals.6 The blind
mole rat has a unique ossicle and lower-jaw morphology
thought to facilitate the detection of seismic signals via bone
conduction,7 although it has also been suggested that detec-
tion of seismic signals over long distances in blind mole rats
might better be facilitated by somatoreceptors.8 Some am-
phibians have special adaptations which may contribute to
their keen sensitivity to seismic activity.9 It is conceivable
that the primitive ear of the elephant, a derived adaptation,
might also facilitate the detection of seismic signals. Massive
ossicles may play a role in facilitating bone conduction, as
the authors suggest, but the primitive perilymphatic foramen
may also play a role, as this characteristic is correlated to the
huge tympanic membrane, strongly developed ossicles, and
the large oval window.

We are open to the idea that bone conduction might be
the mechanism used to detect seismic signals, but caution
that it may not be the most parsimonious way for an elephant
to receive seismic signals, especially over long distances.
Although the cartilaginous pads in the foot may facilitate
coupling with the ground, they may also serve to dampen
vibrations. There would also be a loss due to attenuation
through each joint between the foot and the ear. Mechanore-
ceptors in the toes or feet that are responsive to vibrations
might serve as superior sensors for this modality. The el-
ephant’s trunk has mechanoreceptors highly sensitive to
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vibrations,10 raising the possibility that such receptors may
also occur in the feet or toes. Elephants have two sets of
nerve endings beneath their toe nails, the superior peroneal
nerve and the deep peroneal nerve,11 which may provide a
more direct and possibly more efficient mode for detection of
seismic signals than bone conduction.

We would also like to point out that classic work show-
ing the use of the elephant’s pinna in sound localization was
tested in a frequency range of 125 Hz to 8 kHz,12 but lower
frequencies were not tested. The wavelength of a 125-Hz
sound is approximately 2.75 m~given the average speed of
sound in air is 344 m/s!, making localization seem feasible.
Localizing a 20-Hz sound with pinna, however, may not be
possible given a wavelength of 17.2 m, unless higher har-
monics are present. Localization of low-frequency sounds
therefore might be facilitated by seismic reception of signals,
the distance between the front and back legs of an elephant
being much greater than the distance between the ears.
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Erratum: ‘‘Plane-wave reflection and transmission coefficients
for a three-layered elastic medium’’ [J. Acoust. Soc. Am.
97, 954–961 (1995)]
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Equation~29! of this article is incorrect and should in-
clude additional factors of (r j /r i) in front of the transmis-
sion coefficient termst i j

pp, because the coefficients are ratios
of displacements and not pressures. The corrected equation
reads

r 12
pp'2r 21

pp'~r2 /r1!t 12
pp21

'12~r1 /r2!t 21
pp'r 12

~0! .

The derivation of Eq.~C12! is unaffected because the density
ratios cancel in the productt 12

ppt 21
pp.

The author also wishes to acknowledge some related
work by Deschamps and Cao1 that came to his attention after
the subject article had gone to press.

1M. Deschamps and C. Cao, ‘‘Reflection/refraction of a solid layer by
Debye’s series expansion,’’ Ultrasonics29, 288–293~1991!.

2053 2053J. Acoust. Soc. Am. 105 (3), March 1999 0001-4966/99/105(3)/2053/1/$15.00 © 1999 Acoustical Society of America


